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Preface

Global warming is considered an average increase in the Earth’s temperature due to

greenhouse effect as a result of both natural and human activities. In common

usage, “global warming” often refers to the warming that can occur as a result of

increased emissions of greenhouse gases from human activities, e.g., carbon diox-

ide, methane, water vapor, and fluorinated gases, which act like a greenhouse

around the earth, trapping the heat from the sun into the earth’s atmosphere and

increasing the Earth’s temperature.

Catastrophic events around the world have brought a desperate picture to the

forefront! The Global Conference on Global Warming 2012 (GCGW-12) brought

all disciplines together for local and global solutions to combat global warming.

This conference is a multidisciplinary global conference on global warming

(and climate change), not only in engineering and science but also in all other

disciplines (e.g., ecology, education, social sciences, economics, management,

political sciences, and information technology). It covers a broad range of topics

on energy and environment policies, energy resources, energy conversion

technologies, energy management and conservation, energy security, renewables,

green technologies, emission reduction and abatement, carbon tax, sustainable

development, pollution control and measures, policy development, etc. Intensifying

global environmental problems require internationally coordinated responses,

which must balance the goals of energy security, environmental protection, and

economic growth. The adoption of a comprehensive approach to energy and

environment issues and the integration of energy and environment policies have

become central activities of several countries. National and global solutions to

reduce pollutants and greenhouse gas emissions have implications for energy

security, energy trade, economic growth, etc. The issue that global climate change

poses for energy policymakers is the focus of continuing international debate.

For example, despite the policy measures taken to date, unless the rapid establish-

ment and implementation of further effective policies and programs to reduce

emissions are conducted, greenhouse gas emissions would continue increasing

unless the right cure is underway. Of course, this requires the full range of possible

areas for action and policy instruments.
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This book is a unique collection of 62 selected papers out of the papers presented

in the GCGW-12 in Istanbul, Turkey, on July 8–12, 2012, to cover a wide variety

of topics on the causes, impacts, and solutions to global warming. There is a diverse

coverage of global warming in this book from climate change modeling to

forecasting weather events, from sustainable energy technologies and resources to

waste management, and many more to serve as a sustainable source of knowledge

and information for researchers, scientists, engineers, practitioners, etc.

As mentioned above, global warming is one of the major concerns of the

human beings in this century. A significant part of global warming comes from

the human activities, such as consuming fossil energy sources, e.g., oil, coal, and

natural gas. In the solution of global warming, engineering approaches play a key

role. These approaches are linked to many areas including energy and environment

policies, energy conversion technologies, energy management and conservation,

energy saving, energy security, renewable and sustainable energy technologies,

emission reduction, sustainable development, pollution control and measures,

policy development, global energy stability and sustainability, carbon tax, and

waste management. Innovative engineering solutions are needed to reduce the

effects of global warming and also to obtain better efficiency, better cost-

effectiveness, better use of energy and resources, better energy security, better

environment, and better sustainability. In this book, several engineering approaches

and potential solutions from renewables to hydrogen, including data analysis,

modeling, simulation, assessment, optimization studies, that reduce the effects of

global warming are discussed in detail. Incorporated through this book are many

wide-ranging practical examples, case studies, and policy and strategy development

which provide useful information for practical applications. Complete references

are included with each chapter to direct the curious and interested reader to further

information.

We hope this edited book provides a unique source of potential solutions

for combating global warming to be more widely applied and the benefits of such

efforts more broadly derived, so that the future can be made more efficient,

clean, and sustainable. We sincerely appreciate the help and assistance provided

by various individuals who deserve a clear acknowledgement. Dr. Dincer

acknowledges the support provided by the Turkish Academy of Sciences.

Oshawa, ON, Canada Ibrahim Dincer

Buca, Izmir, Turkey Can Ozgur Colpan

Maslak, Istanbul, Turkey Fethi Kadioglu
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Adnan Midilli Recep Tayyip Erdoğan University, Rize, Turkey
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Betül Özer Ardahan University, Ardahan, Turkey

Necat Ozgur General Directorate of the Protection of Natural Assets,

Ankara, Turkey

Sinan Ozlu University of Ontario Institute of Technology, Oshawa,

ON, Canada
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Causes and Impacts



Chapter 1

Vegetation at Northern High Latitudes

Under Global Warming

Kari Taulavuori

Abstract Northern areas are warming at a rapid rate. Global warming may disturb

plant overwintering in the northern hemisphere in several ways: (1) Preparation for

winter may be delayed, (2) warm spells in winter may prematurely interrupt

dormancy, (3) extreme changes in temperature may result in lethal freezing, as

well as (4) activity beginning too early in spring at high temperatures. In addition,

(5) some species may be damaged due to thinning or lack of snow cover. Patterns

predicted for global warming will undoubtedly extend the growing season, thus

increasing plant biomass and productivity, but incidence of forest fires and patho-

gen attacks will reduce the significance of any positive impacts. In addition,

invasion of aggressive alien species is one potential threat for northern biodiversity.

Temperature is the most important ecological filter for range shifts in species and

populations towards northern areas. Thus, under a warmer climate, temperate

vegetation may replace parts of boreal vegetation, with boreal vegetation shifting

partly to tundra, although summer droughts may cause confounding effects on these

expectations. In addition, photoperiod and other light related factors (light quality

and quantity), may modify the adaptation of a given species or population to the

new environment. Thus, the overall prediction on a vegetation community level is

unpredictable without experimental studies. Understanding of the mechanisms

behind vegetation range shifts is important from the biodiversity, forestry, and

agricultural points of view.
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Nomenclature

Common garden

experiment

An experiment where populations from different

latitudes are reciprocally collected into same garden.

Deacclimation

(dehardening)

Opposite process to autumn cold hardening process;

refers to loss of hardening against low temperatures due

to physiological readiness and high temperature

exposure.

Drought Extended period without water supply or precipitation.

Ecodormancy Plant resting stage during which physiology is ready

for break of dormancy, but exogenous factors

(low temperature) prevent from it.

Ecological filter Ecological filter is an environmental factor that

determines distribution of species and populations.

Endodormancy Plant resting stage during which endogenous factors

(physiology) maintain dormancy irrespective of the high

temperatures.

Freezing tolerance

(frost hardiness)

Ability of plant to withstand temperatures below 0 �C.

Light saturation point Irradiance level to reach maximum photosynthesis;

increase in irradiance cannot increase photosynthesis

after saturation point.

Morphogenic response Light mediated response to shape of growth.

Perennial species Species living longer than 2 years.

Supercooling Cooling below freezing point without becoming solid

form (crystallization).

Winter dormancy Plant resting stage over the cold season.

1.1 Introduction

Northern high latitudes make for a harsh environment from the plant perspective.

Soil pH is low and precipitation is relatively high, resulting in leaching of nutrients

from the soil [1]. Fungal-based decomposition is slow in cool soils, which in turn

slows down nutrient cycling [2]. Plant life and performance in the north thus often

occurs in suboptimal nutrient concentrations. The growing season is short being

only 1.5–3.5 months, depending on the latitude and other geographical aspects

(altitude, oceanity or continentality, etc.). Besides the short growing season, the

accumulation of temperature sum is low, meaning cool conditions during growing

season. The Arctic is defined as an isotherm that excludes areas where the mean

temperature of the warmest summer month (July) exceeds +10 to +12 �C [3].

Light conditions at northern high latitudes are unique during the growing season.

Day length begins to extend from the vernal equinox onwards at an exponential

rate, being 12 h on the 20th March, but reaching 24 h at the beginning of June, from
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the Arctic Circle (66.56�N) northwards. Thus, there is no sunset above the Arctic

circle before 10th July due to the high solar elevation, while nights without any dark

break continue much longer at higher latitudes (e.g., end of July at 70�N) [4, 5]. The
light environment of the polar summer is associated not only with the day length,

but also light quantity and quality. Light quantity (irradiance) is much lower in

polar areas compared to mid or low latitudes. For example, vegetation around the

Arctic Circle in Scandinavia receives only about 55 % of the irradiance of that in

the Alps (47�N) [6]. Light quality (spectral composition) is also different since the

polar summer nights are enriched with a relatively high proportion of diffuse

blue [5].

Winter, in turn, is characterized by the polar night during which the sun is below

the horizon for a month or longer. The darkness of the polar night does not interfere

with vegetation, since plants in northern high latitudes are dormant over the winter

[7]. However, temperatures during winter may be pernicious if vegetation is not

well protected against them (e.g., [8]). In addition, frost-bite is increased by high

wind speeds. Stress on plants is increased if weather conditions are variable,

ranging from extreme frost to above zero temperatures in the daytime during

late winter. In late winter, excess light may also be a problem, since albedo

(i.e., reflectance) from snow cover may double the irradiance of some vegetation

[7]. Snow, indeed, is an effective insulator against both light and temperature in

northern high latitudes, and therefore is an important ecological determinant of

northern nature.

While the northern environment sounds barren, the fact is that the vegetation

existing there is adapted to these conditions. The local species can survive and

produce offspring in these conditions, where other vegetation is noncompetitive.

The climate at northern high latitudes is now warming rapidly and much larger

changes are projected, which may result in a significant shift in vegetation zones

towards the North [3]. This chapter summarizes first (Sect. 1.2) the environmental

changes at northern high latitudes projected by the Arctic Climate Impact Assess-

ment [3]. Then, Sect. 1.3 introduces the basic adaptations of plants to the northern

environment in order to understand the significance of possible responses to global

warming. Plant responses at northern high latitudes, mainly from an individual

perspective, are then discussed in relation to warming winters and growing seasons

(Sects. 1.4 and 1.5, respectively). The perspective is broadened from individual to

vegetation level in Sects. 1.6 and 1.7. Importance of temperature as an ecological

filter to control species’ and populations’ geographical ranges is highlighted,

especially since global warming may effectively move this ecological filter

northward. Finally, in Sect. 1.8, it is demonstrated that unpredictable competition

between local and invading vegetation in the Arctic will occur under the projected

vegetation range shifts. This is due to different adaptations to light quantity and

quality, and photoperiod.
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1.2 Changing Environment at Northern High Latitudes

Due to Global Warming

Annual Arctic temperatures have increased significantly during the past decades,

and increases in Alaska and Western Canada have been as much as 3–4 �C
[3]. According to the Arctic Climate Impact Assessment [3] the following trends

in the Arctic climate will be seen within the next 100 years. (1) The temperatures

will increase significantly, by 3–5 �C on the land areas and up to 7 �C over the

oceans. Winter temperatures are projected to increase much more, i.e., 4–7 �C and

7–10 �C over the land areas and oceans, respectively. This increase in temperature

is predicted to cause the following consequences: (2) declining snow cover,

(3) diminishing lake and river ice, (4) melting ice sheet in Greenland, (6) melting

glaciers, (7) increasing precipitation, and (8) river flows. These all contribute to

the (9) rising sea level, which (9) subsequently decreases the salinity of oceans.

Reduced salinity would cause, in turn, (10) changes to global ocean circulations,

bringing heat from the tropics to polar areas, and thus (11) boosting the warming

effect. Finally, (12) an additional driving effect could be caused by the ground,

which would be more visible as the snow and ice sheets melt. The Earth’s

ground and oceans absorb the heat energy much more effectively than ice and

snow. Thus, the global warming changes predicted in the Arctic concern the

whole globe.

1.3 Plant Adaptations to Northern High Latitudes

Plant life in the northern latitudes is traditionally thought as an ambivalent existence

between survival and capacity adaptations [9, and references therein]. Survival

adaptation refers to the survival over long and harsh winters, while the capacity

adaptation deals with the adequate acquisition of resources during a short, cool

growing season. There is a trade-off between these two adaptations, since long

winter dormancy is favorable for survival adaptation, while long a growing season

is favorable for capacity adaptation. The environmental control behind both

adaptations is temperature. In spring, it would be a great advantage to start growth

processes early enough to extend the growing season and thus acquire resources for

as long as possible at elevating temperatures, while at the same time it would be

useful to continue dormancy for a while, to avoid lethal freezing during late frosts.

Good examples demonstrating these adaptations are the Ericaceous dwarf shrub

species. In northern Finland (66�N) the deciduous Vaccinium myrtillus starts

flowering at a 100 dd temperature sum, while the relatively evergreen species

V. vitis-idaea activates later, at a 250 dd [10] (for calculation of dd, see Appendix).
Before any growth process can start, however, the plant must stir from the deepest

rest stage called endodormancy. During endodormancy, which is deepest in

autumn, plant growth is arrested irrespective of warm temperatures. But as soon
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as the plant has accumulated chilling temperature (0–5 �C) over sufficient time, it

enters ecodormancy, which means that the plant is able to begin growth processes,

given that the temperature is high enough (>5 �C). And the higher the temperature,

the sooner the effective temperature for growth sum will be obtained [11]. The

switch from endodormancy to ecodormancy occurs in mid-winter, and therefore the

plants at northern high latitudes remain in the ecodormant stage for months to

guarantee survival over winter.

Once growth has started, many important processes need to be accomplished

during the short summers of the north. The annual species must emerge from

seeds, grow, flower, and store resources in its own seeds for offspring in the next

growing season. Perennial herb species have overwintered partly or entirely

below ground and may rapidly produce new shoots, but their life is less hectic

than an annual species, since it is not necessary to produce new seeds each year

because of their long-lived below-ground organs. Even so, a cold growing season

is not necessarily a catastrophe for the annual species, due to the rich seed bank

below ground. This is also an effective strategy from the survival adaptation

point of view, since the seeds do not have to meet the low temperature-driven

challenges of winter.

Species such as trees, which are too tall to overwinter below snow cover, have to

cope with changes in ambient air temperature in winter. Temperature �40 �C is a

physical limit for supercooling [12], acting as a filter for species using this mecha-

nism to avoid lethal freezing, into lower latitudes [13]. In those areas where winter

temperatures may drop below �40 �C, only trees with extracellular freezing

tolerance mechanisms can survive. In supercooling species, the plant escapes

from lethal intracellular freezing by preventing freezing process, as a result of

cooling of the intercellular fluid. However, cooling is not an endless continuum, and

finally, at around�40 �C, a spontaneous freezing event takes place. In extracellular
freezing, the plant cell dehydrates its intracellular water outside the cells where

harmless freezing occurs [8]. Once frozen, the ice crystals enhance the osmotic

pressure that draws out more of the internal water.

In terms of survival adaptation, it is important to notice that the environmental

signal that triggers preparation of perennial species for winter is photoperiod,

instead of temperature [14]. Shortening days/extending nights are a signal that

provides a fixed calendar for the plants’ seasonality.

1.4 Plant Responses to Winter Warming

The temperature increases predicted by climate change models may threaten

overwintering of northern vegetation in various ways. Basically, temperatures

may be too warm or fluctuate too much. In addition, snow cover may be thinned,

lacking, or present for too short a time.
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1.4.1 Ineffective Cold Hardening in Autumn

While the signal to start cold hardening process is photoperiod, the lowering

temperatures in autumn interact to enhance frost tolerance. Indeed, the wintertime

frost hardiness fluctuates with a delay with ambient air minimum temperatures. In

cases of an abnormally warm autumn followed by extreme frost, some freezing

injuries may occur [15]. However, the margin between frost tolerance and ambient

temperatures is generally so great, in locally adapted species or populations, that

incidence of frost damage in autumn remains rare. So far, no significant delays in

frost hardening processes have been reported in response to warm autumns.

1.4.2 Loss of Frost Hardiness During Warm Spells
in Mid-Winter

Climate change increases climatic variability, and the direction of prevailing winds

may change abruptly. Change from continental to oceanic winds may warm the

winter weather significantly. Temperature elevation of daily mean values up to

+10 �C for a couple weeks in mid-winter accumulates the temperature sum to 70 dd.

This is 70 % of the temperature sum necessary (see Sect. 1.3) for the requirement of

growth initiation in Vaccinium myrtillus species. It has been shown experimentally

that this species markedly loses its frost hardiness, and also displays visible signs of

growth when exposed to +10 �C for 2 weeks in January [16]. It also indicates that

the switch from endodormancy to ecodormancy had had occurred, and plants had

started to deacclimate towards summer conditions.

1.4.3 Injuries Due to Sudden Winter Extreme Events

Winter injuries do not necessarily require any deacclimation process driven by an

accumulation of temperature sum. Experimental studies have shown that artificial

snowmelt prior to a few days’ exposure to temperatures around zero, and followed

by ambient winter temperatures below zero, may cause significant injuries in

subarctic dwarf shrub species [17–19]. The reason behind the damage might be

the initial level of frost hardiness in plants overwintered below snow. A 50 cm layer

of snow insulates very well against ambient frost, resulting in exposure to

temperatures not lower than around �5 to 0 �C. Thus it is understandable that the
actual frost hardiness level cannot increase significantly, and frost experienced by

plants after the treatment, without protecting snow may be fatal.
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1.4.4 Injuries Due to Hastened Spring with Late
(Night) Frosts

Global warming may hasten spring in northern high latitudes significantly. Once

snow has melted, the plants may experience unusually high temperatures, especially

during sunny days. As soon as the effective temperature sums have accumulated

and new growth has sprouted from buds, there is no way back to winter dormancy—

deacclimation is irreversible. The warming temperatures decrease plant frost hardi-

ness gradually close to summer conditions [20, 21]. The higher the temperature, the

sooner the bud break occurs [22]. Based on the temperature sum of 100 dd required

for growth inVacciniummyrtillus, a 5 �C elevation in themean temperature has been

found to accelerate the onset of growth by 3 weeks (Fig. 1.1). Even in a warm and

early spring, frosts, especially during night hours, cannot be excluded, bringing

obvious risks to plants showing early activity.

1.4.5 Injuries in the Absence of Snow Cover

Decline in snow cover may be realized in two ways, either through thinner cover, or

by a shorter duration (Fig. 1.2). This is an important aspect since many of the

subarctic species are chamaephytes, i.e., those adapted to overwinter below snow

Fig. 1.1 Onset of growth in two Vaccinium species under long-term mean temperatures (blue),
and projected temperature elevations of +2 �C (pink) and +5 �C (red) in Oulu (65�N). The long-
term mean temperatures supplied by the Finnish Meteorological Institute [23] (figure is modified

after Havas [10])
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cover, and thereby protected against harsh winter conditions or excess light in late

winter and spring. Havas (1971) [24] proposed, for example, that Vaccinium
myrtillus from a latitude of 69�N cannot develop as high a degree of frost hardiness

as ecotypes from 60�N latitude, since the latter have adapted to overwinter without

or with relatively thin snow cover. Therefore, evolutionary pressure has favored

clones that are able to develop a deep state of frost hardiness. So, here the big

question deals with phenotypic plasticity of northern populations in relation to snow

cover. In addition, the dependence on snow cover changes from species to species.

A related species Vaccinium vitis-idaea is probably not as sensitive to freezing

temperatures compared toV. myrtillus. However, it also needs snow cover to prevent

winter desiccation caused by solar heat [25]. Thus the thickness of snow cover is

probably less important in this species than the duration of snow.

1.5 Plant Responses to Warming Growing Season

The growing season is currently cool and short at high latitudes. Global warming

effects are predicted to extend the growing season, and increase the temperature

sum received by vegetation. Increasing temperature in northern areas leads to an

increase in plant biomass and productivity through enhanced photosynthesis.

However, not all species benefit from rising temperatures, especially due to

increased periods of drought. For example, a 4 �C rise in summer temperature

would result in the elimination of white spruce trees at the tree line in Alaska, and

tree line movement towards the south in Siberia is caused by the same reason, in

addition to air pollution and forest fires [3]. According to ACIA [3], the number of

forest fires is predicted to increase by as much as 80 % in North America, and a

Fig. 1.2 Schematic presentation on the projected changes in snow cover in northern areas under

warming climate. Solid line, current duration and thickness of snow cover; dashed line, snow cover

in the future
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temperature elevation in Siberia of 5.5 �C is likely to double the number of years

with several fires during this century. Nevertheless, positive impacts could be seen

in agriculture, forestry, and wild plants. Flowering and consequent seed and berry

production of plant species may benefit under higher temperatures. This may

further modify the existing tree line. For example, Mountain birch is the Arctic

tree line species in Scandinavia, because its seed maturation occurs in lower

summer temperatures compared to coniferous trees. It is worth noting that birch

trees are rare at lower (68�N) latitudes, where temperature is not yet a barrier

against seed formation of conifers (i.e., Scots pine and Norway spruce), and the

taller-growing conifers there are the winners in competition for light.

Northern agriculture may benefit from some new species as plants using C4

photosynthesis may be cultivated in more northern areas. Longer and warmer

growing seasons increase the potential number of harvests and thereby the seasonal

yields of forage crops, and warming is projected to advance commercial crop

production northward throughout this century [3]. However, the incidence of

pathogen attacks and insect outbreaks are obvious negative consequences of a

warming climate. In addition, invasion of weeds and aggressive alien species (for

example in Finland: Fallopia japonica, Lupinus polyphyllos, Rosa rugosa; [26]) is
one potential threat to northern biodiversity. Alien species are those exotic species

that are introduced outside their normal distribution. They may be called “aggres-

sive” if depriving dominance from native species.

1.6 Temperature as an Ecological Filter for Vegetation

Temperature is obviously the most important ecological filter for species’ and

populations’ range shifts towards the northern areas. It affects the formation of

biomes and vegetation zones through two determinants, growing season [27] and

cold winter period [8]. For example, the tree line ecotone exists at around 4,000 m

altitude around equator and at only 400 m altitude on the fells of Finnish Lapland.

According to the “Climate Hazard Hypothesis” [28–30], temperature is the major

component affecting the formation of the Arctic tree line in Scandinavia. According

to the hypothesis, temperature controls formation of the tree line in three ways:

Through (1) adequate resource acquirement, (2) seed maturation (3) and winter

survival. The first two refer to growing season temperature, and the latter refers to

the cold period in winter. The temperature of the growing season should be high

enough to ensure that photosynthetic yield exceeds maintenance respiration, and

thereby avoid stunted growth. It is required also to guarantee seed production for

future generations. A good example for the role of temperature as an ecological

filter is the occurrence of the boreal zone in Europe about 10�N polarward com-

pared to the boreal zone in North America. This is, of course, due to the proximity

of the Gulf Stream in Europe.
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1.7 Global Warming Moves the Temperature Filter

According to the ACIA [3], vegetation zones are likely to shift by as much as

1,000 km northward in the scenario of +7 �C for annual warming. Principally,

temperate vegetation may replace parts of boreal vegetation, and the boreal forest

shifts partly to tundra. Low shrub tundra vegetation in turn would expand to polar

deserts, as long as the Arctic Ocean prevents the shifts onwards. The invading

species thus displace some the Arctic species such as lichens and mosses, the

diversity of which in the Arctic is higher than anywhere else. Forests are generally

thought to move into current tundra areas, but the process seldom occurs in a

straightforward manner. Lack of suitable soil may prevent or hinder the movement

of tree species. The existing tundra mat is not the best substrate for seeds to

germinate. Also, summer droughts and water logging may cause confounding

effects on these expectations. Tree establishment in new areas may be prevented

by human activity such as air pollution in some areas in Russia [3].

Species invasion in northern high latitudes under a warming climate is thus not a

straightforward process. In the authors’ opinion, there are aspects that are almost totally

forgotten from the models and projected scenarios for vegetation dynamics, and thus

their value as prediction tools. In particular, attention should be paid to light environ-

ment. Poleward invasion changes the light environment experienced by plants, at least

through changes in irradiance, spectral composition and photoperiod due to a lower

solar angle in the North [5]. The reduced irradiance of the northern light spectrummay

be inadequate to reach the light saturation of photosynthesis in some species adapted to

high light. Spectral composition, having an increased proportion of blue light during

night hours, may reduce growth through photomorphogenic responses. High annual

variation in day lengthmayalso result inmistimingofphenological stages (e.g., growth,

reproduction, dormancy). It has been recently proposed that climate change-driven

species’ range shifts may be filtered by photoperiodism [31].

1.8 Modeling the Future Vegetation in Northern

High Latitudes: A Mission Impossible?

The main question is: Do southern and northern plant species or populations differ

from each other when exposed to equal southern temperature in the northern light

environment? The null hypothesis is that southern plants suffer from the change to

northern light conditions (Fig. 1.3a). This is based on assumptions generalized from

common garden experiments (e.g., [32]). The following examples could result:

(1) Southern plants cannot get an environmental cue to start the cold hardening

process in time, in the northern photoperiod [5]. (2) Species with high light

saturation point (e.g., Scots pine) suffer from the lower irradiance of the northern

light environment [5].
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However, the use of results from common garden experiments may be questioned

in species range shift forecasts, since these do not deal with the situation where

southern plants exist in their current temperature climate combined with northern

light conditions. The basic concept to be remembered, given that the temperature is

the most efficient ecological filter against invasions, is that the temperature experi-

enced by plants does not change if range shifts occur. In this case, the situation

indicated in Fig. 1.3bmight be themost likely: The southern plants can compete well

in the northern light environment. Indeed, the risk of delayed winter dormancy of

southern plants is decreased under locally adapted temperature, especially since the

day length decreases in the north at muchmore faster rate fromAugust to September.

There is evidence that south-to-north transplanted Scots pine seedlings did not delay

in frost hardening in a 3 year experiment [34]. There is also evidence that some trees

from the Rosaceae family do not follow photoperiodic patterns in their growth

cessation in autumn [35], for example.

It could be also hypothesized that southern species may exhibit higher plasticity

towards range shifts (as in Fig. 1.3c), since the seasonal variation in day length is

insignificant at lower latitudes (e.g., [31]), and thus the dependence on the photo-

period is presumably minor in plants from lower latitudes. Taulavuori et al. [36]

proposed that if vegetation adapted to high UV-A radiation (i.e., species from the

South) invades to lower UV-A radiation environment to the North, they may benefit

in competition between the native vegetation, as less resources are required for

protection against UV-A radiation.

Once there are multiple light actions, and plant responses are dependent on

species and populations, modeling process without comprehensive light response

Fig. 1.3 Sketch of the

possible performances

(reaction norms) (i.e.,

latitudes have equal

temperature, but different

light climate). S southern

plant, N northern plant

(modified from Kawecki

and Ebert [33]; Savolainen

et al. [32]). See text for

more details
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data is irrelevant. Therefore, true response data should be acquired from experi-

mental studies. It is proposed that an experiment, where species and populations can

compete under the northern light environment along with temperatures reflecting

predicted future scenarios, could reveal the reaction norms required for modeling

the vegetation dynamics for future conditions.

1.9 Concluding Remarks

• Warming may cause delay in frost hardening in autumn, loss of frost hardiness

during warm spells in winter, injuries due to sudden winter extreme events,

injuries due to hastened spring activity, and injuries due to declining snow cover.

• Vegetation may benefit from the warmer growing seasons, while increase in

pathogen attacks and insect outbreaks has negative impacts.

• The role of temperature as an ecological filter is reduced, resulting in species and

population range shifts northward.

• Photoperiod and other light conditions (quantity, quality), however, may form

another filter which buffers against vegetation shifts. Therefore, future vegeta-

tion dynamics may be difficult to predict without experimental simulations.
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Chapter 2

Exceptionally Hot Summers Months

in Central and Eastern Europe During

the Years 1951–2010

Robert Twardosz and Urszula Kossowska-Cezak

Abstract This chapter reports a study of extremely hot months (EHMs) during the

period 1951–2010. Input data includes average, maximum and minimum monthly

air temperatures, the number of days with tmax >25, 30, 35 �C and the number of

days with tmin >20 �C, as recorded during three summer months (June–August) at

59 weather stations in Central and Eastern Europe. This body of data was used to

identify and characterise EHMs, which were defined as months with an average

monthly temperature exceeding the long-term average by two or more standard

deviations (t � tav. + 2σ). The frequency and geographical coverage of EHMs were

also identified.

Over the 60-year study period a total of 47 EHMs of various sizes and location

were identified of which 15 occurred at only 1–2 stations and another 15 at 3–6

stations. The remaining 17 EHMs, which occurred at more than 6 stations (i.e. more

than 10 % of all stations), were selected for an in depth analysis. Their distribution

during the study period was found to be uneven with just 6 EHMs during the first

50 years and 11 during the final decade. The EHMs with the greatest geographical

extent occurred in Russia in June (36 stations) and August (34) 2010, in August

2007 (25), August 1972 (19), June 1999 (19) and August 1992 (17). The average

temperature in a typical EHM was 3–5 �C greater than the long-term average (scale

of anomaly), but sometimes it reached 5–6 �C greater.
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2.1 Introduction

An increased frequency of extreme meteorological phenomena and exceptional

weather conditions, including exceptionally hot summers and summer heat waves,

is often quoted as a symptom of contemporary climate change. Considerable

fluctuation of thermal conditions from year to year is particularly characteristic

of the temperate geographical zone covering much of the European continent.

Nonetheless, the last decade of the twentieth century and the first decade of the

twenty-first century stand out with particularly frequent occurrences of hot summer

months and even entire summer seasons. Examples of this phenomenon include

extremely hot summer seasons of 2003 in Western Europe and of 2010 in the

European part of Russia characterised by an enormous extent of both the scale of

thermal anomalies and their spatial coverage [1].

Such intensive and persistent heat waves are classified as extreme climatic

phenomena and are known to have multiple adverse consequences. Overheating

has severely adverse effects on the human health and well-being and may increase

the risk of death [2–7]. Droughts that accompany heat spells damage the agricul-

ture and increase the risk of wide spread forest fires. High air temperatures cause the

melting of mountain glaciers, which cannot recover during the subsequent winter.

Modelling research shows that the tendency for such adverse weather conditions to

increase in frequency is likely to continue leading to more frequent, lasting and

intense hot spells [8–12]. The exceptional heat waves of 2003 and 2010 constitute

particularly strong manifestations of the contemporary warming of the European

climate and abound in proofs of the effects mentioned before. Sources of such

anomalies are still to be fully understood. In the temperate zone of Europe the direct

causes include stationary high-pressure systems, which normally involve tropical

advection and, additionally, strong insolation on long summer days due to the lack

of cloud cover typical of high-pressure systems. Various scholars pointed to

different primary causes of these anomalies, including ocean thermal conditions

[13], especially their surface temperature [14–17], but also a growing concentration

of greenhouse gases in the atmosphere [18–20].

This chapter focuses primarily on the frequency of exceptionally hot summer

months in Central and Eastern Europe, their spatial extent and the thermal charac-

teristic of the months. Most of the study area is relatively flat and only the south-

western part features uplands and two large mountain ranges, i.e. the Carpathian

Mts. and Sudety Mts., running predominantly along an east–west axis. This mor-

phology contributes to a great variation in the frequency, intensity, duration and

timing of hot spells within a relatively small area [21–23].

This chapter builds on the authors’ earlier research on whole summer

seasons [1].
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2.2 Data and Method

The input to the study involved monthly average, maximum and minimum air

temperatures; the number of days with tmax>25, 30 and 35 �C (defined respectively

as summer days, hot and very hot days); and days with tmin>20 �C (tropical nights),

as recorded in the summer months (June–August) at 59 weather stations in Central

and Eastern Europe in 1951–2010 (Table 2.1). The study area spans 45–60�N and

15–65�E, excluding the Scandinavian Peninsula. The weather records were sourced
from an on-line database European Climate Assessment & Dataset (ECA&D).

An EHM was defined as a month, in which the average air temperature was

higher by at least two standard deviations (t � tav. +2σ) than the long-term average

(1951–2010). The same definition had been applied for extremely hot summers

[1, 22].

The study area is predominantly lowland. Indeed, 49 of the 59 weather stations

are located below 200 m a.s.l., 7 stations are between 200 and 300 m and only

3 stations are above 300 m a.s.l. (L’viv at 323 m, Praha at 365 m and Cluj at 413 m).

Astrachan’ lies in a depression at �23 m.

The central and eastern sections of the area, which form the majority, have a

moderate continental climate, while a transitional maritime to continental climate

Table 2.1 List of weather stations included in the study (station names after CLINO) [24]

Station

WMO no.

Station

WMO no.

Station

WMO no.No. Name No. Name No. Name

1 Vaasa 02911 21 Ekaterinburg 28440 41 Orenburg 35121

2 Jyväskyla 02935 22 Berlin 10381 42 Ufa 28722

3 Petrozavodsk 22820 23 Praha 11518 43 Aktobe 35229

4 Arhangel’sk 22550 24 Poznan 12330 44 Zagreb 14236

5 Kotlas 22887 25 Krakow 12566 45 Wien 11035

6 Syktyvar 23804 26 Kaliningrad 26702 46 Budapest 12843

7 Pecora 23418 27 Warszawa 12375 47 Beograd 12840

8 Ivdel’ 23921 28 Brest 33008 48 Debrecen 12882

9 Riga 26422 29 Kaunas 26629 49 Cluj 15120

10 Tallinn 26038 30 Minsk 26850 50 L’viv 33393

11 Daugavpils 26544 31 Vasilevici 33038 51 Chernivtsi 33658

12 Tartu 26242 32 Kyiv 33345 52 Bucuresti 15420

13 St. Petersburg 26063 33 Smolensk 26781 53 Chrisinau 33815

14 Moskva 27612 34 Kursk 34009 54 Sulina 15360

15 Vologda 27037 35 Voronez 34122 55 Odesa 33837

16 Kostroma 27333 36 Tambov 27947 56 Kharkiv 34300

17 Niznij

Novgorod

27553 37 Saratov 34172 57 Luhans’k 34523

18 Kazan’ 27595 38 Aleksandrov-

Gaj

34391 58 Astrachan’ 34880

19 Kirov 27199 39 Samara 27995 59 Atyrau 35700

20 Perm 28224 40 Ural’sk 35108
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prevails over the western part. The average long-term temperature of the warmest

month, i.e. July, ranges from ca. 15 �C in the extreme north of the area to 25 �C and

more in the southeast. This is evidence of a wide range of thermal characteristics

within the study area. In this context it is important to note that the definition of an

EHM is relative, which means that in each case it is related to the average long-term

temperature in a given month at a given station. The adoption of this method has

two specific consequences:

1. The average air temperature of an EHM ranges widely. For example, in July it

may even fall short of 20 �C in the north-east, while in the southeast it must be

10 �C higher to meet the criterion (t � tav. +2σ). This means that an EHM may

mean very different thermal conditions in different sections of the same

climatic zone.

2. Subsequent summer months with similar average temperatures may or may not

qualify as EHMs. For example, in 1972 in Moscow, the average temperature of

July was 22.4 �C and 20.6 �C in August, but only the cooler August cleared the

threshold (t � tav. +2σ).

2.3 General Characteristic of EHM Occurrence

in the Summer Season

During the 60-year period, 326 months met the condition t � tav. +2σ (3.1 % of all

months in the period) at 59 weather stations. These EHMs occurred in 47 calendar

months in 33 years of the study period, as shown in Table 2.2. The table also

specifies the number of stations where a given EHM occurred and offers the

calendar of extremely hot summer seasons (EHS). Interestingly, for statistical

purposes there were several EHSs without a single EHM.

The study revealed that EHMs varied very widely in terms of their geographical

extent, ranging from one or two stations (13 and 2 EHMs) to more than a half of all

stations (one EHM each at 36 and 34 stations).

The EHM count at all stations ranged from 3 to 10, but at a clear majority (41) it

was 4–6. There was no clear spatial pattern, as even neighbouring stations differed

greatly in the number of occurrences, e.g. Chernivtsi 3, Kyiv 8. Generally, however,

they were less numerous (3–4) in the west of the area (from Lithuania to Poland, the

Czech Republic, Slovakia to Romania) and at some stations in Russia within

the belt 50–55�N, than in Belarus, north-eastern Ukraine and Russia between the

Black and Caspian Seas and on the Caspian coast of Kazakhstan (7–10). They were

also surprisingly frequent (8) in Pecora, the farthest station to the north-east.

The likelihood of an EHM in June, July and August is virtually identical (15, 16

and 16 cases), but the geographical extent of EHMs clearly increases as the summer

progresses from 87 station-months in June to 98 in July and 141 in August

(Table 2.2). This would suggest that the gradually warming ground plays a role

as a factor in levels of air temperature.

20 R. Twardosz and U. Kossowska-Cezak



T
a
b
le
2
.2

C
al
en
d
ar

o
f
ex
ce
p
ti
o
n
al
ly

h
o
t
m
o
n
th
s
(E
H
M
)
an
d
su
m
m
er
s
(E
H
S
)
an
d
n
u
m
b
er

o
f
st
at
io
n
at
w
h
ic
h
E
H
M

an
d
E
H
S
o
cc
u
rr
ed

in
C
en
tr
al
an
d
E
as
te
rn

E
u
ro
p
e

Y
ea
r

E
H
M

E
H
S

Y
ea
r

E
H
M

E
H
S

Y
ea
r

E
H
M

E
H
S

Ju
n

Ju
l

A
u
g

Ju
n
–
A
u
g

Ju
n

Ju
l

A
u
g

Ju
n
–
A
u
g

Ju
n

Ju
l

A
u
g

Ju
n
–
A
u
g

1
9
5
1

2
1
9
7
1

1
9
9
1

5

1
9
5
2

3
1
9
7
2

4
1
9

1
6

1
9
9
2

1
1
7

7

1
9
5
3

4
1
9
7
3

1
9
9
3

1

1
9
5
4

2
4

1
1
9
7
4

1
1

1
9
9
4

3

1
9
5
5

1
9
7
5

3
1
9
9
5

1

1
9
5
6

1
9
7
6

1
9
9
6

1
9
5
7

1
1
9
7
7

1
9
9
7

3
3

1
9
5
8

1
9
7
8

1
9
9
8

7
3

1
9
5
9

1
9
7
9

4
1
9
9
9

1
9

1
3

1
9
6
0

1
1
9
8
0

2
0
0
0

1
1

1
9
6
1

1
9
8
1

5
8

2
0
0
1

1
5

1
9
6
2

1
9
8
2

2
0
0
2

9
9

1
0

1
9
6
3

1
9
8
3

1
2
0
0
3

7
3

9
7

1
9
6
4

1
1

1
9
8
4

1
2
0
0
4

1
9
6
5

1
9
8
5

1
2
0
0
5

1
9
6
6

1
9
8
6

2
0
0
6

1
9

5
3

1
9
6
7

1
9
8
7

2
0
0
7

9
3

2
5

8

1
9
6
8

3
1
9
8
8

6
5

2
0
0
8

1
9
6
9

1
9
8
9

9
1

2
0
0
9

1
9
7
0

1
9
9
0

2
0
1
0

7
3
6

3
4

3
9

T
o
ta
ls

8
7

9
8

1
4
1

1
1
5

3
2
6

2 Exceptionally Hot Summers Months in Central and Eastern Europe. . . 21



EHMs were distributed highly unevenly during the study period, and increased

in frequency after 1990 (Tables 2.2 and 2.3). Until that year, their occurrence was

similar at 5–7 per decade, with an exception of just 2 EHMs during the period

1961–1970. In the last decade of the twentieth century, this number increased to

11 EHMs (including 5 at a single station), which trend continued in the first decade

of the twenty-first century with 15 EHMs. These latter EHMs occurred simulta-

neously over large areas, the record of which was in 2010. Also EHMs in the

twenty-first century tended to be more concentrated in the same year at 2–3 each.

Individual EHMs spanned different parts of the study area and while they

showed no temporal pattern, there was a general increase in their occurrence in

European Russia.

2.4 Location, Extent and Thermal Characteristic

of Extremely Hot Months

As has already been mentioned, 15 of the 47 EHMs occurred in areas with just 1 or

2 meteorological stations (Table 2.2). Some of these represent an interesting case of

EHMs around the edges of the study area (Berlin, Bucuresti, Astrachan’), which

may suggest that the EHMs recorded there could have covered a wider territory that

fell outside the study area boundaries. These 15 cases will be omitted from an

examination of the detailed thermal characteristics of EHMs that follows, as will

15 other EHMs which occurred at only 3–6 stations.

Indeed, only the 17 remaining EHMs which occurred at more than 6 stations

(more than 10 % of all stations) are included in the discussion, as they represent the

greatest geographical extent and/or greatest temperature increase. All 47 EHMs,

however, are included in Table 2.3 and in a summary of all EHMs (Table 2.4).

Table 2.3 Years, months and occurrences with EHMs in individual decades of the period

1951–2010 in Central and Eastern Europe

10-years No. of years No. of months No. of occurrences

EHM with the highest extend

(number of stations)

1951–1960 6 7 17 4 each in Aug 53 and Jul 54

1961–1970 2 2 14 11 in Jun 64

1971–1980 4 5 31 19 in Aug 72

1981–1990 6 7 24 9 in Jun 89

1991–2000 9 11 59 19 in Jun 99, 17 in Aug 92

2001–2010 6 15 181 34 and 36 in Jul and

Aug 10, 25 in Aug 07

1951–2010 33 47 326 36 in Aug 10; 34 in Jul 10
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Table 2.4 Exceptionally hot months (EHM) in Central and Eastern Europe (1951–2010)

Year Month No. of stations Stations (no. according to Table 2.1)

1951 Aug 2 4, 5

1952 Aug 3 47, 49, 52

1953 Aug 4 7, 8, 20, 42

1954 Jun 2 56, 57

Jul 4 4, 38, 40, 58

1957 Aug 1 7

1960 Jul 1 4

1964 Jun 11 25, 27, 28, 30, 31, 32, 48, 49, 50, 51, 53

1967 Aug 3 4, 5, 6

1972 Jul 4 2, 13, 15, 16

Aug 19 3, 4, 5, 6, 13, 14, 15, 16, 17, 18, 19, 34, 35, 36,

37, 38, 39, 56, 57

1974 Jul 1 7

1975 Jun 3 56, 57, 59

1979 Jun 4 26, 27, 28, 48

1981 Aug 5 7, 8, 19, 20, 21

1983 Jul 1 45

1984 Jul 1 43

1985 Aug 1 15

1988 Jul 6 5, 6, 8, 18, 19, 20

1989 Jun 9 4, 5, 6, 7, 8, 16, 19, 20, 21

Jul 1 21

1991 Jun 5 6, 7, 8, 20, 21

1992 Jun 1 22

Aug 17 23, 24, 25, 27, 28, 30, 31, 32, 44, 45, 46, 47,

48, 49, 50, 51, 53

1993 Jun 1 7

1994 Jul 3 22, 23, 45

1995 Jun 1 12

1997 Aug 3 9, 10, 22

1998 Jun 7 38, 39, 40, 41, 43, 58, 59

1999 Jun 19 1, 2, 3, 9, 10, 11, 12, 13, 14, 15, 16, 28, 29, 30,

31, 32, 33, 54, 55

Jul 1 56

2000 Aug 1 47

2001 Jul 15 3, 9, 11, 12, 14, 30, 31, 32, 33, 34, 35,

54, 55, 56, 57

2002 Jul 9 14, 30, 31, 32, 33, 50, 54, 55, 56

Aug 9 1, 2, 9, 22, 24, 26, 27, 28, 29

2003 Jun 7 23, 25, 44, 45, 46, 47, 49

Jul 3 1, 2, 9

Aug 9 7, 8, 21, 22, 23, 44, 45, 46, 47

2006 Jun 1 58

Jul 9 22, 23, 24, 25, 26, 27, 28, 44, 45

Aug 5 1, 2, 57, 58, 59

(continued)
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2.5 EHMs During 1951–2000

During the first 50 years of the study period, only six EHMs extended to more than

10 % of the stations (Table 2.2).

June 1964 (Fig. 2.1, Table 2.5) was an EHM in the south-western part of the area

covering sections of Poland, Belarus, Slovakia, Hungary, western Ukraine and

northern Romania (Fig. 2.1). The EHM centred on L’viv where the temperature

reached t � tav.+3σ (the anomaly, or Δt, in L’viv was 4.2 �C, and outside L’viv it

ranged from 2.5 to 4.0 �C). At most of the stations this was the hottest June in the

study period. Hot days were recorded across the area.

August 1972 (Fig. 2.1, Table 2.5) was the first EHM of the period, which covered

nearly all of the European part of Russia (Δt from 3.0 to 6.5 �C). In its central

section the anomaly reached three standard deviations from the long-term average,

or more than 5 �C, including 6.1 �C in Voronez and 6.5 �C in Tambov. (There were

only 13 cases where the long-term average temperature was exceeded by more than

6.0 �C). At some of the stations this was the hottest August of the study period.

Hot days were recorded across the area (e.g. 7 in St. Petersburg compared to an

average of once in 3 years and ca. 20 in the south compared with ca. 5 on average).

In the southern half of the EHM area there were cases of the very rare tropical nights

(e.g. 8 in Kharkiv, 1–2 on average). The summer of 1972 proved an EHS and the

month was the hottest in Finland and northern Russia and the second most expan-

sive EHS during the study period [28].

June 1989 (Table 2.5). The EHM covered the entire north-eastern part of the

European Russia (Δt from 4.2 to 5.5 �C). At a majority of the stations it was

the warmest EHM of the study period. Hot days were observed at all stations.

August 1992 (Fig. 2.2, Table 2.5) The EHM covered a south-western part of the

area, including the larger part of Poland in the south. In most of the area the average

Table 2.4 (continued)

Year Month No. of stations Stations (no. according to Table 2.1)

2007 Jun 9 44, 45, 46, 47, 48, 52, 53, 54, 55

Jul 3 47, 52, 53

Aug 25 3, 10, 12, 13, 14, 15, 16, 17, 18, 19, 30, 34, 35,

36, 37, 38, 39, 40, 41, 42, 55, 56, 57, 58, 59

2010 Jun 7 32, 34, 35, 43, 56, 58, 59

Jul 36 1, 2, 3, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19,

22, 24, 26, 28, 29, 30, 31, 32, 33, 34, 35, 36,

37, 38, 39, 40, 41, 44, 56, 57, 58, 59

Aug 34 11, 12, 13, 14, 15, 16, 17, 18, 21, 28, 29, 30, 31,

32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43,

50, 51, 53, 54, 55, 56, 57, 58, 59

Notes: Station numbers printed in bold mean that the average temperature met the formula

t � tav.+3σ
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temperature exceeded the long-term average by more than 3 �C (Δt from 2.9 �C in

Poznan to 5.0 �C in Wien; in Wien, Budapest, Debrecen and Krakow the anomaly

exceeded three standard deviations). At nearly all stations (excluding those located

at the edge of the area) this was the hottest August of the period. The maximum

temperatures were very high, hot days were recorded at all stations and there were

also some very hot days. Krakow had the highest frequency of very hot days

(tmax>35 �C; 13 cf an average of 1 day every 2 years). These exceptionally high

temperatures in Krakow could be explained both by the foehn effect and a vast forest

fire at Kuźnia Raciborska 120 km to the west [25]. In the south of the area there were

many instances of tropical nights (tmin>20 �C ¼ ca. 20, cf an average of ca. 4).

In Poland, Slovakia, Czech Republic and Hungary the summer of 1992 was

classified as an EHS. It was also the hottest summer of the period in southern Poland

and Krakow’s only EHS [28].

June 1998 (Table 2.5) was the first EHM to cover the southeast of the study area

starting from the latitude of Samara to the Caspian Sea. It was the hottest June in

this territory in the study period (Δt from 3.5 to 4.7 �C). Both the maximum and

minimum temperatures were very high and all stations recorded both hot and very

hot days (e.g. 20 hot and 9 very hot days at Orenburg, cf 9 and 2 on average; 26 and

12 at Atyrau, cf 17 and 5 on average) and tropical nights (e.g. 8 in Orenburg, cf 1 on

average and 19 at Atyrau, cf 8 on average).
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Fig. 2.1 Geographic coverage of the exceptionally hot month of June 1964 (1) and August 1972 (2)
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June 1999 (Fig. 2.2, Table 2.5) was one of the most extensive EHMs, ranging

from Finland to north-western Russia, the Baltic states (but not Poland), Belarus,

and central Ukraine to the Black Sea. Across its territory it was the hottest June in

the study period (Δt from 2.4 to 3.0 �C in the south, to 4.3–5.0 �C in the centre to

3.3–3.9 �C in the far north). The maximum temperatures were particularly high

with hot days at all stations, especially in Kyiv (11, cf. 2 on average), but no very

hot days.

Table 2.5 Thermal characteristic of the EHM: June 1964, August 1972

Station Number of days with temperature

Temperature (�C) Tmax Tmin

No. Name Average Max Min >25 �C >30 �C >35 �C >20 �C
June 1964

27 Warszawa 20.0 25.7 13.6 17 6 – –

32 Kyiv 22.3 28.1a 16.9 26a 9 – 1

50 L’viv 20,6a 26,6a 14.1 21a 3a – –

August 1972

4 Arhangel’sk 17.1 23.3a 11.9 12a 1 – –

13 St. Petersburg 19.9a 24.7a 15.8 16a 7a – 4

14 Moskva 20.6 27.6a 14.1 21a 13 – –

17 Niznij

Novgorod

22.7
a 27.1 17.2a 20 10 – 8

35 Voronez 25.0 31.9 18.1
a 27a 22a 8 8

56 Kharkiv 23.9 30.2 17.6 26a 19 3 8

June 1989

4 Arhangel’sk 17.6a 24.0a 11.5 16a 1 – –

7 Pecora 17.2 24.6a 10.7 17a 4 – 1

20 Perm 21.0a 27.2a 14.5a 23a 5 – –

21 Ekaterinburg 23.1a 28.0a 15.3a 27a 6 – –

August 1992

25 Krakow 22.0a 30.2a 15.4 27a 16a 13a 1

32 Kyiv 22.9 30.0 17.4 27 12 – 2

45 Wien 25.1
a

31.5
a

18.7
a 30a 21a 3a 9a

47 Beograd 26.8a 33.6a 20.6a 31a 28a 11a 20a

June 1998

41 Orenburg 24.8a 31.9 16.8a 27a 20a 9 8

58 Astrachan’ 26.6a 33.3a 20.2a 30a 23 10a 16a

June 1999

2 Jyväskyla 17.7a 23.5a 11.8a 10 – – –

13 St. Petersburg 20.5a 25.9a 15.7a 18a 4 – 3a

14 Moskva 21.4a 27.2a 14.4 22a 6 – –

30 Minsk 21.1a 26.9a 15.4a 22a 5a – –

32 Kyiv 22.6a 28.1a 17.1a 23 11a – 3

55 Odesa 22.8 27.6a 18.4 24 5 – 7

Notes: a value in bold means that the temperature meets the criterion t � tav.+3σ
aHighest in 60 years
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2.5.1 EHMs During 2000–2010

There were nearly twice as many EHMs (11) during the last decade of the study

period, which were observed at more than 10 % of the stations than during the

previous 50 years (Table 2.2).

July 2001 (Fig. 2.3, Table 2.6). The EHM covered an area stretching from

Estonia, Latvia, eastern Lithuania, Belarus and the Ukraine without its western

part and the western edge of Russia. In the centre of the area, the average tempera-

ture was more than 4 �C higher than the long-term average (Δt across the area from
3.1 to 4.9 �C). Hot days were recorded at all the stations, very hot days in the south

(e.g. 16 hot and 4 very hot days in Kharkiv, on average every 4 and 5 years) and also

tropical nights at nearly all stations, especially on the Black Sea coast (13 in

Kharkiv, 26 in Odesa; cf averages of 2 and 7 respectively).

July 2002 (Table 2.6). The EHM covered more or less the same area as the year

before, apart from the far north, but including the whole of the Ukraine (Δt from 3.0

to 3.9 �C). Just as in the previous year, hot days were recorded across the board, but
very hot days only in the far south. Tropical nights occurred everywhere.

August 2002 (Table 2.6). This was the second consecutive EHM that year, but

this time only at the north-western end of the study area stretching from Finland to

the northern half of Poland (Δt from 2.7 to 4.0 �C). At certain stations (Jyvaskyla,
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Fig. 2.2 Geographic coverage of the exceptionally hot month of August 1992 (1) and June

1999 (2)
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Riga, Kaliningrad, Poznan) this was the hottest August of the study period. There

were isolated hot days.

In addition the entire summer season of 2002 was classified as an EHS at a few

stations in the western part of the study area.

In 2003, all summer the months qualified as EHMs, but only in June and August

were more than 10 % of the stations involved (Table 2.2). In these months, the EHM

area covered a south-western section of the study area (Δt from 2.3 to 3.3 �C),
which was on the periphery of an EHS observed throughout Western Europe. There

the exceptional heat wave contributed to higher death rates and to an increased rate

of melting of Alpine glaciers noted in several studies [e.g. 4, 18, 19, 23, 26–29].

June 2003 (Table 2.6) was an EHM in Western Europe, which only covered the

south-western edge of the study area from Praha and Krakow to Beograd (Δt from
2.8 to 4.6 �C). At nearly all of the stations it was the hottest June of the study period.
In Wien and Zagreb the average temperature climbed to t � tav.+3σ. Hot days were
recorded at all stations, but there were only sporadic cases of very hot days.

August 2003 (Table 2.6) was the second case, 49 years after July 1954, of

a dual-area EHM: one in the foreland of the Ural Mountains to the east of the

area (Δt from 4.2 to 5.1 �C, the hottest August of the study period) and the other in

the far south-west stretching from Berlin to Beograd (Δt from 2.7 to 4.6 �C). Again,
like in June, this latter area was on the periphery of a powerful EHM that covered

Western Europe and featured the greatest temperature increase rate during the study

period. The single largest temperature anomaly was recorded in the south-western
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Fig. 2.3 Geographic coverage of the EHM of July 2001 (1) and August 2007 (2)
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Table 2.6 Thermal characteristics of the EHM: July 2001, July and August 2002

Station Number of days with temperature

Temperature (�C) Tmax Tmin

No. Name Average Max Min >25 �C >30 �C >35 �C >20 �C
July 2001

9 Riga 21.7 26.8 13.0? 20 5 – –

14 Moskva 23.0 28.4 17.8 27 10 – 5

30 Minsk 22.1 27.5 17.5 24 7 – 6

32 Kyiv 24.6 30.3a 19.5 31a 16 – 10

35 Voronez 24.1 30.6 18.2 31a 15 3 6

55 Odesa 26.0a 30.6a 21.7a 31a 20a 1 26a

July 2002

14 Moskva 22.6 28.3 16.3 26 8 – 2

30 Minsk 22.0 27.9a 16.5 25a 7 – 2

32 Kyiv 23.9 29.7 18.7 28 20a – 11

50 L’viv 21.0a 26.6 15.8a 20 5 – 1a

55 Odesa 25.6 30.4 21.1 30 17 3a 20

August 2002

2 Jyväskyla 17.0a 23.5a 10.3 11a – – –

9 Riga 20.9a 26.1a 13.6 28a 2 – –

22 Berlin 20.6 26.2 15.9a 25a 1 – –

27 Waszawa 20.7 26.8 15.0 25 2 – –

June 2003

25 Krakow 19.1a 25.9a 14.3 17 3 – –

45 Wien 22.6a 28.1a 17.0a 25a 9 – 3

47 Beograd 25.0a 30.8a 19.2
a 28a 18a 2 12a

August 2003

7 Pecora 17.4a 22.5 13.5a 9 2a – –

21 Ekaterinburg 20.4a 26.1 15.7a 20 6 – 1

22 Berlin 20.5 26.9 14.3 19 9a – –

45 Wien 24.4 30.8 17.9 30a 18 2 5

47 Beograd 25.6 32.2 19.3 31a 24 4 9

July 2006

22 Berlin 23.2a 29.8a 16.3a 29a 15a 1 2a

25 Krakow 21.3a 29.7a 15.7 26 18a 3 –

27 Warszawa 23.1a 30.0a 16.2 29a 18a 1 2

45 Wien 24.1a 29.8a 18.3a 26 17a – 6a

June 2007

45 Wien 21.5 27.0 15.8 22 3 – –

52 Bucuresti 23.3a 31.4a 15.0 29 20a 1 1

55 Odesa 23.4a 27.0 18.9a 28a 7 – 8

August 2007

13 St. Petersburg 19.7 24.1 15.4 16a 3 – 1

14 Moskva 20.2 25.7 14.7 18 9 – 1

34 Kursk 21.8 27.6 16.1 21 12 1 2

39 Samara 24.0 28.9 17.5a 28a 14 – 10a

41 Orenburg 24.3 32.0a 16.1 29a 25a 6 5

(continued)
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part of the Massif Central, France (Gordon weather station) [12]. In the western part

of the study area the summer of 2003 also qualified as an EHS.

July 2006 (Table 2.6) was an EHM in the west and stretched from Poland to

western Hungary and Croatia and, just as in 2003, it was part of an EHM centred on

Western Europe. Throughout the area affected it was the hottest July in the study

period (Δt from 2.8� in Zagreb to 5.2 �C in Poznan). Hot days occurred very

frequently at all stations (e.g. 18 each inWarszawa and Krakow, cf 3–4 on average),

while very hot days were sporadic.

The summer of 2007 again involved three EHMs, even if July only covered 5 %

of the stations. In the south-western part of the area the season qualified as EHS.

June 2007 (Table 2.6). The EHM covered a small area in the south-west to the

south of the line Vienna-Odessa and was part of a larger EHM in the Balkan

Peninsula. In the east of the affected area, Bucuresti to Odesa, this was the hottest

June during the study period (Δt from 2.7 to 3.7 �C, except Sulina 2.2 �C).
Throughout the area hot days and tropical nights were commonly recorded, but

very hot days were only recorded sporadically.

August 2007 (Fig. 2.3, Table 2.6) covered the largest area to that date, including
a larger south-eastern part of European Russia, parts of Estonia, Latvia and Belarus,

eastern Ukraine and western Kazakhstan. The long-term average was exceeded

by ca. 3 �C in the north, by 3.5–4.5 �C in the south and by ca. 5 �C in the centre

(Δt from 2.8 to 5.3 �C). Hot days were recorded throughout the area, from 2 to 3 in

the north (cf an average of once every few years) to 30–31 on the Caspian coast

(cf an average of 18–20), where very hot days peaked in frequency (19–22, cf an

average of 3–6). Tropical nights were also observed throughout the area with the

record numbers on the Black Sea and Caspian coasts (Odesa 17, cf an average of 7;

Atyrau 25, cf an average of 10).

The most intense heat wave of 2007 was recorded in the Balkan Peninsula [30].

All three summer months of 2010 qualified as EHMs, but for the first time their

coverage was similar, especially in July and August (Fig. 2.4). The latter two were

also the EHMs with the largest territorial extent during the study period. Both had a

similar coverage to August 2007, including a western part of the European Russia,

Belarus, the Ukraine and western Kazakhstan. In an earlier study the authors [28]

Table 2.6 (continued)

Station Number of days with temperature

Temperature (�C) Tmax Tmin

No. Name Average Max Min >25 �C >30 �C >35 �C >20 �C
55 Odesa 24.7 28.7 20.6a 28 10 3 17

58 Astrachan’ 27.4 35.1 20.4a 31a 30a 19a 16

Notes: a value in bold means that the temperature meets the criterion t � tav.+3σ
aHighest in 60 years
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found that the average temperature at certain Russian stations exceeded the

long-term averages by up to 4σ.
June 2010 (Table 2.7). The EHM was split into two relatively small areas: one

from Kyiv to Voronez along the border between Russia and the Ukraine (Δt from
3.4 to 4.0 �C) and the other in the southeast from Astrachan’ to Aktobe (Δt from 3.1

to 4.9 �C). At most of these stations this was the hottest June during the study

period. Tropical nights were recorded at all stations and very hot days at nearly all

of them.

July 2010 (Fig. 2.4, Table 2.7). The EHM covered an area of record size

stretching from the Baltic coast to the eastern part of the Black Sea and the Caspian

Sea. At all stations, except Berlin and Poznan, it was the hottest July during the

study period. Everywhere the average long-term temperature was exceeded by

more than 3.5 �C and in the central part of the area affected by more than 5 �C,
including by more than 6 �C at 8 stations (record Δt values: 6.9 �C at Kursk and

6.8 �C in Moscow and Tambov). At 14 stations from Jyvaskyla to Samara the

average monthly temperature equalled t � tav.+3σ. Hot days were observed

throughout the area; from 5 at Jyvaskyla (an average of once in 3 years), 14 at

St. Petersburg (on average 1) to 23–25 at Kursk and Voronez (on average 3–6) and

31 (on all days of the month) on the Caspian Sea (on average 21–24). In the central

and south-eastern part of the area there were also very hot days (e.g. 7–9 at Kursk

and Voronez, on average once in a few years; 24 at Atyrau, on average 9). Tropical

nights were also recorded at all stations and at most of them at record levels,
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Fig. 2.4 Geographic coverage of the EHM of July (1) and August (2) 2010
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including the only occurrence during the study period at Jyvaskyla, 16 each in

St. Petersburg and Moscow (less than one on average) and 26–27 at Astrachan’ and

Atyrau (on average 13–14).

August 2010 (Fig. 2.4, Table 2.7) This EHM by-and-large overlapped with the

territory of the July EHM, but included a shift to the east into the southern Ural

Mts., at the cost of northern and western coverage (Δt from 2.7 to 7.0 �C). In its

central section it was the hottest August during the study period. Here, in the central

part of European Russia and the neighbouring part of Ukraine, the average monthly

temperature reached t � tav.+3σ, which in absolute terms typically meant 5 �C.
In the town of Kursk, which recorded the greatest anomaly at t � tav.+3.9σ, or
7.0 �C, as well as in Kiev, Kharkiv and Voronez, this was the third consecutive

EHM, a sole event of the type during the study period. All the stations within the

EHM area recorded hot days, ranging from 5 in St. Petersburg (on average once in

Table 2.7 Thermal characteristics of the EHM in 2010

Station

Temperature (�C)

Number of days with temperature

Tmax Tmin

No. Name Average Max Min >25 �C >30 �C >35 �C >20 �C
June 2010

32 Kyiv 22.0 27.3 16.6 22 8 – 3

34 Kursk 21.9a 27.4 16.5 21 8 1 1

58 Astrachan’ 26.2 32.5 19.0 30a 25 7 14

July 2010

2 Jyväskyla 20.9
a 26.8a 14.9a 22a 5a – 1

9 Riga 22.1a 27.3a 12.7? 21a 11a – 3

13 St. Petersburg 24.5a 28.9a 20.1a 26a 14a 1a 16a

14 Moskva 25.6
a

32.1
a

19.1
a 31a 22a 9a 16a

22 Berlin 22.2 28.4 15.4 22 11 3a 2a

32 Kyiv 25.0a 30.3a 19.6 31a 17 1a 13a

34 Kursk 26.1a 32.1a 20.3a 31a 23a 7a 17a

39 Samara 26.8
a

33.2
a 17.5 30a 25a 15a 6

41 Orenburg 25.9a 33.4 18.4a 30 25a 15a 11a

58 Astrachan’ 29.1a 36.1a 21.5a 31a 31a 20a 26a

August 2010

13 St. Petersburg 19.8 23.6 16.1a 14 5 1a 6a

14 Moskva 21.5a 27.4 15.6a 19 16 7a 8a

21 Ekaterinburg 19.5 24.5 14.4 15 10a 2a 8a

32 Kyiv 25.2a 31.2a 19.1a 23 19a 13a 18a

34 Kursk 25.2a 31.2a 19.3a 23 20a 13a 19a

39 Samara 25.0
a 30.2a 14.6? 25 17 12a 9?

41 Orenburg 24.7a 32.0a 17.0a 26 21 14a 6

55 Odesa 26.4a 31.1a 20.5 28 17a 7a 21a

58 Astrachan’ 27.7a 35.5a 19.0? 30 27 16 16

Notes: a value in bold means that the temperature meets the criterion t � tav.+3σ
aHighest in 60 years
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3 years), to 16 in Moscow (on average 1), 20 at Kursk (on average 2) to 27 at

Astrachan’ (on average 18). Very hot days were also recorded by most stations

where they typically reached the highest frequency during the study period.

Moscow with its 7 very hot days (after 9 such days in July) stood out particularly,

as they included the sole case of a maximum temperature above 35 �C during the

study period. On the Caspian coast the incidence of very hot days, common in the

area, was 3–5 times greater than the average. Tropical nights were noted almost at

all stations, including 19 at Kursk (on average less than 1) and 8 in Moscow

(on average once in 5 years), while in the far south of the territory affected they

were 2–3 times more frequent than on average.

The final year of the study period was unique within its decade with two

consecutive EHMs with the greatest spatial scale and greatest temperature increase.

This long spell of exceptionally high temperatures caused a considerable deteriora-

tion in living conditions and highly adverse economic effects as it contributed to the

development of vast wildfires, which, in turn, caused the levels of air pollution in

Moscow to rise by 2–3 times [31]. The wildfires may have also made a considerable

contribution to the scale of the temperature increase [1]. This proposition is

supported by a study on an EHS of 1992 in Poland [25].

2.6 Conclusions

During the period 1951–1960, 47 exceptionally hot summer months (EHMs) of

varying territorial extent occurred in Central and Eastern Europe. In total 22 EHMs

covered areas represented by 1–3 out of the total 59 stations (5 %), 30 EHM were

recorded by 6 stations (10 %) and only 7 EHMs occurred in areas with more than

15 stations (more than 25 %).

The EHMs with small station coverage must be seen in the context of the

boundaries of the study area, beyond which many EHMs might indeed have

continued.

A vast majority of the EHMs occurred in a single area and there were only three

EHMs, which had two separate locations during the study period (July 1954,

August 2003 and August 2006).

EHMs did not display any specific spatial or temporal patterns of occurrence,

although there were temporary trends when they concentrated in a similar area,

including 4 EHMs in the far north-west (1981–1991), 5 EHMs in the far south-west

(twenty-first century), and a series of EHMs in European Russia (2007 and 2010).

During the study period, the frequency of EHMs increased after 1990 and further

still after 2000.

These latest EHMs grew in size and frequency to 2 or even 3 in the same year,

sometimes in the same area. The persistence of exceptionally hot spells increased

while the deviation of the average temperature from the long-term average was

often greater than ever before. This constitutes an unquestionable example of the

contemporary global warming.
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The most intense and vast EHMs in the area included: August 1972 (Russia),

August 1992 (the south-west), June 1999 (broad belt from Finland to the Black

Sea), August 2007 (Russia) and July and August 2010 (Russia). The persistence of

exceptionally hot spells increased while the deviation of the average temperature

from the long-term average was often greater than ever before. This constitutes an

unquestionable example of the contemporary global warming.
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Chapter 3

Spatial Correlations and Distributions

of Heating and Cooling Degree-Day

Normals in Turkey

Ilhami Yildiz, Jin Yue, Tri Nguyen-Quang, Joshua Lowrey,

and Asena Cansu Yildiz

Abstract This study provides knowledge and basic information concerning the

spatial correlations and distribution characteristics of heating and cooling degree-

day normals in Turkey at the base temperatures of 5, 10, 15, and 20 �C, and 18 and

24 �C, respectively. The heating and cooling degree-day data are analyzed by

multiple regression and spatial correlations developed using as regressors altitude,

latitude, and longitude. With other variables held constant, heating degree-day

values are positively related to altitude and latitude. The effects of regressors

altitude and latitude are both significant, but not that of longitude. Altitude is

determined to be the most influential regressor on the heating degree-day

distributions. With other variables held constant, cooling degree-day values are

negatively related to altitude and latitude while positively related to longitude. The

effects of regressors altitude, latitude, and longitude are all significant. Latitude is

determined to be the most influential regressor.
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Nomenclature

D Degree-day

N Period of time

T Temperature, �C
Alt Altitude, m

Lat Latitude, degrees

Long Longitude, degrees

Greek Letters

Σ Total

Subscriptions

b Base

c Cooling

d Mean daily

h Heating

j Variable

max Daily maximum

min Daily minimum

3.1 Introduction

Reliable methods to estimate a building’s seasonal energy use are needed to

evaluate expected operating costs and possible savings from energy conservation

methods. For instance, the value of additional insulation or preheated ventilating air

depends on the expected reduction in energy use during the heating season

[1]. Methods to predict energy use during the heating season include the degree-

day method, the bin or temperature frequency method, and more complex simula-

tion methods. This chapter presents the heating and cooling degree-day data

(normals) development in Turkey, but not bin method or simulation. Degree-day

method is commonly used to estimate energy consumption for heating and cooling

in residential, commercial, and industrial buildings, as well as in greenhouses,

storages, and warehouses [2–4]. This approach is also used for plant and insect

growth, and freezing and thawing of soil and water surfaces [2, 5–15]. Estimating

energy requirements and fuel consumption of heating, ventilating, and air condi-

tioning (HVAC) systems for any period of time can be a difficult task due to the

many dynamic factors which influence energy requirements. Therefore, the most

reliable method for estimating future energy requirements of a building is the past
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operating experience. If such records do not exist, then calculations for estimating

energy requirements are often necessary, especially for new buildings.

Tests conducted in the 1930s and 1940s showed that fuel consumption for

heating in residences and public buildings varied directly with the difference

between average daily outside temperature and 18 �C [1]. When the outside

temperature was 18 �C, essentially no heat was required and fuel consumption

approached zero. The difference between 18 �C and the average daily outside

temperature is an index of heating requirements and is the basis for the heating

degree-day method.

Degree-days vary greatly from place to place and also slightly from year to year.

A normal heating or cooling season also varies from country to country, or from

city to city depending on local climate and regulations. It should be kept in mind

that the degree-day procedure is simple, but gives only a rough estimate.

Inaccuracies result from minor variations in degree-days from year to year, local

wind conditions, unusual exposures, and wide variations in internal heat sources.

Degree-day energy estimates are much more accurate if past operating expenses are

known. The degree-day procedure is not a recommended method for animal

buildings, which have large internal heat production and low balance point

temperatures [1].

As discussed above, the degree-day base for most residences was set at 18 �C in

the 1930s and 1940s. However, residences today have much higher insulation levels

and sensible heat production inside has increased tremendously. Balance point

temperatures for residences are now substantially below the original heating

degree-day baseline temperature of 18 �C. There are two ways to adjust for this

difference. The first is to determine the number of degree-days with a base temper-

ature equal to the balance point temperature of the building in hand. However, it

would be a difficult task to accurately calculate the balance point temperature for a

residence. The second is to use an empirical correction factor, which roughly

accounts for internal and solar heat gains and varies with the severity of the climate.

Typical values for this correction factor are provided by [1].

Climatic zones in Europe have been defined on the basis of the amount of

heating and cooling degree days, working with selected European cities (including

three major Turkish cities) [16]. The approach is orientated mainly towards the

assessment of building energy performance; therefore, the outcomes are evaluated

with regard to the actual heating and cooling energy needs of a reference building

(office use) located in the representative cities of the proposed climatic zones, and

facing the four cardinal orientations.

In a recent study, using a time period of 1900–2008, the variability and trends of

heating degree-days in Argentina have been studied [17]. Spatial variations are

driven by latitude and altitude. The analysis of temporal distribution of heating

degree-days reveals that the center of the mean heating season varies frommid-June

to mid-July, which corresponds to mid-winter, the temporal center of the heating

season. Cold season are longer, and the length of the cold season extends with

increasing latitude and westward with increasing altitude. Heating seasons are
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longer due to delayed beginning of summer. And in the high Andes, the heating

season extends all year around.

In another study, the impacts of climate change in the Northern Pacific Coast on

related regional scale energy demands have been studied [18]. Cooling degree-days

at 237 stations in the State of California are studied for the 1970–2007 period, and

most of the locations show an increase in cooling degree-days over this period

possibly as a consequence of global warming. However, most sites located near the

coast have a decrease in cooling degree-days for the same period and this effect is

attributed to intensified sea breeze flows, which suggests increases in cold marine

air intrusions over coastal land masses due possibly to an increased regional sea

breeze potential, which ventilates coastal areas, helps reduce maximum

temperatures, and contributes to decrease in cooling degree-day accumulations

[19]. It has been shown that coastal cooling is present along the entire California

coast. This effect takes place in a narrow strip line roughly 100 km from the coast

and extends from north to south along the California coast. On the other hand,

locations with increasing temperatures are mostly located away from the coast or at

high elevations where marine influences are no longer important and the global

warming effects are more relevant.

The spatial and temporal characteristics of Turkish seasonal cooling degree-days

and heating degree-days in the context of climate change have also been studied by

[20], and it is observed that spatially coherent and statistically significant trends of

both heating and cooling degree-days appear in some regions of Turkey. In general,

the sign of the trends is inconsistent with general circulation model (GCM)

predictions.

Using the Mann–Kendall trend test and linear regression techniques, the annual

and seasonal variations of heating and cooling degree-days in Xinjiang, China,

from 1959 to 2004, have been studied by [21]. Their findings indicate that autumn,

winter, and annual heating degree-days show significant decreasing trends (partic-

ularly true for the northern Xinjiang). Annual cooling degree-days at 23 out of

51 stations, however, present significant increasing trends (particularly true for the

western parts of northern Xinjiang), while no remarkable positive trends are

observed at the other stations. Also, no fixed spatial patterns have been identified

in the variations of annual and summer cooling degree-days.

In another study, the annual and seasonal trends of heating, cooling, and

industrial degree-days from 1970 to 2006 in five coastal cities in Saudi Arabia

have been studied by [22]. Increasing trends are observed in case of annual cooling

degree-days and industrial degree-days. Their heating degree-days analysis

indicates a slight heating during January to March and in December, and shows a

decreasing trend.

In the context of climate change, another study [23] assesses the potential

development of energy use for future residential heating and air conditioning. In

a reference scenario global energy demand for heating is projected to increase until

2030 and then stabilize. In contrast, energy demand for air conditioning is projected

to increase rapidly over the whole 2000–2100 period mostly driven by income

growth. The net effect of climate change on global energy use and emissions is
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relatively small as decreases in heating are compensated for by increases in cooling.

However, impacts on heating and cooling individually are considerable in this

scenario, with heating energy demand decreased by 34 % worldwide by 2100 as

a result of climate change, and air conditioning energy demand increased by 72 %.

At the regional scale, considerable impacts are observed, particularly in South Asia,

where energy demand for residential air conditioning could increase by about 50 %

due to climate change, compared to the situation without climate change.

A comprehensive study [24] provides monthly and annual distributions and

corresponding number of days of heating, cooling, and industrial degree-days for

Turkey. Due to the fact that climate is changing, updating climatic design

parameters becomes vital. As a complementary effort to the abovementioned

study, and for providing further analysis and insights, the study presented in this

chapter is performed to develop updated heating and cooling degree-day spatial

distributions at different base temperatures, and spatial correlations and

distributions for all over Turkey. The findings presented in this chapter will enable

the designers to estimate annual heating and cooling energy consumptions in

residential, commercial, and industrial buildings. It will also make it possible to

make comparisons and designs of alternative building systems in terms of energy

efficiencies. Utility companies and manufacturing and marketing companies of

HVAC systems will be able to easily determine the demand, marketing strategies,

and policies based on the information presented in this chapter.

3.2 Materials and Methods

In this study, 30-year annual averages of heating and cooling degree-days are

determined and presented for 100 different locations providing a spatial distribution

of the degree-days for the country (Fig. 3.1). The raw weather data for the locations

are provided by the State Meteorological Service of Turkey (DMI). The dry-bulb

temperature values (minimum and maximum temperatures) observed daily for a

30-year period of record (1976–2005) are used.

If the data for any location are not sufficient, reliable, or ready to process on a

digital environment, then the location is not included in the study. The heating and

cooling degree-day data are analyzed by multiple regression and spatial correlations

are developed using as regressors altitude, latitude, and longitude. With other

variables held constant, the relationships and significance between the heating

and cooling degree-day values and each of the regressors are analyzed. How well

did the regressors, taken together, explain the variation in the dependent variable is

assessed by the value of R2
adj. Whether the regressors, taken together, are signifi-

cantly associated with the dependent variable is assessed by the statistic F in the

“analysis of variance.” What relationship each regressor has with the dependent

variable when all other regressors are held constant is assessed by looking at the

regression coefficients. And whether the relationship of each regressor with the

dependent variable is statistically significant or not, with all other regressors taken
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into account, is answered by looking at the t values in the table of regression

coefficients. Which regressor has the most effect on the dependent variable is

addressed by using the beta weights (standardized regression coefficients).Minitab
15 is used to perform the abovementioned statistical analyses. Spatial distribution

maps are generated using ArcGIS 10.

3.2.1 Degree-Day Method

Since many factors, which influence energy requirements of buildings, are dynamic

and vary in time, the calculations that take all variations into account are quite

complex. Therefore, estimating energy requirements and fuel consumption of

HVAC systems for either short- or long-term operation can be a difficult task. As

a result, the records of past energy requirements and/or fuel consumption for a

particular residence are the best basis for estimating future energy use. However,

when past records are not available, data from similar local dwellings can be used

with caution. Since people have different living habits, even identical residences

Fig. 3.1 Station locations and corresponding elevations (in meters, top), contour graph (bottom
left), and 3-D elevation distributions (bottom right) of stations with respect to latitude and

longitude
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can have very different energy use patterns. Therefore, energy consumption must

often be estimated from computed heating or cooling loads [24]. Any estimating

method produces a much more reliable result over a long period of operation than

over a short period. Almost all the methods give sort of a reasonable result over a

full annual heating and/or cooling season, but estimates for shorter periods, for

instance, a month, can be quite different. The degree-day method for estimating

heating energy requirements is based on the assumption that, on a long-term

average, energy consumption will be proportional to the difference between the

mean daily temperature and a heating base temperature (for example, 18 �C). For
estimating cooling energy requirements, it is based on the assumption that energy

consumption will be proportional to the difference between the mean daily temper-

ature and a cooling base temperature of 18 or 24 �C [25]. The difference between

the mean daily temperature and the base temperature is called as “degree-day”

[3]. In determining the heating and cooling base temperatures for buildings, solar

and internal heat gains for buildings are taken into account. For example, if the

inside temperature is to be maintained at 21 �C in a residential building, it is

assumed that it is the solar and internal gains which maintain inside temperature

at 21 �C until the outside temperature drops below 18 �C [3]. Therefore, the most

commonly used base temperature for residential heating is 18 �C [3, 26, 27]. In

other words, on a day, when the mean outside temperature is 10 �C below 18 �C,
twice as much energy is consumed as on days when the mean temperature is 5 �C
below 18 �C. An equation has been developed for this concept stating that energy

consumption is directly proportional to the number of degree-days in the estimation

period [3].

Heating Degree-Days

As mentioned earlier, degree-day method is commonly used to estimate energy

consumption for heating and cooling in residential, commercial, and industrial

buildings, as well as in greenhouses, storages, and warehouses. This procedure is

also used for plant and insect growth, and freezing and thawing of soil and water

surfaces. According to the procedure, daily heating degree-day accumulation (Th) is

defined as the deviation of the mean temperature from a heating base temperature

(Eq. 3.1) and has the same unit as temperature. When the mean temperature is equal

to or above the base temperature, then the heating degree-day for the day is zero:

Th ¼ Tb � Td (3.1)

where Tb is the base temperature (five different base temperatures, 0, 5, 10, 15, and

20 �C, are used in this study), and Td is the mean daily air temperature. The mean

daily air temperature, Td, is defined as

Td ¼ Tmax Tminð Þ
2

(3.2)
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where Tmax is the daily maximum temperature, and Tmin is the daily minimum

temperature, both in �C.
For a certain period of time (weekly, monthly, seasonal, annual, etc.),

accumulated heating degree-day (Dh) is defined as

Dh ¼
XN

j¼1
Thð Þj

If Td < Tb then Th ¼ Tb � Td

else Th ¼ 0

� �
(3.3)

where N is defined as the period of time (number of days).

Using ArcGIS 10, the spatial distributions of the Dh for the base temperatures of

5, 10, 15, and 20 �C are mapped and presented in Figs. 3.2, 3.3, 3.4, and 3.5.

Approximate corresponding number of days to estimate the length of the heating

season is reported by [24]. If desired, using the generated spatial distribution maps

and contour graphs for different base temperatures, heating regions for each can

easily be established. However, special attention must be paid with respect to the
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North Anatolian Mountains paralleling the Black Sea coast and the Taurus

Mountains paralleling the Mediterranean coast where the number of stations is

not always enough to generate reliable contour maps. In several other studies,

heating degree-days for the country are determined at different base temperatures

for different locations [28, 29]. In another study, the degree-hours method is used to

estimate the residential heating energy requirement and fuel consumption in

Istanbul, Turkey [30]. In this particular study, the heating season in Istanbul starts

on October 19th and ends on May 7th lasting 201 days. In the studies mentioned

above, either only a couple of years’ weather data are used or no information is

provided for the period of weather data used. Even though these studies provide

quite useful information, they are limited in terms of the base temperatures and set

point temperatures investigated, and lack the visual presentation of spatial

distributions and relevant statistical analyses. In another study, even though the

study does not have any design intentions or goals, seasonal heating and cooling

degree-days in Turkey are determined and analyzed in the context of climate

Longitude (degrees)

L
at

it
u

d
e 

(d
eg

re
es

) 

444240383634323028

42

41

40

39

38

37

>
–
–
–
–
–
–
–
–
<

3600

400
400 800
800 1200

1200 1600
1600 2000
2000 2400
2400 2800
2800 3200
3200 3600

Heating DD
(Tbase = 15C)

Fig. 3.3 Spatial distributions (top) and contour graph (bottom) of heating degree-days with

respect to latitude and longitude at the base temperature of 15 �C
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change [20]. Therefore, it is one of the main objectives of this study to determine

up-to-date heating degree-day information for different base temperatures and

spatial correlations and their significance for all over the country using reliable

long-term and up-to-date weather data.

Cooling Degree-Days

According to the procedure, daily cooling degree-day (Tc) value is defined as the

deviation of the mean temperature from a cooling base temperature of 18 or 24 �C
(Eq. 3.4), and has the same unit as temperature. When the mean temperature is

below the base temperature, then the cooling degree-day for the day is zero:

Tc ¼ Td � Tb (3.4)
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Fig. 3.4 Spatial distributions (top) and contour graph (bottom) of heating degree-days with

respect to latitude and longitude at the base temperature of 10 �C
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where Tb is the base temperature (18 or 24 �C), and Td is the mean daily air

temperature. The mean temperature, Td, is defined earlier in Eq. 3.2.

For a certain period of time (weekly, monthly, seasonal, annual, etc.), then,

accumulated cooling degree-day (Dc) is defined as

Dc ¼
XN

j¼1
Tcð Þj

If Td > Tb then Tc ¼ Td � Tb

else Tc ¼ 0

� �
(3.5)

where N is defined as the period of time (number of days).

Using ArcGIS 10, the spatial distributions of the Dc for the base temperatures of

18 and 24 �C are mapped and presented in Figs. 3.6 and 3.7. Approximate

corresponding number of days to estimate the length of the cooling season is

reported by [24]. If desired, using the generated spatial distribution maps and

contour graphs for different base temperatures, cooling regions for each can easily

be established. However, as in the case of heating degree-days, special attention
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Fig. 3.5 Spatial distributions (top) and contour graph (bottom) of heating degree-days with

respect to latitude and longitude at the base temperature of 5 �C
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must be paid with respect to the North Anatolian Mountains paralleling the Black

Sea coast and the Taurus Mountains paralleling the Mediterranean coast where the

number of stations is not always enough to generate reliable contour maps.

3.3 Results and Discussion

3.3.1 Heating Degree-Days

Spatial distributions of annual average heating degree-days (Dh) are determined for

100 different locations at the base temperatures of 20 �C (Fig. 3.2), 15 �C (Fig. 3.3),

10 �C (Fig. 3.4), and 5 �C (Fig. 3.5). The findings show that, at all base

temperatures, comparably high Dh values are observed in the northeastern part of
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Fig. 3.6 Spatial distributions (top) and contour graph (bottom) of cooling degree-days with

respect to latitude and longitude at the base temperature of 18 �C
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the country, especially at Ardahan, Sarikamis, Kars, Erzurum, and Agri (Figs. 3.2,

3.3, 3.4, and 3.5). It is not the objective of this chapter; however, another study [24]

reports that intensive monthly Dh accumulations are generally observed in the

winter months of December, January, and February. Regardless of what base

temperature is used, relatively speaking, very small monthly Dh accumulations

are observed along the Mediterranean coastal strip at low altitudes and latitudes

(Iskenderun, Alanya, Anamur, Mersin, and Bodrum). Figures. 3.2, 3.3, 3.4, and 3.5

clearly show the same distribution here with respect to the spatial distributions of

climatic normals.

Based on the findings, the lowest energy consumption for heating would take

place in the coastal Aegean (especially in the southwestern corner) and the Medi-

terranean coast, while the highest energy consumption would be observed in the

regions which have severe winter conditions, such as the northeastern corner of the

country and high altitudes of the Central Anatolia (Figs. 3.2, 3.3, 3.4, and 3.5). For

instance, a building in the northeastern corner of the country would have about five
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Fig. 3.7 Spatial distributions (top) and contour graph (bottom) of cooling degree-days with

respect to latitude and longitude at the base temperature of 24 �C
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times more heating energy consumption than the very same building would have at

the low altitude and latitudes of the Mediterranean coastal strip. This is an

extremely important piece of information for the utility companies and

manufacturing and marketing companies of HVAC systems for them to easily

determine the demand and associated logistics for distribution and their marketing

strategies and policies.

Figure 3.2 shows that at 20 �C base temperature, highest Dh values are observed

in the northeastern corner of the country (Ardahan, Sarikamis, Kars, Erzurum, and

Agri) and high altitudes of the Central Anatolia, while the lowest are observed in

the coastal Mediterranean (Iskenderun, Alanya, Anamur, Mersin) and coastal

southwestern corner (Bodrum, Kusadasi, Aydin). The Dh data are analyzed by

multiple regression using as regressors altitude, latitude, and longitude (Fig. 3.2).

The regression (Eq. 3.6) is a very good fit (R2
adj ¼ 96 %) and the overall relation-

ship is significant (F3,96 ¼ 713, p < 0.0005). With other variables held constant,

Dh values are positively related to altitude and latitude, increasing by 171 degree-

days for every extra 100 m of altitude, and by 282 degree-days for every extra

degree of latitude. Dh values are negatively related to longitude, decreasing by 13.1

degree-days for every extra degree of longitude. The effects of both regressors

altitude and latitude are significant, except that of longitude (t ¼ 34.50,

p < 0.0005; t ¼ 19.89, p < 0.0005; t ¼ 2.35, p ¼ 0.021, respectively). Altitude

is determined to be the most influential regressor on the Dh and Figs. 3.1 and 3.2

clearly show this relationship. Which regressor has the most effect on the Dh is

addressed by using the beta weights (standardized regression coefficients). The beta
weights are determined as 0.940, 0.421, and 0.006 for altitude, latitude, and

longitude, respectively. If the data are analyzed by simple regression or visually

using a contour map or graph without determining the beta weights, one could

conclude that longitude is a very influential regressor on the Dh. However, this is

not the case in reality. The Dh increases with the increased longitudes; however,

altitude also increases, and hence it is the most influential regressor as the beta

weights support. Same trend is observed at the other base temperatures:

Dh TB¼20�Cð Þ ¼ �8736þ 1:71� Altð Þ þ 282� Latð Þ � 13:1� Longð Þ (3.6)

where altitude (alt) is in meters, and latitude (lat) and longitude (long) are both in

degrees.

Figure 3.3 shows that at 15 �C base temperature, highest Dh values start to retreat

towards the northeastern corner of the country (Ardahan, Sarikamis, Kars, Erzurum,

and Agri), while the low region starts to expand and covers almost all the coastal

Mediterranean and Aegean. The Dh data are also analyzed by multiple regression

using as regressors altitude, latitude, and longitude (Fig. 3.3). The regression

(Eq. 3.7) is a very good fit (R2
adj ¼ 95 %) and the overall relationship is significant

(F3,96 ¼ 669, p < 0.0005). With other variables held constant, Dh values are

positively related to altitude and latitude, increasing by 141 degree-days for every

extra 100 m of altitude, and by 205 degree-days for every extra degree of latitude.

Dh values are negatively related to longitude, decreasing by 6.6 degree-days for
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every extra degree of longitude. The effects of both regressors altitude and latitude

are significant, except that of longitude (t ¼ 33.60, p < 0.0005; t ¼ 17.00,

p < 0.0005; t ¼ 1.40, p ¼ 0.164, respectively). Altitude is determined to be the

most influential regressor on the Dh and Figs. 3.1 and 3.3 clearly show this

relationship. And again, Figs. 3.1 and 3.3 support this relationship clearly. The

beta weights are determined as 0.944, 0.371, and 0.040 for altitude, latitude, and

longitude, respectively:

D
h
�
Tb¼15�C

� ¼ �6910þ 1:41� Altð Þ þ 205� Latð Þ � 6:62� Longð Þ (3.7)

where altitude is in meters, and latitude and longitude are both in degrees.

Figure 3.4 shows that at 10 �C base temperature, highest Dh values concentrate

in the northeastern corner of the country, while the low and lowest regions expand

and cover all the coastal Mediterranean, Aegean, and Black Sea. The Dh data are

analyzed by multiple regression using as regressors altitude, latitude, and longitude

(Fig. 3.4). The regression (Eq. 3.8) is a very good fit (R2
adj ¼ 93 %) and the overall

relationship is significant (F3,96 ¼ 436, p < 0.0005). With other variables held

constant, Dh values are positively related to altitude and latitude, increasing by

106 degree-days for every extra 100 m of altitude, and by 132 degree-days for every

extra degree of latitude. Dh values are negatively related to longitude, decreasing by

1 degree-day for every extra degree of longitude. The effects of both regressors

altitude and latitude are significant, except that of longitude (t ¼ 27.11,

p < 0.0005; t ¼ 11.78, p < 0.0005; t ¼ 0.26, p ¼ 0.796, respectively). Altitude

is determined to be the most influential regressor on the Dh and Figs. 3.1 and 3.4

support this. The beta weights are determined as 0.932, 0.315, and 0.009 for

altitude, latitude, and longitude, respectively:

D
h
�
Tb¼10

�C
� ¼ �4865þ 1:06� Altð Þ þ 132� Latð Þ � 1:14� Longð Þ (3.8)

where altitude is in meters, and latitude and longitude are both in degrees.

Figure 3.5 shows that at 5 �C base temperature, highest Dh values concentrate

only in the northeastern corner of the country, while the low region expands and

covers all the coastal Mediterranean, Aegean, and Black Sea and inlands except for

the Central Anatolia. The Dh data are analyzed by multiple regression using as

regressors altitude, latitude, and longitude (Fig. 3.5). The regression (Eq. 3.9) is a

very good fit (R2
adj ¼ 84 %) and the overall relationship is significant (F3,96 ¼ 175,

p < 0.0005).

With other variables held constant, Dh values are positively related to altitude,

latitude, and longitude, increasing by 66 degree-days for every extra 100 m of

altitude, by 65 degree-days for every extra degree of latitude, and by 3.5 degree-

days for every extra degree of longitude. The effects of both regressors altitude and

latitude are significant, except that of longitude (t ¼ 16.89, p < 0.0005; t ¼ 5.85,

p < 0.0005; t ¼ 0.80, p ¼ 0.427, respectively). Beta weights suggest that altitude

is the most influential regressor on the Dh, and this is supported by the distributions
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shown in Figs. 3.1 and 3.5. The beta weights are determined as 0.873, 0.235, and

0.041 for altitude, latitude, and longitude, respectively:

D
h
�
Tb¼5�C

� ¼ �2676þ 0:66� Altð Þ þ 65:1� Latð Þ þ 3:47� Longð Þ (3.9)

where altitude is in meters, and latitude and longitude are both in degrees.

Even though the maps are not presented here, high Dh values at the base

temperature of 0 �C concentrate fully in the high altitudes of northeastern corner,

while the low region expands and covers the whole country. The Dh data are also

analyzed by multiple regression using as regressors altitude, latitude, and longitude.

The regression (Eq. 3.10) is a good fit (R2
adj ¼ 66 %) and the overall relationship is

significant (F3,96 ¼ 65, p < 0.0005). With other variables held constant, Dh values

are positively related to altitude, latitude, and longitude, increasing by 31 degree-

days for every extra 100 m of altitude, by 30 degree-days for every extra degree of

latitude, and by 4.6 degree-days for every extra degree of longitude. The effects of

both regressors altitude and latitude are significant, except that of longitude

(t ¼ 9.76, p < 0.0005; t ¼ 3.25, p < 0.0005; t ¼ 1.29, p ¼ 0.199, respectively).

Altitude is still the most influential regressor on the Dh. The beta weights are

determined as 0.739, 0.191, and 0.098 for altitude, latitude, and longitude,

respectively:

D
h
�
Tb¼0 �C

� ¼ �1363þ 0:31� Altð Þ þ 29:6� Latð Þ þ 4:62� Longð Þ (3.10)

where altitude is in meters, and latitude and longitude are both in degrees.

3.3.2 Cooling Degree-Days

The Dc maps for the base temperatures of 18 and 24 �C are generated and their

spatial distributions are presented in Figs. 3.6 and 3.7. The highest Dc

accumulations are observed in the southeastern region of the country. This region

is followed by the low altitudes of Mediterranean and Aegean coastal strips. On the

other hand, the northeastern corner of the country and several other high-altitude

locations have very low, essentially close to zero, accumulations of cooling degree-

days. Figure 3.7 also shows that, even though the magnitudes vary, the cooling

degree-day accumulations at 24 �C basically follow the same trends throughout the

country. An earlier study [24] reports that the highest accumulations of cooling

degree-days at different locations are generally observed in the month of July.

However, it is important to note that it is observed in the month of August instead

with some delay, at the locations in the Black Sea and Marmara regions. The study

attributes the findings to the effects of ocean and latitude. It is also reported that the

cooling season covers the months of June, July, August, and September; however,

in some regions, the season includes the months of May and October, and even the
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month of April in some cases. Throughout the country, it is concluded that no

cooling is necessary for the five-month period from November through March.

Figure 3.6 shows that at 18 �C base temperature, highest Dc values are observed

in the southeastern corner of the country (Sanliurfa, Adiyaman, Adana, Iskenderun,

Batman, Siirt, Mardin, Diyarbakir) and the coastal Mediterranean, while the lowest

are observed in the northeastern corner (Sarikamis, Ardahan, Kars, Bayburt,

Erzurum) and at high altitudes of the Central Anatolia (Yozgat and Sivas, for

instance). The Dc data are analyzed by multiple regression using as regressors

altitude, latitude, and longitude (Fig. 3.6).

The regression (Eq. 3.11) is a very good fit (R2
adj ¼ 78 %) and the overall

relationship is significant (F3,96 ¼ 119, p < 0.0005). With other variables held

constant, Dc values are negatively related to altitude and latitude decreasing by

47 degree-days for every extra 100 m of altitude, and by 177 degree-days for every

extra degree of latitude. Dc values are positively related to longitude, increasing by

21.6 degree-days for every extra degree of longitude. The effects of regressors

altitude, latitude, and longitude are all significant (t ¼ 11.46, p < 0.0005;

t ¼ 15.08, p < 0.0005; t ¼ 4.71, p < 0.0005, respectively). Latitude is determined

to be the most influential regressor on the Dc; however, altitude is also as influential

as latitude. The beta weights are determined as 0.694, 0.709, and 0.285 for altitude,

latitude, and longitude, respectively:

D
c
�
Tb¼18�C

� ¼ 7106� 0:47� Altð Þ � 177� Latð Þ þ 21:6� Longð Þ (3.11)

where altitude is in meters, and latitude and longitude are both in degrees.

Figure 3.7 shows that at 24 �C base temperature, highest Dc values are still

observed in the southeastern corner of the country, and the coastal Mediterranean

and Aegean regions, while the rest of the country at higher latitudes (above

approximately 39 �N) has comparably low cooling degree-day normals. The Dc

data for base temperature of 24 �C are analyzed by multiple regression using as

regressors altitude, latitude, and longitude (Fig. 3.7). The regression (Eq. 3.12) is a

good fit (R2
adj ¼ 61 %) and the overall relationship is significant (F3,96 ¼ 52,

p < 0.0005). With other variables held constant, Dc values are negatively related

to altitude and latitude decreasing by 15 degree-days for every extra 100 m of

altitude, and by 68 degree-days for every extra degree of latitude. Dc values are

positively related to longitude, increasing by 12 degree-days for every extra degree

of longitude. The effects of regressors altitude, latitude, and longitude are all

significant (t ¼ 6.71, p < 0.0005; t ¼ 10.68, p < 0.0005; t ¼ 4.73, p < 0.0005,

respectively). Just like for the base temperature of 18 �C, latitude is determined to

be the most influential regressor on the Dc. The beta weights are determined as

0.544, 0.672, and 0.383 for altitude, latitude, and longitude, respectively:

D
c
�
Tb¼24�C

� ¼ 2493� 0:150� Altð Þ � 68:4� Latð Þ þ 11:9� Longð Þ (3.12)

where altitude is in meters, and latitude and longitude are both in degrees.
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3.4 Conclusions

The heating and cooling degree-day data are analyzed by multiple regression and

spatial correlations developed using as regressors altitude, latitude, and longitude.

Highest Dh normals are observed in the northeastern corner of the country and

high altitudes of the Central Anatolia, while the lowest are observed in the coastal

Mediterranean and coastal southwestern corner of the country. With other

variables held constant, heating degree-day values are positively related to altitude

and latitude, while negatively related to longitude. The effects of regressors

altitude and latitude are both significant, but not that of longitude. Altitude is

determined to be the most influential regressor on the heating degree-day

distributions. Highest Dc normals are observed in the southeastern corner of the

country, and the coastal Mediterranean and Aegean regions, while the rest of the

country at higher latitudes (above approximately 39 �N) has comparably low

cooling degree-day normals. With other variables held constant, cooling degree-

day values are negatively related to altitude and latitude while positively related to

longitude. The effects of regressors altitude, latitude, and longitude on cooling

degree-day distribution are all significant. Latitude is determined to be the most

influential regressor.

The developed spatial correlations and data generated are useful and needed

in various endeavors, such as estimating annual figures for locations having no

data at all, and estimating the annual heating and cooling energy consumptions for

any residential, commercial, and industrial buildings in Turkey. It will also be

possible to make comparisons and designs of alternative building systems in terms

of energy efficiencies. Utility companies and manufacturing and marketing

companies of HVAC systems will be able to easily determine the demand, market-

ing strategies, and policies based on the findings of this study.
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Appendix

This section presents the details of heating and cooling degree-day multiple regres-

sion analyses and spatial correlations with respect to altitude, latitude, and

longitude.
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Table 3.2 Regression analysis: Heating degree-days with respect to altitude, latitude, and

longitude at the base temperature of 15 �C

Table 3.1 Regression analysis: Heating degree-days with respect to altitude, latitude, and

longitude at the base temperature of 20 �C
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Table 3.3 Regression analysis: Heating degree-days with respect to altitude, latitude, and

longitude at the base temperature of 10 �C

Table 3.4 Regression analysis: Heating degree-days with respect to altitude, latitude, and

longitude at the base temperature of 5 �C
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Table 3.5 Regression analysis: Heating degree-days with respect to altitude, latitude, and

longitude at the base temperature of 0 �C

Table 3.6 Regression analysis: Cooling degree-days with respect to altitude, latitude, and

longitude at the base temperature of 24 �C
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Chapter 4

Use of Empirical Regression and Artificial

Neural Network Models for Estimation

of Global Solar Radiation in Dubai, UAE

Hassan A.N. Hejase, Ali H. Assi, and Maitha H. Al Shamisi

Abstract The geographical location of the United Arab Emirates (UAE) (latitude

between 26� and 32� North and longitude between 51� and 56� East) favors the

development and utilization of solar energy. This chapter presents estimation

models for the global solar radiation (GSR) in Dubai, UAE. It compares between

six empirical regression models and the best of 11 different configurations of

artificial neural network (ANN) models. The models have been developed using

measured average daily GSR data for 7 years (2002–2008) while the measured data

for the years 2009–2010 are used for testing the models. Results of monthly average

daily GSR data of all the empirical models for the test period 2009–2010 yield low

statistical error parameters and coefficients of determination (R2) better than 96 %.

Comparison with ANN models and Solar Radiation (SoDa) Web site data shows

that the optimal multilayer perceptron (MLP) ANN model is the best with

R2 ¼ 98 %, and with the lowest statistical error parameters. The results also

confirm that a simple linear regression model provides a very good estimation for

monthly and daily average GSR data.

Keywords Global solar radiation • Empirical regression • Artificial neural

networks
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Nomenclature

xj Inputs of ANN

wij Weights of ANN

yj Outputs of ANN

f Activation function

netj Total weighted sum of input signals to neuron j

yj
(t) Target output for neuron j

xcj Center of the radial basis function

Greek Symbols

Σ Summation function

ωs Mean sunrise hour angle in radians

ϕ Latitude in radians

δ Declination angle in radians

η Learning rate

σj A factor that depends on whether neuron j is an output/hidden neuron

μ Momentum coefficient

φj(x) Hidden layer output (activation function) for RBF ANN

Acronyms

ANN Artificial Neural Network

G0 Extraterrestrial solar radiation on a horizontal surface (kWh/m2)

GIS Geographical Information System

GSR Mean daily Global Solar Radiation (kWh/m2)

MABE Mean Absolute Bias Error (kWh/m2)

MAPE Mean Absolute Percent Error

MBE Mean Bias Error (kWh/m2)

MLP Multilayer Perceptron

NASA National Aeronautics and Space Administration

R2 Coefficient of Determination

RBF Radial Basis Function

RGSR Clearness coefficient

RH Relative Humidity ( % )

RMSE Root-Mean-Square Error (kWh/m2)
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RSSH Sunshine duration ratio

RREX Renewable energy Resource EXplorer

S0 Theoretical maximum sunshine hours

SoDa Solar radiation Data

SSE Solar meteorology and Solar Energy

SSH Mean daily Sunshine Hours

SWERA Solar and Wind Energy Resource Assessment

T Maximum air Temperature (degrees Celsius)

UAE United Arab Emirates

W Average Wind Speed (knots)

4.1 Introduction

Most of our energy is produced from fossil fuels which are the main contributor to

the emission of greenhouse gases and global warming. Gulf corporation countries

that include the United Arab Emirates (UAE) are seeking to make better use of their

abundant sustainable energy sources and specifically solar energy. New sources of

clean energy are essential to help reduce carbon dioxide levels and protect the

endangered ozone layer and avoid future climate changes. New policies are now in

place in many countries to encourage the use of renewable energy sources such as

solar, wind, tidal waves, geothermal, and biofuels.

The UAE has experienced a rapid increase in electricity consumption between

1980 and 2000 according to a 2010 World Bank report [1]; this consumption

continues today. Electricity consumption has increased from 5.865 billion kWh in

1980 to about 38.593 billion kWh in 2000 and 79.544 billion kWh in 2009

(11,463.63 kWh per capita in 2009) with an annual growth rate of nearly 10 %

compared to a world average of 3 % [1].

Power generation capacity in the UAE has grown at a compounded rate of 12 %

annually during the last 5 years and current capacity stands at about 30 GW while

the annual power consumption grew at a slightly less than 8 % during the same

period, according to a UAE Gulf news article [2].

The UAE has initiated many ambitious investment projects in alternate energy

sources. Abu Dhabi’s Economic Vision-2030 aims at generating 7 % of its energy

needs from renewable sources. In Dubai, UAE, the Mohammed bin Rashid Al

Maktoum Solar Park has been established in early 2012 as part of a strategy to

diversify Dubai’s energy sources so that 1 % of its power will be renewable by 2020

and 5 % by 2030. In parallel to these efforts, the UAE utility companies are running

energy saving campaigns to raise awareness among the population of the

consequences of increased energy consumption on the global warming.

The UAE initiatives fall short of the existing projects around the world and in

particular Germany and Japan who both lack the solar energy abundance that UAE

enjoys (over 330 sunny days a year).
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The global solar radiation received at the surface of the Earth is of utmost

importance for scientists working on ecological and crop models, building thermal

performance, hydrology, and meteorology. Solar radiation data are typically

obtained through measurements from stations scattered at different locations of a

particular region. However, it is difficult to obtain at all locations because of the

high cost of equipment, operation, and maintenance. This demands the develop-

ment of prediction models that can be used in locations where measurement data are

not available.

The potential of solar energy harvesting in the UAE is significant, with an

average annual sunshine hours of 3,568 h (i.e., 9.7 h/day). This corresponds to an

average annual solar radiation of approximately 2,285 kWh/m2, i.e., 6.3 kWh/m2

per day [3]. The abundance of solar energy in the UAE, in particular, and Arabian

Gulf region, in general, has triggered the interest of numerous researchers to

develop solar models.

In earlier work, the authors have developed global solar radiation (GSR)models for

the cities of Abu Dhabi and Al-Ain in the UAE using several approaches that include

classical empirical regression [3–5], artificial neural networks (ANN) [6–8], and auto-

regressive moving-average (ARMA) time-series regression techniques [5, 9]. The

classical regression models include the linear Angström–Prescott model and its

derivations, namely, the second and third order correlations, in addition to the single

term exponential model, logarithmic model, and linear logarithmic model [3].

Numerous authors, to count a few [3–5, 11–24], have developed empirical regres-

sionmodels to estimate themonthly average daily global solar radiation (GSR) in their

region using various parameters. The mean daily sunshine duration is the most

commonly used and available parameter. The most popular model is the linear

model byAngström–Prescott [3, 4, 21] which establishes a linear relationship between

GSR and sunshine duration with knowledge of extraterrestrial solar radiation and the

theoretical maximum daily solar hours. Many studies with empirical regression

models are available for diverse regions around the world [5].

Menges et al. [19] compare 50 GSR empirical models available in the literature

for computing the monthly average daily GSR on a horizontal surface. The models

are tested and verified using data recorded in Konya, Turkey. They use linear,

logarithmic, quadratic, third order polynomial, logarithmic-linear, exponential, and

power models that correlate the normalized GSR (clearness index) to normalized

sunshine hours (sunshine duration ratio) data [5]. Menges [19] also includes direct

regression models involving various weather parameters such as precipitation,

cloud cover, etc., in addition to geographical data (altitude, latitude) [5].

Şahin [22] presents a novel method for estimating the solar irradiation and

sunshine duration by incorporating the atmospheric effects due to extraterrestrial

solar irradiation and length of day. The author compares the developed model to

Angström’s equation with favorable advantages as the suggested method does not

use the Least Square Method, in addition to having no procedural restrictions or

assumptions [9].
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Ulgen and Hepbasli [24] introduce two empirical correlations to estimate the

monthly average daily GSR on a horizontal surface for Izmir, Turkey. Their models

resemble Angström type equations [5]. The authors compare the developed models

with 25 other models previously reported in the literature on the basis of statistical

error tests, i.e., mean bias error (MBE), root-mean-square error (RMSE), mean

percentage error (MPE), and coefficient of determination (R2), with favorable

results.

Other authors use estimation models based on artificial neural network

techniques and, most specifically, multilayer perceptron (MLP) and radial-basis

function (RBF) methods [6–8, 25–36].

Alawi and Hinai [25] have used ANN models to estimate solar irradiation in

areas not covered by direct measurement instrumentation. The input data to the

network are the location, month, mean pressure, mean temperature, mean vapor

pressure, mean relative humidity, mean wind speed, and mean duration of sunshine

[6, 8]. The corresponding ANN model estimated solar irradiation with an accuracy

of 93 % and mean absolute percentage error of 7.3 %. Elminir et al. [29] have

developed an ANN model for solar radiation in different spectrum bands with data

collected between 2001 and 2002 at an urban area in Helwan, Egypt. The input data

to the ANN model included daily values of wind direction, wind velocity, ambient

temperature, relative humidity, and cloud cover. The back propagation algorithm is

used with one-hidden layer and a sigmoid transfer function. The corresponding

prediction accuracy is approximately 94.5 %. Krishnaiah et al. [31] have used ANN

for estimating hourly GSR (HGSR) in India. The ANN models are implemented

based on real meteorological data taken in India. Solar radiation data from seven

stations were used for training the ANN while data from two stations were used for

testing the prediction models. The resulting mean MBE, RMSE, and R2 values are

found to be 0.3133, 4.61, and 0.999954 respectively for the locations tested. The

estimated values are in excellent agreement with the actual values.

Mohandes et al. [33] apply ANN techniques to estimate GSR using weather data

collected from 41 stations in Saudi Arabia. The input variables in the network

include: latitude, longitude, altitude and sunshine duration. The authors use data

from 31 stations for training the network and data from the remaining 10 stations for

testing. The accuracy of their results is within 16.4 % because the available sample

data is not large enough to allow a credible comparison between the ANN and

empirical regression models.

ANN-based estimation models of GSR for Abha, Saudi Arabia have been

developed by Rehman and Mohandes [34] using different combinations of data

including measured air temperature and relative humidity. Their results show that

neural networks are well capable of estimating global solar radiation from temper-

ature and relative humidity.

Lam et al. [35] use ANN models to estimate daily GSR using measured sunshine

duration for 40 cities covering 9 major thermal climatic zones and subzones in

China. The resulting coefficients of determination (R2) are 0.82 or higher,
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indicating reasonably strong correlation between daily solar radiation and the

corresponding sunshine hours.

Mubiru [36] employs ANN models to estimate monthly average GSR on a

horizontal surface for locations in Uganda based on weather station data: sunshine

duration, maximum temperature, cloud cover, and location parameters: latitude,

longitude, altitude. His results show good agreement between the computed and

measured values of global solar radiation. An R2 of 0.974 is obtained with MBE

of 0.059 and RMSE of 0.385. Mubiru [36] also presents an extensive literature

review of ANN-based GSR estimation techniques. He emphasizes the superiority

of the proposed ANN model. The review highlights the popularity of ANNs in

analyzing and processing solar radiation data and the considerable attention ANNs

have received in this area.

The advantage of the ANN techniques is their ability to handle complex,

dynamic and nonlinear systems with noisy and incomplete data. ANNs mimic the

human brain in the way they learn the process and correlate between input and

output data. ANN models can, therefore, easily cope with missing data and outliers

in contrary to empirical models that are seriously affected by these

abnormalities [10].

This chapter employs classical empirical regression techniques to estimate the

monthly average daily GSR data in Dubai, UAE. The model data are compared to

data from the optimal MLP and RBF ANN techniques, as well as to monthly

average daily GSR data obtained from the Solar Radiation (SoDa) Web site [37]

for the years 2002–2005.

The current work on the solar radiation data in the city of Dubai, UAE will be

correlated with other models developed by authors for the UAE cities of Abu Dhabi

and Al-Ain. The final objective is to come up with a common solar radiation model

for the UAE that is capable of estimating the mean monthly GSR with good

accuracy.

4.2 Background

This section presents a brief review of the used empirical regression models and the

MLP and RBF ANN techniques. It addresses the available databases and Web sites

for solar radiation data. The section also includes formulas of the main statistical

error parameters used in building and testing the GSR models.

4.2.1 Empirical Regression Modeling Approach

Mean daily values of GSR data are calculated from the knowledge of latitude

and longitude in the city of Dubai (latitude ¼ 25� 160 north and longitude ¼ 55�

160 east). The daily mean extraterrestrial solar radiation on a horizontal surface
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in kWh/m2 (G0) and theoretical maximum daily sun hours (S0) are calculated

from the equations [5]:

G0 ¼ 24Gsc

π
1þ 0:033 cos

360n

365

� �� �
cos ϕð Þ cos δð Þ sin ωsð Þ þ ωs sin ϕð Þ sin δð Þ½ �

(4.1)

S0 ¼ 2

15

180

π

� �
ωs, (4.2)

where n is the day index, ωs is the mean sunrise hour angle in radians, ϕ is the

latitude in radians, and δ is the declination angle in radians. GSC is a constant

representing the daily extraterrestrial solar radiation on a horizontal surface and is

equal to 1.367 kWh/m2. The declination angle (δ) is defined by the equation [5]:

δ ¼ sin �1 sin
23:45π
180

� �
sin

2π nþ 284½ �
365

� �� �
: (4.3)

The empirical models used in this chapter require knowledge of the mean daily

GSR and daily sunshine hours (SSH). The discussion of available weather data is

addressed in Sect. 4.3.

The available measured GSR and SSH data are next normalized to the extrater-

restrial values G0 and S0 described in Eqs. (4.1) and (4.2), resulting in the

normalized data arrays of clearness index (RSSH ¼ GSR/G0) and sunshine dura-

tion ratio (RSSH ¼ SSH/S0). The RGSR-RSSH data are finally fitted to different

nonlinear regression models as per Table 4.1.

4.2.2 Artificial Neural Networks (ANN) Modeling Approach

A neural network is a massively parallel distributed processor made up of simple

processing units that have a natural propensity for storing experiential knowledge

and making it available for use. The artificial neural network (ANN) is an artificial

intelligence technique that mimics the behavior of the human brain [6, 38].

Table 4.1 Nonlinear empirical regression models for Dubai weather data (y ¼ RGSR;

x ¼ RSSH) [5]

Model reference Type Equation

[21] Linear y ¼ b1 + b2* x

[12] Quadratic y ¼ b1 + b2* x + b3* x2

[23] Cubic y ¼ b1 + b2* x + b3* x2 + b4* x3

[14] Logarithmic y ¼ b1 + b2 *loge( x)

[20] Log-Linear y ¼ b1 + b2* x + b3*loge( x)

[15] Exponential y ¼ b1* exp(b2*x)

4 Use of Empirical Regression and Artificial Neural Network Models. . . 67



ANNs have the ability to model linear and nonlinear systems without the need to

make assumptions implicitly as in more traditional statistical approaches. They

have been applied in various aspects of science and engineering [6, 39, 40].

ANNs can be grouped into two major categories: feed-forward and feedback

(recurrent) networks. In the former network, no loops are formed by network

connections while one or more loop may exist in the latter. The most common

family of feed-forward networks is a layered network in which neurons are

organized into layers with connections strictly in one direction from one layer to

another [6, 41].

Multilayer Perceptron (MLP) Technique

The MLP ANN technique is the most popular type of feed-forward networks.

Figure 4.1 shows an MLP network which has three types of layers: an input

layer, an output layer and a hidden layer.

The diagram for the perceptron process is depicted in Fig. 4.2. Neurons in the

input layer only act as buffers for distributing the input signals xi to neurons in

the hidden layer. Each neuron j in the hidden layer sums up its input signals xi after

weighting them with the strengths of the respective connections wij from the input

layer and computes its output yj as a function f of the sum [6]:

yj ¼ f Σxiwij

� �
(4.4)

where f is the activation function which can be a simple threshold function or

a sigmoidal, hyperbolic tangent, or radial basis function. The output of neurons in

the output layer is computed similarly. The back-propagation algorithm, a gradient

Input layer Hidden layer(s) Output layer

Fig. 4.1 A multilayer perceptron (MLP) network (Source: modified from [6])
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descent algorithm, is themost commonly adoptedMLP training algorithm. It computes

the changeΔwij, the weight of a connection between neurons i and j, in the form [6]

Δwij ¼ ησjxi, (4.5)

where η denotes the learning rate and σj is a factor that depends on whether neuron
j is an output neuron or a hidden neuron. For output neurons [6],

σj ¼ ∂f
∂netj

� �
yj

tð Þ � yj

� 	
(4.6)

and for hidden neurons

σj ¼ ∂f
∂netj

� �X
qσqwqj: (4.7)

In Eq. (4.6), netj is the total weighted sum of input signals to neuron j and yj
(t) is

the target output for neuron j. Since there is no target output of the hidden neurons

in Eq. (4.7), the difference between the target and actual output of a hidden neuron

j is replaced by the weighted sum of the σq- terms already obtained for neuron q

Activation function

x1

x2

x3

xi

xn-2

x6

xn-1

w1j

w2j

w3j

wij

w(n-1),j

w(n-2),j

wn,j

yj

Fig. 4.2 Details of the perceptron process (Source: modified from [6])
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connected to the output of neuron j. The process begins with the output layer; the

σ term is computed for neurons in all layers with weight updates determined for all

connections, iteratively. The weight updating process occurs after the presentation

of each training pattern (pattern-based training) or after the presentation of the

whole set of training patterns (batch training). The training epoch is completed

when all training patterns have been presented once to the MLP [6].

A commonly adopted method to speed up the training process is to add a

momentum term to Eq. (4.5) which allows the previous weight change to, effec-

tively, influence the new weight change:

Δwij Iþ 1ð Þ ¼ ησjxi þ μΔwij Ið Þ, (4.8)

where μ is the momentum coefficient, and Δwij(I) is the weight change in

epoch I [26].

Radial Basis Function (RBF) Technique

The radial basis function network consists of three layers as shown in Fig. 4.3. The

input layer has neurons with a linear function that simply feeds the input signals

to the hidden layer. Moreover, the connections between input and hidden layers are

x1

x2

x3

xn

å y = F(x)

().1j

().2j

().nj

Center
xc1

Center
xc2

Center
xcn

w1

w2

wn

Fig. 4.3 Radial Basis Function network (Source: modified from [6])
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not weighted. The hidden neurons are processing units that perform the radial basis

function. Each unit is mathematically described by [6]

φj xð Þ ¼ φ x� xcj


 



 

� �

, j ¼ 1, 2, . . . , n, (4.9)

where xcj denotes the center of the radial basis function and vector x is the pattern

applied to the input layer. The selection of the basis function is not crucial to the

network performance; the most common being the Gaussian basis (activation)

function which is used in this study [42] and is defined by

φj xð Þ ¼ exp �βjjx� xcj
� 

 2



 �j ¼ 1, 2, . . . , n: (4.10)

The output neuron is a summing unit to produce the output as a weighted sum of

the hidden layer outputs in the form [38, 42]

F xð Þ ¼
Xn

j¼1
wjφj xð Þ, (4.11)

where wj denotes the weight between the jth hidden layer and the output y ¼ F(x).

4.2.3 Available Databases and Web-Based Sites for Solar
Radiation Data

The development of Web-based and database systems have been encouraged due to

the increased demand for GSR information from industry and research

communities. Such systems offer GSR information derived from satellites. In the

next paragraphs of this section, we provide a general review of available Web

services and applications [43].

The Solar Radiation Data (SoDa) Web site [37] is an effort to consolidate

different databases through the WWW server. The databases used for renewable

energy are very diverse, and the useful parameters are sunshine duration, cloudi-

ness, global irradiation with its diffuse and direct components, spectral distribution,

atmospheric turbidity, atmospheric aerosol optical thickness, etc. The support of the

information is also diverse: long time-series are available for a few hundreds of

measuring stations (pin-point measurements) while shorter time-series are available

for pixels. These pixels have various sizes: from 5 to 250 km. Moreover, SoDa

provides many different average solar radiation maps (i.e., worldwide map). This

Web service is available for free to everyone [37].

Surface meteorology and Solar Energy (SSE) [44] is a data-delivery web that

was made available to the public in 1997. It provides easy access to parameters

needed in the renewable energy industry (e.g., solar and wind energy). It is

sponsored by NASA’s Applied Sciences Program in the Science Mission Director-

ate developed by POWER: Prediction of Worldwide Energy Resource Project.
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SSE displays the solar radiation, wind speed, atmospheric pressure, air temperature

and humidity for a given location around the globe based on latitude and longitude

data. It provides the following services: over 200 satellite-derived meteorology and

solar energy parameters, monthly averaged from 22 years of data, data tables for a

particular location, color plots on both global and regional scales and global solar

energy data for 1,195 ground sites [44].

SWERA Renewable energy Resource EXplorer (RREX) [45] is an online

Geographic Information System (GIS) tool for viewing renewable resource data.

It encompasses a range of solar and wind data sets and maps. It relies on satellite

and terrestrial measurements, numerical models, and empirical and analytical

mapping methods. Through this interactive system, users can view several renew-

able resource data sets available through SWERA. RREX reports annual data when

you click on the map. Users can view monthly data values from all available data

sets at a given site by clicking on the desired location on the map [45].

Meteonorm [46] is a comprehensive meteorological reference. It gives access to

meteorological data for solar applications, system design, and a wide range of other

applications at any location in the world. It is designed for engineers, architects,

teachers, planners, and anyone interested in solar energy and climatology.

SolarGIS [47] is a Web based system that includes high-resolution climate

databases, maps and software for solar energy applications. It consists of four

map-based applications:

• IMaps—interactive maps

• ClimData—access to solar radiation and air temperature data

• PvPlanner—high-performance PV simulator with extensive reporting capabilities

• PvSpot—sensor-less monitoring of the PV systems; the PV output for the

defined time periods (daily, weekly, monthly, yearly, or other) is estimated

according SolarGIS data in 15-min time steps.

In a previous work, the authors [43] have compared solar data from the three

database services, namely, SoDa, SSE, and RREX, with ground station

measurements provided by the NCMS center. Comparisons show that the SSE

and SWERA Web sites outperform the other databases in predicting daily and

monthly average GSR, respectively. This work can be extended by investigating

more systems and the reasons behind the observed differences in GSR data for a

given region in the UAE.

4.2.4 Statistical Error Parameters

This section defines formulas used to compute the statistical error parameters in

MATLAB [5, 48]. These parameters attest to the accuracy of the models used for

estimating the mean daily global solar radiation (GSR). The error parameters are

also computed using SPSS [49] and values agree very well with MATLAB results.
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The statistical analysis involves the computation of the coefficient of determination

(R2), the root mean square error (RMSE), the mean bias error (MBE), the mean

absolute bias error (MABE), and the mean absolute percentage error (MAPE). The

RMSE parameter provides information on the short term performance and measures

the variation of predicted values around measured data. The lower the RMSE, the

better is the estimation. The MBE parameter indicates the average deviation of

predicted values from the corresponding measured data. It provides information

on the long term performance of the models; the lower MBE the better is the long

term model prediction. A positive (negative) MBE value indicates the amount of

overestimation (underestimation) of the estimated GSR. The MAPE parameter

estimates the percent deviation of the predicted values from the objective function [5].

The calculation of the aforementioned statistical parameters for monthly or daily

average GSR data is done through the equations [5]:

MAPE ¼ 100� 1

N

XN

i¼1

GSRi
m � GSRi

e

GSRi
m










 (4.12)

MBE ¼ 1

N

XN

i¼1
GSRi

m � GSRi
e

� �
(4.13)

MABE ¼ 1

N

XN

i¼1
GSRi

m � GSRi
e



 

 (4.14)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

i¼1
GSRi

m � GSRi
e

� �2
r

(4.15)

R2 ¼ 1�
XN

i¼1
GSRi

m � GSRi
e

� �2
XN

i¼1
GSRi

m � GSRm

� �2 , (4.16)

where GSRm
i and GSRe

i denote the ith measured and estimated values from the

regression/ANN model in kWh/m2, respectively, and N is the total number of data

points. GSRm is the mean measured value (in kWh/m2) defined by

GSRm ¼ 1

N

XN

i¼1
GSRi

m (4.17)

The units of RMSE, MBE and MABE error parameters used in the comparisons

of GSR data are in kWh/m2.

4.3 Methodology

The weather database for Dubai, UAE is provided by the National Center for Meteo-

rology and Seismology (NCMS) in Abu Dhabi, UAE. The available Dubai model

data for the years 2002–2010 includes the maximum air temperature (T in �C),
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mean wind speed (W in knots), daily sunshine hours (SSH), mean percent relative

humidity (RH) and mean daily global solar radiation (GSR in kWh/m2). The GSR

estimation models are produced using empirical regression methods and ANN MLP

and RBF models.

4.3.1 Data Preparation and Rehabilitation

The weather dataset for the years 2002–2010 is first examined for any missing

values and outliers. The missing data points are replaced with the mean of measured

values for the same week. Long arrays of missing data (a month for example) are

substituted with the corresponding average of the same days over the remaining

model years. The total number of missing SSH or GSR data for Dubai does not

exceed 2 % of the total data points. Two leap year days are also removed (February

29 for years 2004 and 2008) to ensure uniformity of month comparison over the 9-

year model period.

The weather data is next divided into two groups: one data group from 2002 to

2008 for the estimation models and the remaining data set (2009–2010) for testing

and validating the resulting regression and ANN models. The 7-year daily mean for

the five available weather parameters (T, W, SSH, RH, GSR) is computed yielding

a data set of size N ¼ 365 for each variable.

The procedure used in the development of the MLP and RBF models starts with

input data normalization (i.e., target values) in the range of 0 to 1, followed by the

dataset matrix size identification [6, 10]. The normalized sub-datasets are then

created and prepared for training and testing. First, the training set is randomized

before creating and training the ANN. The output values are generated and

denormalized, and finally the performance of the ANN model is verified through

comparison of output and target values. All these steps are carried out using

MATLAB tools [48].

4.3.2 Results and Discussion of Empirical Regression
Models

This section focuses on the development of the empirical regression models and

their validation. It also discusses the corresponding statistical error parameters

which reflect the adequacy of these models for long-term estimation of GSR data.

GSR Estimation Models Using Empirical Regression

The empirical regression models defined in Table 4.1 are generated using

MATLAB [48] and SPSS [49]. The regression models use the 7-year average

74 H.A.N. Hejase et al.



daily GSR and SSH data and the computed extraterrestrial G0 and S0 parameters

as discussed in Sect. 4.2.1.

Table 4.2 shows the measured monthly average daily SSH values, the computed

maximumdaily hours of sunshine (S0), and the corresponding ratio (RSSH ¼ SSH/S0)

in Dubai for the years 2002–2008. The highest value of sunshine hours is observed

during the month ofMay, and with an annual average of 12 h as seen in Table 4.2. The

measuredmonthly average dailyGSRalongwith the computedG0 and clearness index

values (RGSR ¼ GSR/G0) for Dubai during 2002–2008 are displayed in Table 4.3.

The annual averageGSRand clearness index are 5.498kWh/m2 and0.59, respectively.

Table 4.4 shows the coefficients obtained for each regression model shown in

Table 4.1. The statistical error parameters resulting from each regression model can

be computed using SPSS or MATLAB. The best regression model must yield the

lowest value of RMSE, MBE, MABE, MAPE, and R2 (Figs. 4.4 and 4.5).

Table 4.2 Monthly average daily values of sunshine-hours in Dubai during 2002–2008

Month Sunshine Hours (SSH) Maximum sunshine hours (S0) RSSH ¼ SSH/S0

January 8.49 10.63 0.80

February 9.06 11.16 0.81

March 9.73 11.85 0.83

April 10.50 12.59 0.84

May 11.15 13.22 0.85

June 11.35 13.55 0.84

July 11.06 13.39 0.83

August 10.66 12.84 0.84

September 10.11 12.12 0.84

October 9.48 11.39 0.84

November 8.84 10.76 0.82

December 8.28 10.45 0.79

Annual 9.89 12.00 0.83

Table 4.3 Monthly average daily GSR values in Dubai during 2002–2008

Month GSR (kWh/m2) G0 (kWh/m2) RGSR ¼ GSR/G0

January 3.322 6.491 0.512

February 4.200 7.666 0.548

March 5.417 9.136 0.593

April 6.775 10.451 0.648

May 7.708 11.286 0.683

June 7.743 11.618 0.666

July 7.028 11.470 0.613

August 6.559 10.817 0.606

September 5.890 9.648 0.610

October 4.653 8.159 0.570

November 3.683 6.797 0.542

December 2.993 6.120 0.489

Annual 5.498 9.138 0.590
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Table 4.4 Estimated

coefficients for empirical

regression models for years

2002–2008 in Dubai

Type b1 b2 b3 b4

Linear �1.2956 2.2878

Quadratic 8.3306 �21.5662 14.7551

Cubic �30.9546 126.0446 �169.8774 76.8809

Logarithmic 0.9461 1.8365

Log-Linear �24.0210 25.4591 �18.7077

Exponential 1.7667E-2 4.2489
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Validation and Testing of the Empirical Regression Models

The six selected empirical regressionmodels are validated by computing the estimated

daily average GSR data from these models using the test data set of the years

2009–2010. The empirical models compare very well with measured data for the test

data period. All models yield coefficients of determination values R2 better than 89%.

The estimationmodels also result in low values for RMSE,MBE,MABE, andMAPE

indicating their adequacy as weather prediction models for Dubai, UAE. The expo-

nential regression model outperforms the other five empirical models as shown in

Fig. 4.6,with the lowest error statistics, i.e., R2 ¼ 91.16%,RMSE ¼ 0.5502kWh/m2,

MABE ¼ 0.4298 kWh/m2, MBE ¼ �0.1623 kWh/m2, and MAPE ¼ 8.31 %.

Figure 4.7 shows the comparison of monthly average daily GSR data between

regression models and test data for the years 2009–2010. The data are also depicted

in Table 4.5 along with the annual averages. The annual average GSR during the

period 2009–2010 is slightly higher than 5 kWh/m2 as evidenced in Table 4.5.

Table 4.6 shows the statistical error parameters for the six empirical regression

models. The lowest values in regression models favor the logarithmic model, but all

models yield high R2 values (>96 %) and low values of RMSE, MBE, MABE, and

MAPE. For the logarithmicmodel, the error parameters are RMSE ¼ 0.4297 kWh/m2,

MABE ¼ 0.3756 kWh/m2, MBE ¼ �0.1333 kWh/m2, MAPE ¼ 7.42 %, and

R2 ¼ 96.44 %. Hence, the logarithmic model provides the best long term prediction.

In addition, Table 4.6 confirms that the use of the simple linear regression

model will also yield very good prediction results for daily and monthly average

GSR data in Dubai.

The monthly average daily SSH and GSR values for the years 2009–2010 are

shown in Tables 4.7 and 4.8, respectively. The same annual averages are maintained

for clearness index (0.564 versus 0.59 for years 2002–2008), maximum sunshine

hours (12), and monthly average GSR (5.247 kWh/m2 versus 5.498 kWh/m2 for

years 2002–2008).
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Fig. 4.7 Comparison of monthly average daily GSR values from regression models with

measured data for the test period 2009–2010

Table 4.5 Monthly average daily GSR values (kWh/m2) for Dubai during test period 2009–2010

Month Measured Linear Quadratic Cubic Log Log-Linear Expo

Jan 3.2307 3.3911 3.4658 3.4411 3.3861 3.4696 3.4012

Feb 4.1532 4.4009 4.3315 4.3288 4.4086 4.3325 4.3730

Mar 5.0219 4.8998 5.1450 4.9738 4.8760 5.1757 4.9527

Apr 6.4694 5.5742 5.6023 5.5826 5.5749 5.6055 5.5648

May 7.2392 6.8247 6.7732 6.7639 6.8291 6.7751 6.8082

Jun 7.3676 6.9029 6.7903 6.7691 6.9137 6.7946 6.8625

Jul 6.6490 6.3898 6.2497 6.2520 6.4062 6.2506 6.3323

Aug 6.3547 6.0946 5.9636 5.9614 6.1095 5.9650 6.0419

Sep 5.7519 5.0767 4.9744 4.9961 5.0909 4.9718 5.0280

Oct 4.3559 4.6064 4.5028 4.4991 4.6180 4.5043 4.5653

Nov 3.3981 3.8074 3.7622 3.7595 3.8132 3.7630 3.7859

Dec 2.9688 3.3269 3.2664 3.2709 3.3347 3.2662 3.2991

Average 5.2467 5.1079 5.0689 5.0499 5.1134 5.0728 5.0846

Table 4.6 Error parameters for monthly average daily GSR estimation models for 2009–2010

Parameter Linear Quad Cubic Log Log-Linear Expo

RMSE 0.4321 0.4623 0.4631 0.4297 0.4624 0.4441

MABE 0.3764 0.4019 0.3956 0.3756 0.4043 0.3817

MBE �0.1388 �0.1778 �0.1969 �0.1333 �0.1739 �0.1621

MAPE (%) 7.40 7.62 7.46 7.42 7.68 7.36

R2 (%) 96.51 96.71 97.12 96.44 96.60 96.61

RMSE, MABE, and MBE values in kWh/m2
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4.3.3 Results and Discussion of ANN Models

Both the MLP and RBF neural network methods (Sect. 4.2.2) are applied for

estimation of GSR in Dubai using the available data for the years 2002–2010.

The ANN training models consider 11 different combinations of the four available

weather variables (T, W, SSH, RH) as depicted in Table 4.9. Each of these models

is used based on the availability of the weather parameters in the region where the

solar energy system is being investigated [6, 10].

Table 4.7 Monthly average daily values of sunshine hours for Dubai in 2009–2010

Month Sunshine hours (SSH) Maximum sunshine hours (S0) RSSH ¼ SSH/S0

January 8.45 10.63 0.79

February 9.12 11.16 0.82

March 9.50 11.85 0.80

April 10.07 12.59 0.80

May 10.98 13.22 0.83

June 11.19 13.55 0.83

July 10.84 13.39 0.81

August 10.43 12.84 0.81

September 9.65 12.12 0.80

October 9.26 11.38 0.81

November 8.73 10.76 0.81

December 8.40 10.45 0.80

Annual 9.72 12.00 0.81

Table 4.8 Monthly average daily values of global solar radiation on a horizontal surface for

Dubai during 2009–2010

Month GSR (kWh/m2) G0 (kWh/m2) RGSR ¼ GSR/G0

January 3.231 6.488 0.497

February 4.153 7.675 0.542

March 5.022 9.143 0.552

April 6.469 10.448 0.619

May 7.239 11.286 0.641

June 7.368 11.621 0.634

July 6.649 11.476 0.580

August 6.355 10.827 0.587

September 5.752 9.648 0.596

October 4.356 8.156 0.534

November 3.398 6.793 0.501

December 2.969 6.125 0.484

Annual 5.247 9.141 0.564
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For the MLP models, the authors have investigated various network

architectures in order to determine the optimal MLP architecture (i.e., the highest

R2, and the lowest RMSE, MBE, and MAPE) for each combination of input

variables [6, 10]. Fourteen back-propagation training algorithms, described in

Table 4.10, are tested with changes made in the number of neurons, hidden layers,

and transfer functions in order to obtain the most appropriate algorithm for the

training process [48].

The structure of MLP network is initially simple, but its complexity gradually

increases as the number of hidden layer(s) and neurons in the hidden layer(s) increase.

The model starts with one hidden layer and five neurons, and then the number of

neurons is augmented in increments of five until a stable performance is reached (i.e.,

nomore improvement). Next, a second hidden layer is added, and the gradual increase

of neurons in the hidden layers is repeated. The same procedure is followed when a

new hidden layer is added [6, 7, 10]. Different transfer functions in the hidden layer/

Table 4.10 ANN toolbox training back-propagation algorithms in MATLAB [48]

No. Function Algorithm

1 Trainlm Levenberg–Marquardt

2 Trainer Bayesian Regulation

3 Trainbfg BFGS Quasi-Newton

4 Trainrp Resilient

5 Trainscg Scaled conjugate gradient

6 Traincgb Conjugate gradient with Powell–Beale Restarts

7 Traincgf Conjugate gradient with Fletcher–Reeves updates

8 Traincgp Conjugate gradient with Polak–Ribiére updates

9 Trainoss One Step Secant

10 Traingdx Gradient descent with momentum and adaptive learning rate

11 Traingdm Gradient descent with momentum

12 Traingd Gradient descent

13 Traingda Gradient descent with adaptive learning rate

14 Trainscg Scaled conjugate gradient

Table 4.9 Models based on

different combinations of

input weather parameters

[6, 10]

Model No. Input parameters

1 T–W–SSH–RH

2 T–W–SSH

3 T–W–RH

4 T–SSH–RH

5 W–SSH–RH

6 T–Wind

7 T–SSH

8 T–RH

9 W–SSH

10 W–RH

11 SSH–RH
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output layer are investigated including the tangent sigmoid, log sigmoid and linear

functions. Generally, the ANN training algorithms (Table 4.10) used in MATLAB

outperformed the other investigated training algorithms [6, 7, 10].

For the RBF models, the function’s radius value (known as the spread) and the

number of neurons are varied for the best performance of the RBF network.

Basically, the larger the value of the spread, the smoother the function approxima-

tion will be. However, if the spread value is too large, many neurons may be

required to fit the rapidly changing function. On the other hand, very small spread

values may require many neurons for a smooth function fit and networks cannot be

well generalized [48]. In this chapter, the spread varies between 1 and 60 whereas

the number of neurons changes between 5 and 600 in order to come up with the best

ANN models.

Table 4.11 shows the statistical error parameters resulting from a comparison of

the developed MLP models for the 11 different configurations with the measured

GSR data [50]. The best MLP ANN training model for long performance prediction

is MLP model “four” with three hidden layers (10-15-10 neurons) and three input

parameters (T, SSH, RH). Model “four” is the best among all the investigated MLP

models as it yields the lowest error parameter values (MBE ¼ 0.0483 kWh/m2,

RMSE ¼ 0.22 kWh/m2, MAPE ¼ 3.85 %) and a coefficient of determination

R2 ¼ 98 %.

Table 4.12 shows that the model “two” is the best among all the investigated

RBF models [50]. RBF model “two” requires three input parameters (T, W, SSH)

with one hidden layer (205 neurons), and yields MBE ¼ �0.00001 kWh/m2,

RMSE ¼ 0.318 kWh/m2, MAPE ¼ 4.09 %, and R2 ¼ 95 %.

The R2 values for all models (MLP and RBF), shown in Tables 4.11 and 4.12,

are higher than 75 %, indicating a reasonably good correlation between the

estimated and measured values of average daily GSR. The RMSE values of all

models vary between 0.220 and 1.142 kWh/m2. All models are adequate for long-

term prediction as attested by the low MBE error parameters. The MAPE values

Table 4.11 Statistical error parameters of the developed MLP models for different network

structures in Dubai for 2002–2008 [50]

Model Network structure Training algorithm R2 RMSE MBE MAPE (%)

1 4–105–1 Traingdx 0.97 0.268 �0.00255 4.33

2 3–20–1 Traincgb 0.96 0.299 0.00043 4.46

3 3–405–1 Traingdx 0.86 0.636 �0.00028 10.97

4 3–10–15–10–1 Traingda 0.98 0.220 0.04826 3.85

5 3–85–90–95–1 Traingda 0.96 0.280 0.00610 4.08

6 2–380–385–1 Trainrp 0.86 0.617 �0.09365 11.07

7 2–105–1 Trainb 0.80 0.746 �0.00500 13.41

8 2–280–285–1 Traingdx 0.80 0.757 0.05536 11.00

9 2–5 -10–1 Trainr 0.87 0.699 �0.09932 13.76

10 2–15–20–1 Trainr 0.88 0.620 0.19303 9.64

11 2–10–1 Trainb 0.97 0.255 0.02925 3.98

Units of RMSE and MBE are kWh/m2
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vary between 3.85 % and 22.56 %. In all models except RBF model “two”, the MLP

models yield better accuracy for estimating the average daily GSR as compared to

RBF models.

4.3.4 Comparison Between the Best Empirical Regression,
the Best MLP and RBF ANN Models, and SoDa
Web site

Table 4.13 and Fig. 4.8 compare the estimated monthly average daily GSR from

the best empirical regression model (logarithmic) and the two best ANN models

(MLP model 4 and RBF model 2), with the measured data for the years 2009–2010.

For comparison, we include in Fig. 4.8 and Table 4.13 the monthly average daily

Table 4.12 Statistical error parameters of the developed RBF models for different network

structures in Dubai for 2002–2008 [50]

Model Network structure R2 RMSE MBE MAPE (%)

1 4–105–1 0.95 0.318 0.00025 4.71

2 3–205–1 0.95 0.318 �0.00001 4.09

3 3–365–1 0.84 0.681 �0.00062 12.04

4 3–25–1 0.95 0.319 �0.00003 4.64

5 3–60–1 0.95 0.339 0.00909 3.97

6 2–70–1 0.78 0.766 �0.00224 13.38

7 2–245–1 0.75 0.806 �0.00506 14.25

8 2–210–1 0.75 0.803 �0.0078 14.64

9 2–10–1 0.86 1.142 0.00242 22.56

10 2–80–1 0.82 1.105 0.02964 21.25

11 2–50–1 0.95 0.339 0.00878 4.52

Units of RMSE and MBE are in kWh/m2

Table 4.13 Monthly average

daily GSR (kWh/m2) for

Dubai during test period

2009–2010

Month Measured Log MLP RBF SoDa

Jan 3.2307 3.3861 3.4106 3.3374 4.3000

Feb 4.1532 4.4086 4.3005 4.2330 4.7473

Mar 5.0219 4.8760 4.9146 5.1546 5.3625

Apr 6.4694 5.5749 5.8872 5.8819 6.0940

May 7.2392 6.8291 7.2259 7.3482 6.7160

Jun 7.3676 6.9137 7.4639 7.6403 6.8990

Jul 6.6490 6.4062 6.8752 6.9485 6.6815

Aug 6.3547 6.1095 6.3806 6.1954 6.5793

Sep 5.7519 5.0909 5.2240 5.0240 6.4820

Oct 4.3559 4.6180 4.5260 4.3636 5.8253

Nov 3.3981 3.8132 3.5413 3.6495 5.1983

Dec 2.9688 3.3347 3.2413 3.1811 4.2150

Average 5.2467 5.1134 5.2493 5.2464 5.7583
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GSR data for Dubai (years 2002–2005) from the Solar Radiation data (SoDa)

Web site [37].

Table 4.14 shows the statistical error parameters for the estimation models

shown in Fig. 4.8. Better performance in all statistical error parameters is observed

for the best ANNMLP and RBF models. The SoDaWeb site gives a relatively good

estimation for monthly GSR data but is less accurate than other models discussed.

It does not, however, provide a good estimation for daily average GSR data [43].

The resulting low error parameter values (RMSE, MBE, MABE, MBE, and MAPE)

for the MLP-ANNmodel clearly confirms the potential of ANN techniques for long

term GSR data prediction. The negative MBE values for the logarithmic and

RBF-ANNmodels imply that these models overestimate the GSR values, especially

in the months of May-July (Fig. 4.8).

The Dubai measured data for 2009–2010 have some outliers which may nega-

tively affect the regression models; however, the ANN models are more capable of

handling data randomness. The implementation of ANN models requires expertise

and computer time for training, in contrast to the empirical regression models that
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Fig. 4.8 Comparison of monthly average daily GSR data from the best regression model

(Logarithmic), the best MLP and RBF ANN models, and satellite Web site data (So-Da) with

measured data for test period of 2009–2010

Table 4.14 Statistical error

parameters for monthly

average daily GSR from the

best regression and ANN

estimation models in Dubai

Parameter Log MLP RBF SoDa

RMSE 0.4297 0.2690 0.3189 0.8760

MABE 0.3756 0.2077 0.2455 0.7734

MBE �0.1333 0.0026 �0.0003 0.1890

MAPE (%) 7.42 4.34 4.71 16.63

R2 (%) 96.44 98.54 97.81 87.46

Units of RMSE, MABE, and MBE are in kWh/m2
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can be implemented with the least effort and time. In addition, the regression

models make use only of the sunshine-hour data and geographical location of

Dubai. It is worth mentioning that the results of this chapter confirm that the use

of even the simplest linear regression model will yield very good estimation results

for daily and monthly average GSR data in Dubai. These simple models are

indispensable prediction tools for scientists requiring GSR information in the

absence of weather monitoring devices in their region.

4.4 Conclusions

Six different empirical regression models are developed for the estimation of the

monthly and daily average global solar radiation in Dubai, UAE. The models

require data for one weather parameter (sunshine hours), in addition to the geo-

graphical location (latitude, longitude) of Dubai. The estimated monthly average

daily GSR data are compared with data from the best two MLP and RBF ANN

models and SoDa Web site data (available for 2002–2005) with very good agree-

ment. All models yield coefficients of determination that exceed 90 % for daily

average GSR and 96 % for monthly average GSR, in addition to low MBE, MABE,

MAPE, and RMSE error statistics that attest to the suitability of these models for

long-term weather data prediction. The optimal MLP ANN model using three

weather variables (temperature, sunshine hours, and relative humidity) yields the

lowest error parameter values (MBE ¼ 0.0483 kWh/m2, RMSE ¼ 0.22 kWh/m2,

MAPE ¼ 3.85 %) and a 98 % coefficient of determination (R2). The results confirm

that the use of even the simplest linear regression model will yield very good

estimation for daily and monthly average GSR data in Dubai. These simple models

are indispensable tools for scientists requiring GSR information in the absence of

weather monitoring devices in their region.
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Chapter 5

Turkish Water Foundation Climate Change

Downscaling Model Principles

Zekâi Şen and Ahmet Öztopal

Abstract Even though the atmosphere is modeled analytically, solutions are valid

only if they are in good agreement with the necessary ground data within certain

error bands. Available models provide basic information on the average behavior of

the phenomenon concerned based on a set of simplifying assumptions. However,

the natural phenomena temporal or spatial behavior shows unexpected deviations

from the average. A set of assumptions such as the homogeneity, isotropy, unifor-

mity, first order approximation, and alike cannot be valid at fine resolutions. In

practice, simple but effective methods help to facilitate forecasting.

The global circulation (climate) model (GCM) is functional mainly due to

extraterrestrial solar irradiation and terrestrial free water bodies as rivers, lakes,

seas, and oceans at coarse resolutions. The end products of such models are

available at several centers. The main problem is to develop a local model, which

renders the coarse resolution into a practically finer local resolution by taking

into consideration the combined effects of GCM outputs with the available ground

measurements such as radiation, temperature, precipitation, humidity, wind speed,

etc. It is the main purpose of this paper to develop a local downscaling methodology

based on a set of statistical temporal and spatial pattern description techniques.

Among such techniques are the spatial dependence function (SDF) for spatial

downscaling and the White Markov (WM) process for temporal downscaling in

addition to their combination in an effective manner over Turkey as a regional

downscaling model.
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Nomenclature

S Standard deviation

V Cumulative semi-variogram

W Weight coefficients

X Observation time series value

x Standard observation time series value

X The average value of the original time series

Z Meteorological variable

Acronyms

AOGCMs Coupled Atmosphere–Ocean General Circulation Models

ARIMA Autoregressive Integrated Moving Average

ENSO El-Nino Southern Oscillation

GCM Global Circulation Model

IPCC International Climate Change Panel

NAO North Atlantic Oscillation

PCSV Point cumulative semi-variogram

RegCM Regional Climate Model

SDF Spatial Dependence Function

SUAÖY Su Vakfı AltölçeklemeYazılımı (Water Foundation Downscaling

Software)

WMP White Markov Process

5.1 Introduction

Various analyses related to the observations prove that rapid transitional climate

changes are possible [1]. Model simulations show that such changes are expected

more frequently in this century if the greenhouse gas emissions continue to

increase. According to IPCC reports [2–5] there is a growing change in the global

climate due to anthropogenic effects, which cause changes in the chemical
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composition of the atmosphere. It is, therefore, necessary to improve understanding

of the global climate system to assess the possible impacts of climate change on

meteorological processes. General Circulation Models (GCMs) have mathematical

bases of dynamic meteorology, atmosphere and ocean physics and state equation of

gases. The outputs of such models are improved recently by coupled

atmosphere–ocean GCMs (AOGCMs) along with transient procedures of forcing

the greenhouse gases. Presently, GCMs resolution is coarser than 2� for latitudes

and longitudes, which corresponds to about 300 km between grid points. These

models provide meteorological scenario outputs up to 2,100 at nodes of quadrangle

grids, which are tens of thousands of km2 in size. However, in hydrometeorological

studies the interested scale is about few hundred km2. Hence, it is necessary to

develop downscaling procedures in order to bring the scenario data to practically

applicable scales with combination of past local meteorological records [6–8].

All regional studies for future climate change use m GCMs outputs of the

atmosphere coupled with oceanic effects. In these models, the physical laws and

empirical relationships that describe atmospheric and oceanic systems are

represented by mathematical equations. It is possible to assess greenhouse gases

effect the climate change system by changing input variables to GCMs. These

models cannot depict adequately different geographical and spatial variability due

to insensitive atmospheric, ocean, and the land surface affects. Furthermore, land-

use changes such as deforestation and desertification are among the major local

climate effective factors, which are not taken into account in the GCM, but they

affect substantially local climates.

Despite of these limitations, researchers depend rather confidently on GCM

outputs in their local downscaling works for local predictions. Such confidences

may cause rather questionable local downscaling predictions on small scales.

However, according to Wilks [9] “in spite of the problems that plague current

GCMs, they are the best tool one has for projecting future changes in climate at a

regional level.” Nevertheless he suggests that the model results “should be treated

strictly as scenarios of possible future climate and not as predictions.”

Northern hemisphere atmospheric circulation shows different regimes related to

North Atlantic Oscillation (NAO). However, understanding of the processes that

generate NAO is not adequate for trust or not. The NAO effect extends up to Turkey

and additionally ENSO (El-Nino Southern Oscillation) causes variability, which is

obvious from unusually frequent El Nino transitions that have occurred in and

around 1976. Changes in large-scale atmospheric circulation as represented by

the ENSO and the NAO would further affect the occurrence of extreme events.

The early 1990s were notable for recurrent droughts and periods of intense rainfall

in the western Mediterranean and for extreme cold events and rainfall in the east.

Recent climatic extremes are linked with the exceptional behaviors of ENSO and

NAO. Record-breaking NAO values occurred in 1983, 1989, and 1990, while the

prolonged 1990–1995 ENSO event was the longest on record.

The outlook for precipitation is much less certain, but most projections point

to more precipitation in winter months and less in summer months over Turkey
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as a whole. A common feature of many projections shows a declining annual

precipitation over much of the Mediterranean region south of 40�N or 45�N.
Even areas with more precipitation may get drier than today due to increased

evaporation and changes in the seasonal distribution of rainfall and its intensity.

On the other hand, it is expected that the frequency and severity of droughts

could increase across Turkey. Changes in large-scale atmospheric circulation,

as represented by the ENSO and NAO could further affect the occurrence of

extreme events.

Many climate periods are nonlinear due to their nature and they cannot be

predicted by linear models. One of the major reasons that they are not linear is

due to the minor and sudden changes in the climate. This may show itself as a

transition in the form of rapid climate change. In order to differentiate such events

from the “extreme cases,” change should be continuous to a certain extent. Among

the conventional samples, there are transitions from one characteristic to another

either naturally or forcibly that are triggered by enforcements. This happens in the

nonlinear systems that have multiple balances [10]. Findings related to such

possibility of transitions are founded in the paleo-climate records [11]. They can

also be found in air patterns in today’s observations [12]. Mediterranean region and

Turkey are not intact from rising concentrations of greenhouse gases, which cause

warming similar in magnitude to the global increase.

GCMs are particularly weak in determining moisture and hence precipitation

availability. This is partly is due to the fact that potential evapotranspiration is not

properly assessed by GCMs as a result of crude treatment of the hydrological cycle

and partly because of the huge uncertainties over future precipitation. Despite of the

weakness of the GCM in determining moisture content, there is a high level of

consistency in model results for Turkey, with models showing an overall reduction

in summer moisture availability in response to rising concentrations of greenhouse

gases.

The main purpose of this research is to present a simple but effective downscal-

ing model that functions locally by translating the GCM outputs over Turkey into

local points. In the development of this downscaling model the spatial

characteristics are modeled by the spatial dependence function and the time scale

through the white Markov process.

5.2 Study Area and Data

Monthly precipitation data are used in this study from 1960 to 2006 in 299 stations

over Turkey as an observation data and GCM data of National Centre for Atmo-

spheric Research (NCAR). Figure 5.1 shows that the study area covers all Turkey,

which is located between 36�–42�N and 26�–45�E.
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5.3 Methodology

The structure of the proposed model is given through a set of short steps as follows.

1. Global circulation model (GCM): It constitutes dynamics base of the work and

the analytic formulations are given by Trenbert [14].

2. SRES scenarios: They take into consideration social, cultural, features in addi-

tion to economy, technology, energy variety demography, agriculture, and

environmental issues in local and global scales [4].

3. Downscaling model: GCM data are available at seven different centers (USA,

Canada, UK, Germany, Italy, Japan and Australia). These centers run global

modeling based on the previous two steps and the outputs are referred to as the

GCM results. The relevant outputs from GCM for Turkey are then treated with

the local statistical downscaling model by considering point cumulative semi-

variogram (PCSV) principles for spatial resolution as developed by Şen [15] and

the white Markov process (WMP) [16] is used for refining the serial dependence

function of the scenario data so as to match them with the historical data

structure.

4. Field models: Spatial transfer models have been used to make predictions at any

point in Turkey. These models are generated with the use of spatial dependence

function (SDF) [17].

The local model development and its joint operation with the GCM are presented

in Fig. 5.2.
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Fig. 5.1 Study area and National Centre for Atmospheric Research (NCAR)—node distribution [13]
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5.3.1 Spatial Dependence Function (SDF)

Space variability is a basic feature and very important in the physical sciences

[18]. Field variability theory is developed by Matheron [19, 20] and the basics of

this theory are suggested by a South African engineer, Krige [21]. The SDF is graph

shows the spatial dependence value that varies between 0 and 1 with distance on the

horizontal axis (see Fig. 5.3).

The distance between the starting point and the point closest to SDF is called the

“radius of influence” (R1 and R2). If the meteorological variable has small spatial

dependence then the radius of influence is also small. A circle with the radius of

influence is considered around any station and then the effect of each station that

remain within this area has weight coefficient, which can be obtained according to

distances of each station to the center pint. Finally, estimation is obtained according

to the Eq. (5.1) by multiplying the weight percentage with the recorded values at

respective station.

Fig. 5.2 Model flow diagram [13]
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VE ¼ 1

n

Xn

i¼1

ZT � Zið Þ2 (5.1)

Various functions are claimed by scientists in relation to the above mentioned

SDFs, but none of them is used in this work, because—they do not depend on actual

data. For instance, Gilchrist and Cressman [22] assumed that the SDFs of each

station should be in parabolic shape, so they have used a SDF, which is not obtained

from the data. Bergthorsson and Döös [23] tried to find a result by using the best

interpolation method following the initial estimations by Şen and Habib

[24]. Cressman [25] reduced the radius of influence from 1,500–750 km and then

to 500 km in order to obtain the best regional estimation. Unfortunately this method

is used in the dynamic downscaling software (such as RegCM) in order to facilitate

the spatial behavior process in downscaling. Barnes [26] has discovered a SDF,

which he claimed it to be similar to the Gauss curve and used it without making

references to actual data. All these methods are explained by Şen [27]. Goodin

et al. [28] and Koch et al. [29] have applied spatial methods for wind fields and

satellite image modeling and interpretations, respectively. However, deterministi-

cally proposed spatial dependence functions are suggested by Gandin [30, 31]

without consideration any data but on logical and rational bases.

The main idea in most of the optimization analysis is to assess the estimation in a

specific range as the weighted average of the randomly distributed fields. SDF

methodology suggested by Şen [27] is applied to 299 meteorology stations in

Turkey and different SDFs are obtained for each month and for each meteorology

variable at any given station. Figure 5.4 shows the SDFs for the months January and

June at one of the rainfall stations in Istanbul, Turkey.

For the calculation of SDF, a set of assumptions have been issued by Şen and

Öztopal [15, 32, 33]. Let, Zp represent the forecast variable and Zi, the meteorologi-

cal variables at location, i, with weight, Wi. In this case, the weighted average of

forecast can be written as follows.

ZP ¼
Xn

i¼1

Wi

WT

� �
Zi (5.2)
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SD
F

1

0
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Fig. 5.3 Theoretical SDFs [13]
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Where the sum of the weight averages is,

WT ¼ W1 þW2 þ � � � þWn (5.3)

Wi’s can be obtained from SDFs, as values between 0 and 1 according to the

distance.

5.3.2 White Markov Process (WMP)

There are many hydrological processes that have been used in order to make the

observed data as similar as possible to the artificial data (synthetic data in stochastic

hydrology or scenario data in climate change works). WMP differentiates from

classical temporal stochastic modeling works due to its two important features

[16]. It is simple and fast in terms of calculations and preserves the correlation

coefficient, ρ, which is the criteria of the short term dependency and the Hurst

coefficient, h, which is the criterion of the long-term dependency in the artificial

series. The WMP complies with the simple, fast and Gaussian processes developed

by Mandelbrot [34] to preserve the Hurst event.

WMP has two processes embedded to its structure, namely, first order Markov

process in addition to an independent (white noise) process. Hence, temporal auto-

correlation function can be formed freely with the combination of a process with

high level first degree correlation coefficient coupled with an independent process.
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Generally, to obtain the WMP, Zt, a white independent process, ηt, is added at β
level to the first degree Markov Process, Xt, as,

Zt ¼ Xt þ βηt (5.4)

The statistical structure of this process has been identified by Şen [16]. Particu-

larly the k-th degree dependency coefficient ρk can be expressed as,

ρk ¼ αρM
k (5.5)

Here, α represents the ratio of the standard deviation of white (independent)

process and first degree Markov processes, which leads to,

α ¼ 1= 1þ β2=σM2
� �

(5.6)

With substitution of the first order Markov process autocorrelation function as,

ρMk�1 at k-th lag in the correlation coefficient of the WMP the previous equation

turns into,

ρk ¼ ρρM
k�1 (5.7)

If short term synthetic data are generated then it is possible to preserve the Hurst

coefficient as greater than 0.5. So the WMP shows a simple, but effective approach

of the ARIMA (1, 0, 1) processes frequently used in hydrological studies [35]. In

order to determine this, many simulation works have been done by Şen [16] on

digital computers.

WMP has been employed in this paper as a regulator in the adaptation of the

GCM results to the observed data pattern. Left side of the Eq. (5.4) represents

the scaled (regulated) scenario data, Zt, the first term on the right side, Xt, is the

scenario data transferred to the measuring points with the downscaling through

the SDFs. Second term on the right includes the adjustments that can be made

for the adaptation of the downscaled scenario data in the same location. It is

observed that the inner dependencies of the scenario data are scaled but not

regulated more than observed data. Empirical auto-correlation functions are

observed to be similar to each other as the white noise (independent) process

(second term on the right side) is added to the scenario data in order to obtain

downscaled scenario data. Through the WMP, it is possible to reduce the serial

(temporal) dependency structure of the downscaled scenario data. Hence, it is

necessary to determine α (one of the parameters of WMP) in such a way that it

provides the harmony between the historical and downscaled scenario series.
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5.4 Application

All of the aforementioned methodologies are gathered under the umbrella of a local

software and the necessary calculations are obtained numerically and in the graphi-

cal forms for interpretations over Turkey. Similar downscaling structure can be

used in any part of the world provided that the basic GCM and local data sets are

available.

The prospects for precipitation over Turkey in a globally warming world are

highly uncertain due to the general weakness of GCMs in predicting regional

precipitation. Models offer conflicting evidence over how precipitation may change

on the average over Turkey.

Reliability analysis of the observed data has been performed for each station in

Turkey, and some of the past unreliable data is modified. In Fig. 5.5, probability

distribution function (PDF) of İstanbul station is given and it confirms with the

Gamma PDF.

In Fig. 5.6 frequency diagrams are given for observed and calculated monthly

rainfalls. It is seen that frequency diagrams resemble each other in terms of degree,

but details can be observed after comparisons.

1. While the distribution of the observation data is exponential (low rainfalls are

always larger) (Fig. 5.6a), it is understood that the rainfall distribution until 2050

confirms with the Gamma (Fig. 5.6b).
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2. Combination of the observation and scenario distributions helps to identify

drought rainfall in the downscale model scenario outputs and there is expected

increase in the next 50 years. The most dry seasons will not be the most frequent

one, but an increase in the frequency of the 50 mm monthly rainfall is expected

to occur.

3. While it is expected that the higher rainfall may occur more frequently (200 mm

and more).

4. According to the extractions from the previous graphs, it is estimated that the

rainfall in Turkey may not decrease dramatically, but the frequencies of the

drought and extreme rainfall may increase.

In Fig. 5.7, it has been checked if the scenario data up to 2050 confirm each other

on monthly basis in terms of the rainfall amounts.

Tendency of the observation and scenario monthly average rainfalls resembles

each other, although in winter season there is not a significance difference, but in

the summer season monthly averages of the scenario data are more frequent.

Figure 5.8 shows the monthly average standard deviation values obtained from

the observation and scenario data.

The most important feature of this model is that the correlations of the observa-

tion and scenario data should be similar to each other. In this study, after the

adaptation of the abovementioned monthly averages and standard deviations,

standard values are obtained from scenario and observation data. If the given

observation time series value is Xi, then the standard series xi is obtained by

calculating the average value of the original time series isX, and standard deviation

is SX,

xi ¼ Xi � X

SX
(5.8)
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When the monthly changes of the time and dependency coefficient of the

observation and scenario (generated) rainfall data in Fig. 5.9 are reviewed, it is

understood that those data are never in a harmony and the scenario data have always

more dependency coefficients than the observation data.

Physical meaning of this can be explained as when the variability over the

distances (such as 300 km) is accepted as constant then it causes a more dependent

result. In fact, past data records are affected even from the changes within the

5–10 km distances on the earth. Convective flows have also a role on that. For this

reason, it is expected that the observation-time dependency has less dependency,

and the results already confirm this. However, it is necessary that the scenario and

observation correlation functions should be adapted as to be close to each other.

To do this, “whitening” process is needed, which means that random compounds

should be added to the scenario data in order to get the scenario data closer to the

observation data correlation function. As the most important parameter of a random

variable is its standard deviation, random compounds with various standard

deviations should be added to the scenario data and this should be continued until

the sum of the squares of the errors of the differences between the correlation

functions is minimized.

After these settings, time correlation functions of the real data obtained from

the calculation of the observation and scenario data with regards to the Eq. (5.8) are

shown in Fig. 5.9. It is clearly seen that 12 month recurrent repetitions exist in the

monthly rainfall.
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5.5 Conclusions

Climate change studies are in progress towards better modeling directions so as to

predict future meteorological and consequent hydrological events in the future.

This paper presents an effective downscaling model for climate change impact

scenario expectations. The model has two distinctive parts that are integrated in a

harmonic manner for adjusting the estimations with local ground meteorology

records. The first part concentrates on spatial behavior of the meteorological

variables through an innovative spatial dependence function (SDF), which helps

to make predictions on point basis from Atmospheric Circulation Model grid points

to any desired point as spatial downscaling procedure. The second component is for

temporal adjustment through the white Markov process, which helps to adjust the

serial structure of scenario values indistinguishably from the measurements. The

couple of spatial downscaling and temporal adjustment provide the climate change

estimation procedure that is applied to precipitation data for replicates up to 2050

on monthly basis. Among the main findings are the possibilities of effective spatial

dependence preservation together with temporal structure according to observed

monthly precipitation series. It is found that the monthly values abide with the

Gamma probability distribution functions and the first order serial correlation

coefficient is sufficient for the downscaling methodology of this work. For Turkey,

the percentage of error between the climate change impact replicates and the

observations remain within the practically acceptable error limits of �10 % during

the same time period from 1970 to 2000.
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Chapter 6

Climate Change Expectations in the Next

Half Century of Turkey

Sevinc Sirdas, Zekâi Şen, and Ahmet Öztopal

Abstract Turkey as one of the mid-latitude countries in sub-tropical climate belt

of the world has a special location meteoro-hydrologically. Various air mass

movements display their impacts over Turkey’s air, weather, and climate situations

on a daily, monthly, or yearly base. Such a meteorologically interactive region is

expected to have climate change signature variations as a result of various air

movements in the future. A set of values from over three decades of observed

temperatures, records from two overlapping periods 1960–1990 and 1970–2000

based on the records from the 30 years in the past, are taken. The basic time

duration between 1960 and 1990 displays the actions as observed in the regular

time period in the world. This time is considered as a base to determine the state of

future temp changes. This study avoids statistical comparisons based on arithmetic

averages and standard deviations; instead it adopts a method of interpreting the

changes over the last three decades based on Special Report on Emissions Scenarios

for different time intervals (5-, 10-, and 50-year). In this work, after establishing a

special downscaling methodology, different General Climate Model results are

coupled with local variables and following the verification and validation with

measured data from almost 300 spatially distributed monthly temperature data, the

significance of climate change impact is presented with relevant interpretations.

The above explanations note that the greatest change in the last 40 years in terms of

temperature is more visible in the highest temperatures rather than the average and

lowest temperatures. Generally speaking, because the highest heats are observed in
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summer times (less rainfall month), one may conclude that there is rise in the

number of drought incidents in these times in Istanbul and different cities of

Turkey.

Keywords Climate change • Temperature • Precipitation • Runoff • Downscaling

• Scenario • SRES • Turkey

Nomenclature

ZP The meteorological variable to be estimated in the station

Zi The adjacent meteorological variable values

Wi The weight of the i-th station

WT The sum of the weight coefficients of all stations

VE The mean square errors

ZT Any estimate of the random distribution of a point

Greek Symbols

Σ Summation function

αi The weight coefficients

Acronyms

GCM General Circulation Model

SRES Special Report on Emissions Scenarios

IPCC Intergovernmental Panel on Climate Change

WMO World Meteorological Organization

UNESCO United Nations Educational, Scientific and Cultural Organization

IPCC-AR4 Intergovernmental Panel for Climate Change Assessment Report 4

EEA European Environment Agency

UNFCCC United Nations Framework Convention on Climate Change

CCIS Canadian Institute for Climate Studies

EH40PYC Max-Planck-Institute for Meteorology

HadCM Hadley Centre Coupled Model

NCAR National Center for Atmospheric Research

CCCMA Canadian Coupled Climate Model and Analysis

RDF Regional Dependence Function

CSV Cumulative Semi-Variogram

PCSV Point Cumulative Semi-Variogram

TAR WG3 Third Assessment Report Working Group 3

SCM Successive Corrections Method
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6.1 Introduction

Not only does climate play a role on present-day human activities, but also more

significantly and scientifically its future predictions are among the most desirable

elements so as to mitigate and to provide adaptive decisions, projects, plans,

necessary structures, and their right as well as adjusted operations in order to reduce

expected climate change impacts down to a safety minimal level. Water and food

security plans, human health improvements, environmental protections, and social

and economic affair are all related to climate change in the long run, but on the

present day weather effects in the short run. Climate changes as the long-run

average of weather patterns digest and refrain oscillation characteristics of weather

events, and hence extremes in terms of floods, droughts, and consistent decreases or

cuts disturb aforementioned activities more severely than weather events. It is,

therefore, necessary to care for climate change possibilities in the future in order to

sustain supportive agricultural products, water resource distribution and manage-

ment, and vegetative life, all of which support human life on the earth.

Intergovernmental Panel on Climate Change (IPCC) with Special Report on

Emissions Scenarios (SRES) [1 and 2] expresses the importance of future climate

change expectations on different regions and sectors and definite role of anthropo-

genic atmospheric pollution by increase of greenhouse gases in an unprecedented

rate, which must be offset for prosperous and sustainable future expectancies in

various walks of life.

Researchers on climate change may be classified broadly into two categories

depending on their data and material uses in their researches based on either past

meteorology records or future meteorological variabilities which are statistically

indistinguishable from the past records not only in stochastic sense but also and

more significantly in climate change aspect sense also. Herein, stochastic similarity

is the reflective pattern of future records in the future with the same characteristics

in terms of extreme events, floods, droughts, heat waves, etc. On the other hand,

future climate change replicates are not based on the past measurements stochasti-

cally only, but additionally climate change scenarios including population growth,

energy types, agriculture, environmental, and socio-economical expectations.

Hence, a climate change replicate of any future meteorology variable is not a sole

extension of meteorology time series into future.

Since 1900, precipitation decreased by over 5 % over much of the land bordering

the Mediterranean Sea, with the exception of the stretch from Tunisia through to

Libya where it increased slightly [3]. Within these overall trends, regular

alternations between wetter and drier periods are discernible. Records for both

the western Mediterranean and the Balkans indicate major moist periods sometime

during the periods1900–1920, 1930–1956, and 1968–1980 with intervening dry

periods [4].

IPCC Technical Paper on Climate Change and Water [5] has mentioned some

global warming effect on water resources of Turkey that is quoted here: “Increase in

annual runoff in the North by up to 30 % and decrease by up to 36 % in the South.
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Decrease in summer low flow by up to 80 %. Moreover decreasing drought risk in

N. Europe, increasing drought risk in W. and S. Europe. By 2070s, today’s 100-year

droughts are studied to return, on average, every 10 (or fewer) years in parts of

Spain and Portugal, western France, the Vistula Basin in Poland, and western

Turkey” [6–10].

According to research of Solomon et al. [11], the range of climate sensitivities in

climate models used for Intergovernmental Panel for Climate Change Assessment

Report 4 (IPCC-AR4) is suggested to be 2.1–4.4 K per CO2 doubling, or a warming

of 0.6–1.2 K/W m2 of forcing. However Knutti and Hegerl [12] showed that

observational studies have not pointed this range and the upper limit is particularly

challenging to estimate. Hannart et al. [13] and Baker and Roe [14] gave emphasis

to quote here that all feedbacks, and thus the calculated climate sensitivity, may

depend in a—largely unknown—nonlinear method on the state of the system before

perturbation (the “background climate state”) and on the type of forcing.

Jarvis et al. [15] mentioned in their paper that to avoid dangerous climate

change, the feedback links need to exist between climate change and societal

actions. They show that the global growth of new renewable sources of energy

post 1990 represents a climate–society feedback of ~0.25 % year�1 per degree

increase in global mean temperature. As they resulted that to achieve the outcomes

negotiated in Durban in 2011, society will have to become ~50 times more

responsive to global mean temperature change than it has been since 1990. In

addition Rohling et al. [16] find overlap in the 68 % probability envelopes that

implies equilibrium warming of 3.1–3.7 K for 2XCO2, equivalent to a fast feedback

(Charney) climate sensitivity between 0.8 and 1.0 K/W m2 even though the known

uncertainties associate with paleoclimate sensitivity calculations, and comparing

with two previous approaches. However they point out that “for longer, multi-

centennial projections, some of the slow feedbacks (namely vegetation-albedo and

aerosol feedbacks) may need further consideration.” According to their new

approach a broad selection of previously published estimates for the past 65 Myra

agrees on a best general estimate of 0.6–1.3 K/W m2, which agrees with IPCC-AR4

estimates for equilibrium climate sensitivity.

Recent research done by European Environment Agency (EEA) cited here that

the United Nations Framework Convention on Climate Change (UNFCCC) has

agreed to limit the increase in global mean temperature since preindustrial times to

less than 2 �C, in order to prevent the most severe impacts of climate change.

Current global actions to reduce greenhouse gas emissions (“mitigation”) are

insufficient to constrain the temperature increase to 2 �C, and global warming

could be well above 2 �C by 2100. Even if the 2 �C limit is kept, substantial impacts

on society, human health, and ecosystems are projected to occur. Adaptation to and

mitigation of climate change are therefore both needed. EEA’s report [17] confirms

that precipitation changes across Europe show more spatial and temporal variability

than temperature. Since the mid-twentieth century, annual precipitation has been

generally increasing across most of northern Europe, most notably in winter, but

decreasing in parts of southern Europe. Furthermore in Western Europe intense
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precipitation events have significantly contributed to the increase. There are no

widespread significant trends in the number of either consecutive dry or wet days

across Europe [17].

Turkey is self-sufficient as for the water resources and their future behavior

under different climate change scenarios must be assessed for sustainable develop-

ment. It is, therefore, necessary to develop local models for downscaling from the

General Circulation (Climate) Model (GCM) outputs down to local scales so as to

see what may happen in the future. For this purpose, a specific statistical downscal-

ing approach is developed and the results are presented in this chapter.

6.2 Background: Atmospheric Modeling and Downscaling

Atmospheric environment is crucial for designing the livable world for next

generation. Starting point of numerical weather prediction is related to forecasting

weather in advance at wartime. Long-term and medium-range weather forecasting

is parallel to the development of computers and subsequently around 107

calculations should be done at each grid point. Atmospheric models are mainly

classified hydrostatic and non-hydrostatic which are solving dynamic and physical

nonlinear partial differential equations by using numerical methods.

Model simulations cover a range of possibilities for future including idealized

emission or concentration assumptions. These include SRES illustrative marker

scenarios for the 2000–2100 period and model experiments with greenhouse gases

and aerosol concentrations held constant after year 2000 or 2100. Global Climate

Models used these scenarios to reveal significant impacts on food, water, energy,

terrestrial biodiversity and ecosystem, agriculture, forests and forestry, and human

health. Non-hydrostatic climate and medium-range numerical weather prediction

models solve dynamical and physical equations by using numerical methods at each

grid point. Downscaling methodology supplies derived atmospheric variables for

every grid and station point as well. Objective analysis transfers values from

gridded points to stations or inverse. Successive corrections methods (SCM) such

as Cressman or Barnes schemes calculate variables depending on the distance

between grid and station. In the SCM, the field variables are modified by the

observations in an iterative manner. A pass is made through every grid point,

updating the variable at each grid point based on first guess field and the

observations surrounding that grid point. After one pass is made through the

domain, another pass is made, again modifying the field at each grid point based

on the observations surrounding the grid point [18]. The most common least squares

method of data assimilation has been optimal interpolation (OI). Least squares

methods differ from successive correction methods and nudging methods in that the

observations are weighted according to some known or estimated statistics regard-

ing their errors, rather than just by empirical values. Thus, observations from

different sources can be weighted differently based on known instrument and
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other errors [18]. In SCM the influence of the observations is determined empiri-

cally, without considering the error statistics of the observations or the background.

In optimal interpolation, the influence of the observations on the analysis is related

to how large or small the errors in the observations are likely to be.

Modelers and researchers need to calculate the effect of global climate as to how

it is going to shape the local environment. Having available information at grid and

station level can show very apparent future climate expectations.

6.3 Study Area and Climate

Turkey, including rugged mountains of Anatolian Peninsula in southeastern Asia

and east Thrace Peninsula in the southeastern Europe, is subject to different air

mass movements from North Atlantic through Europe, Sahara reservoir extension

from Africa, Siberian cold reservoir from north and Central Asia, and Arabian

Peninsula air movement through Basra depending on seasons (Fig. 6.1).

The impacts may also be in long terms such as within a decade. In general,

considering that the climate situation is of two options—summer and winter—

Turkey experiences hot and moderate equator-originated climate in summer and is

affected by cold and continental air circulations originated in the Arctic pole in

winter. The continental air from the Siberian direction in winter is cold and dry and

for this reason, it causes fog and cool weather. When it arrives at the Black Sea

region, the dry air is replaced by humid air and for this reason, it elevates after

hitting the Northern Mountains along the Black Sea terrain; this is why altitude-

difference (orographic) rainfalls occur in West and East Black Sea regions. Differ-

ent climatic types rule in Turkey, which is surrounded by sea in three parts and

located between the warm climatic line in the south (below 38�N latitude) and

sub-tropical lines (above 38�N latitude) in the north. It is possible to classify these

in four items as three are of the climatic types over the Black Sea, Aegean,

and Mediterranean Seas under the influence of the sea weather. The other is

the continental climatic region affecting the East, Southeast, and Central Anatolia

on the Asian side as well as the internal parts of Thrace on the European part

of Turkey.

Atlantic Ocean-borne continental weather arrives in Turkey over Europe and

Balkan Peninsula and it causes unstable rainfalls and snow in the inlands of Thrace

and rainfall in shores in winter. The same air movement slides to the south, where it

becomes more influential in terms of rainfall due to greater humidity. Conse-

quently, increase in the rainfalls is observed in Toros Mountains behind the

Mediterranean coastal line. The continental weather movements from Northern

Africa in summer and the air movements from the north create frontal rainfall

occurrences that collide around Turkey. The movement of dusts from the Sahara

deserts of Africa leads to greater amount of rainfalls. On the other hand, typical
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December–February cyclones also affect Turkey. The cyclones in central latitudes

are not frequent in June–October period. However, a strong upward-level line may

lead to abnormal rainfalls in Turkey and Northern Iran.

The primary cyclone direction passes through the East Mediterranean. The two

cyclone directions are related to the cold fronts of Cyprus and South Europe. This

applies to the cyclones passing through Basra Gulf and the Fertile Crescent

(Mesopotamia) [19]. Central and southeast Anatolian regions are drought areas

because of the influence of the dry air movements. The main physical geographical

impacts affecting Turkey in terms of rainfall are as follows:

• Black Sea and Mediterranean basins

• High mountainous terrains in west–east direction in the north and south

• High Anatolian Plato that exceeds 1,100 m altitude

• Air movements carrying humid that causes fertile rainfalls from Atlas Ocean to

Turkey

Deep valleys in the southern edges of the Black Sea Mountains and small and

low plateau on the Toros Mountains are dry and semidry areas. It is known that the
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Fig. 6.1 Air circulations coming to Turkey [43]

6 Climate Change Expectations in the Next Half Century of Turkey 109



maritime-polar air movements carried by the northern and northwestern air

movements cause strong rainfalls in the northern and western parts of Turkey in

winters and early springs. Places with slight amount of rainfalls emerge in the

southern parts and mountainous terrains of the West Black Sea region.

The emergence, magnitude, and ending of the dry conditions in Turkey

display some differences from one region to another. In terms of the dry cycle

time, it is possible to make the following statements on the aspects of different

regions [20, 21]:

• The duration of the dry cycle is the longest with 6–7 months in Southeast

Anatolia, Mediterranean, and Aegean shores as well as in the central parts of

Central Anatolia. This is also the case with the low-altitude places including

Igdir and Van (see Fig. 6.1).

• The Central Anatolian region, Marmara, and the southern parts of East Anatolia

display a 5 or 6 months long dry period.

• The dry cycle in the northern side of Eastern Anatolia, the slight rainy parts of

East Black Sea, and the shores of the Western Black Sea is 2–4 months.

• The only place with no dry period is the rainy parts of East Black Sea [22].

The gravity and duration of the need for irrigation in various regions in Turkey

depend on the amount of water shortage and dry cycle periods as outlined above.

The previous paragraph reviews the need for water, water shortage, and the gravity

and duration of the drought with reference to the average values. However, they

display significant differences from one year to another. Rainfall impact is closely

related to the correlation between the need for water and the amount of rainfall.

Essentially, need for water is a function of the heat. The rainfall effect varies

depending on the heat and the annual changes in the rainfall. The monthly changes

in the rainfalls are rare in our country. The monthly change between the periods

April and December never exceeds 0.7–0.8 �C. This becomes 1.5–2.5 �C in

the period between December and April. The winter period is relatively shorter.

The deviations in this period do not cause any significant change in the amount of

water needed. The impact of the positive deviations remains limited. Under these

conditions, the greatest role in terms of water shortage in Turkey should be

sought in the deviations in the distribution of these depending on time and place.

In general, in years where the rainfall amounts significantly decline, the entire

country suffers from a shortage of water or drought. Such a case took place in 1928

and 1932. In these years, the water shortage was deeply felt in the country but the

rainfall effect lost impact. As a result of this, Central Anatolia and partially

Çukurova fell into the domination of a desert climate. During this time, Southeast

Anatolia became natural part of Syrian Desert. At the same time, dry conditions

have become influential in Trachea, Southern Aegean, and East Anatolia. Only

Black Sea and southwest Mediterranean remained outside of the dry conditions.

Hydrological and meteorological drought analysis of Turkey’s overall are presented

and also the aim of this study is presented in the drought management plan for

Ankara [23].
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6.4 Methodology and Data

6.4.1 SRES Scenario Models

Scenario modeling methods established jointly by the World Meteorological Orga-

nization (WMO) and the United Nations Educational, Scientific and Cultural

Organization (UNESCO) and IPCC, as defined in the various SRES are used all

over the world. Especially in the form of suspension in 2000 [24], the IPCC

emissions of greenhouse gases on the basis of production and to explore future

developments in the SRES scenarios may be developed in the atmospheric envi-

ronment. In doing so, the following terminology had taken on global climate

models besides summarized in Table 6.1.

1. Story line: A set of verbal scenarios describing designs. The main scenario

characteristics and dynamics with different effective relationship between the

variables explain in detail.

2. Scenario: In open story lines of logic and potential prediction of the future.

3. Scenario team: The same population (demographic), the political, socioeco-

nomic, and technological history appears by bringing together the lines.

These scenarios are taking into consideration the effects of climate change for

demographic, economic growth, industry developments, and technologies of Tur-

key used in the next 50 years. The climate change scenario simulation data centers

were found to be reliable around the world. It has been agreed upon that utilizing

scenario data sets obtained from four scenario simulation data centers, which were

selected according to distance from Turkey (ranged from closest to farthest), would

be more favorable than making use of only one model center. For this reason,

studies have been made using the data of the following four centers producing that

scenarios:

(a) EH40PYC (Max-Planck-Institute for Meteorology, Germany)

(b) HadCM (Hadley Centre Coupled Model, England)

Table 6.1 The four SRES scenario familiesa

Fourth assessment report More economic focus More environmental focus

Globalization (homogeneous

world)

A1
Rapid economic growth

(groups: A1T; A1B; A1Fl)

1.4–6.4 �C

B1
Global environmental

sustainability

1.1–2.9 �C
Regionalization (heteroge-

neous world)

A2
Regionally oriented economic

development

2.0–5.4 �C

B2
Local environmental

sustainability

1.4–3.8 �C
aStandard Reports on Emission Scenarios (SRES) [1, 2 and 24, 25] have studied global average

surface warming until 2100 (according to Canadian Institute for Climate Studies, CCIS study)

6 Climate Change Expectations in the Next Half Century of Turkey 111



(c) NCAR (National Center for Atmospheric Research, USA)

(d) CCCMA (Canadian Coupled Climate Model and Analysis, Canada)

In the following Table 6.2, it is possible to obtain from each of the SRES

scenario places the data indicated with “X.” Here it is concluded that each SRES

scenario was not found in all centers.

According to the given list 11 scenarios are selected in this study. Their http

address and web site are listed here [44–47]:

(a) Max Planck Institute fur Meteorologie

http://www.mpimet.mpg.de/en/home.html

(b) Hadley Centre for Climate Prediction and Research

http://www.metoffice.gov.uk/research/hadleycentre/

(c) National Centre for Atmospheric Research

http://www.ncar.ucar.edu/

(d) Canadian Center for Climate Modeling and Analysis

http://www.cccma.ec.gc.ca/eng_index.shtml

6.4.2 Downscaling Method

As for the methodology statistical downscaling procedure is employed as developed

specially for the climate change over Turkey [26, 27]. In order to determine rainfall

amount of the each meteorological station two stages are required. The first of these

involves the calculation ofRegionalDependenceFunction (RDF). Such a function is
an indication of regional dependence which displays connection between the fixed

station and all station records. It gives the relationship between distance and regional

autocorrelation coefficient [26]. Logically, the distance decreases are expected to

decrease regional dependency. Each meteorological variable and every month (time

period) are different for RDF. The used approaches for calculation are developed by

Sen [27–30]. In general, any downscaling process according to the average weighted

scaling is donewith the following equation. Here ZP is themeteorological variable to

be estimated in the station, Zi, i ¼ 1, 2, n, which shows adjacent meteorological

variable values, and αi also displays the weight coefficients:

Table 6.2 Climate centers

and their scenario types

used in the study

Scenarios

Centers A1B A2 A2B A2C B2

NCAR X X – – X

EH40PYC – X – – X

HadCM – X X X X

CCCMA – X – – X
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ZP ¼
Xn

i¼1

αiZi (6.1)

The weight percentages decreased with increasing distance, and the general

behavior of each station is based on time period (day, month, and year) and weather

condition variable. With the following expression it is possible to specify explicitly

in terms of the percentage of weights:

ZP ¼
Xn

i¼1

Wi

WT

� �
Zi (6.2)

where Wi is the weight of the i-th station to indicate that the sum of the weight

coefficients of all stations written in the below form:

WT ¼ W1 þW2 þ � � � þWn (6.3)

Wi values are obtained by RDF in this study. RDF is the value in the range of

0–1. Thus, the general state of RDF will be resembled within the curves shown in

Fig. 6.2 wherein A, B, and C are shown in different RDF. In practice, the forms of

A or B are the most frequent.

The distance between the start point and the value of RDF very close to zero is

called the radius of influence. These variables are independent of direction (isotro-

pic), and the radius of influence is equal in all directions. Thus, the distance of the

radius of influence affects the area that accepts this circular. The number of stations

used in this study is 299.

RDFs are obtained for the weight coefficients similar to Fig. 6.7. With this

weight percentages of the values recorded in each station by multiplying the

estimated value are obtained according to Eq. (6.2).

Gilchrist and Cressman [31] assumed that RDF of each station needs to be in the

form of a parabola function, and thus has not been obtained from the data used in an

RDF. After the initial guess values are refreshed using the interpolation method

recursively to obtain the best result [32, 33]. Cressman [34] tried to capture the best
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Fig. 6.2 Theoretical RDF functions [43]
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regional forecasts by reducing the radii of influence to 1,500, 750, and 500 km

successively. In addition, until 1979, all existing methods of rational mutual

comparative reviews were provided by Goodin et al. [35]. Besides, some studies

are done by using Barnes method in software such as that of Koch et al. [36].

According to studies made by [32] and [37] “the problem of RDF based on

simple inverse distance is the recordings made according to each other’s regional

dependence not to be considered.” For example, the two points at the same distance

from a node have given the same weight value from where they have been ignored

even if the records are not close to each other.

6.4.3 Point Cumulative Semi-variogram Models

Data that is received from various centers of approximately equal intervals of

250–400 km built a regular network node points (Figs. 6.3, 6.4, 6.5, and 6.6).

However, it is not rational to use coarse scale for water- related studies. First of all

this data must be downscaled to dense grid networks. In this study, RDF obtained

from available data will be used. The fundamental of regional dependence function

is developed by Sen [27, 29] as cumulative semi-variogram (CSV) and point

cumulative semi-variogram (PCSV) methods.

The average of squares of errors can be reduced minimum value easily such as

the best least square method with following equation:

VE ¼ 1

n

Xn

i¼1

ZT � Zið Þ2 (6.4)

The main idea of most optimization analysis is estimate of any point which

scattered randomly considered as the weighted average of the values in the forecast

fields. The RDF calculation method described in detail by Sen [26] is applied to

299 meteorological stations. Here, for each station weather variables are obtained

separately from the RDFs. Accordingly, a total number of 17,940 RDFs were

obtained from 299 (station) � 12 (months) � 5 (variable). The sample of RDF is

given in Fig. 6.7.

In this way, the RDFs are obtained for the best curve by applying the genetic

algorithm methods in Fig. 6.8.

If we look at the graph in Fig. 6.8, while blue (diamond shape) refers to PSV

values, the pink (square) shows Barnes [38] function trained with the genetic

algorithm (x-axis is the standardized distance and y-axis is the weight coefficient).

The fixed station has the distance “0” and weight coefficient “1” from PCSV; thus

the graph shows the RDF of that station. As a result, the climate change data of each

station are obtained with the node points value moved to the stations by using

Barnes function trained with the genetic algorithms.
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Fig. 6.3 National Center for Atmospheric Research—NCAR distribution of nodes [43]

Fig. 6.4 HadleyCentre forClimate Prediction andResearch—HADCM3distribution of nodes [43]

Fig. 6.5 Max Planck Institut fur Meteorologie—EH4OPYC distribution of nodes [43]
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Fig. 6.6 Canadian Center for Climate Modeling and Analysis—CCCMA distribution of nodes

[43]
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6.5 Results and Discussions

6.5.1 Future Temperature Prediction Data

To obtain a set of values from over three decades of observed temperatures, records

from two overlapping periods 1960–1990 and 1970–2000 based on the records

from the 30 years in the past are taken. The arithmetic average based on these

values, standard deviations, and trend values provide insights into the way of

actions of the temperature climate component. The basic time duration between

1960 and 1990 displays the actions as observed in the regular time period in the

world. This time is considered as a base to determine the state of future temp

changes.

Before comparison with the scenario forecasts, it is useful to investigate the

forms of changes and trends in terms of time and location in climate by reliance on

comparison with the temperature actions as observed in the four decades between

1960 and 2000. Figure 6.9 shows the form of temperature changes in 30 years from

the period between 1960 and 1990. Here, the upward triangles refer to increases,

whereas the downward triangles point to declines. Accordingly, in terms of largest

monthly temperatures, the temperature increases in Istanbul and nearby towns have

been observed.

Before comparison with the scenario predictions to be given here, by compari-

son of the situations observed in the temperature actions in the last 40 years of the

twentieth century, it is useful to locate the trends in terms of time and location.

Figure 6.9a provides information on the declines in the temperatures in terms of

highest monthly temperatures in Istanbul between 1960 and 1990.

In terms of average temps, at the same regular time period, despite declines in

Asian part of Istanbul, European part displays some increase (Fig. 6.9b). There is no

significant change in interior parts. The changes appeared in shores of Turkey. In

Ankara, temperature trends show some increases, whereas the lake regions (the city

of Isparta and the nearby towns) appear to have shown some declines in temps.

Figure 6.9c shows that the temperature trends of lowest temperatures in regular

period of time appear in the coastal regions in Turkey, also confirming that there has

been no significant change in interior parts. In face of increased trends in European

parts, the Asian part (Kocaeli peninsula) of the city showed some decline trend in

the lowest temperatures.

Based on the past observations, a second regular period of time is defined

between 1970 and 2000 (Fig. 6.10). Internationally insignificant, this period is

important as it shows the type of the change in temperature actions. During this

regular period, it becomes evident that greater temperatures have become wide-

spread in Turkey after comparison with the situation in Fig. 6.9a. Except in the

entire Black Sea and Central Anatolia temperature increases are observed in all

others. The points to be underlined include the following:
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Fig. 6.9 Temperature trends 1960–1990: (a) highest, (b) average, (c) lowest [43]
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Fig. 6.10 (a) Largest, (b) average, (c) smallest temperature trends between 1970 and 2000 [43]
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• Between 1970 and 2000, Thrace, Aegean, Mediterranean, and Southern Anatolia

have become hotter.

• Temperature increases have become more influential in Istanbul and its

surrounding.

• The Euphrates River region has become hotter in terms of highest temps. This

means that the snows in this region will melt down earlier than usual.

Figure 6.10 shows that declines are observed in shores in terms of average

temperatures. It appears that the declines are greater than those observed in

1960–1990 period. The temperatures declined further in Istanbul as depicted in

Fig. 6.10c that gives details for the change in the entire Turkey in terms of lowest

temperatures in 1970–2000 period compared to the values and figures from

Fig. 6.9c.

The above explanations note that the greatest change in the last 40 years in terms

of temperature is more visible in the highest temperatures rather than the average

and lowest temperatures. Generally speaking, because the highest heats are

observed in summer times (less rainfall month), one may conclude that there is

rise in the number of drought incidents in these times in Istanbul.

6.5.2 Impact of Global Warming on Turkey

It is extremely useful to consider the proper measures to be taken to effectively

address the issue of climate change with particular reference to its impacts upon the

water resources of the city of Istanbul and devise an action plan based on the

relevant findings. Planning studies based on proper assessments may be done by

relying on scientific methods considering the global and local climate-hydrology

and -meteorology models. The modeling studies focusing on the city of Istanbul

will serve as a general model for the entire Turkey.

Continental and water ecosystems as well as socioeconomic systems (agricul-

ture, forestry, and fishery and water resources) are key to the human development

and prosperity and responsive to the climatic changes. A 1 �C increase in global

warmth may lead to serious changes that could affect the ability of the forests in

regional climates to expand and rejuvenate. In many cases, these changes may

destroy the functions and biological diversity of the forests in moderate and

subtropical lines where Turkey is located. Depending on the doubling of the

equal CO2 amounts in the atmosphere, as a result of the probable changes in

temperature and water amounts, a substantial part of the forests in the world and

the plant habitats will be seriously affected due to growing impact of wildfires.

A 1–3.5 �C increase in the global warmth will take the current temperature lines to

the polar areas of the world in the next century by 200–250 km and increase the

level of equal temperature curves by 700–750 m [27].

Geographically speaking, Turkey has relatively hot regions in the south; this

means that in case of a 1 �C increase in the overall warmth of the globe, these parts
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will be most affected. The probable repercussion of this will be the spread of

drought and arid lands through the north of Turkey (Fig. 6.11).

In the aftermath of such a possibility, Turkey will have to deal with a number of

problems including excessive rainfall, leakages, humidity, evaporation, and

changes in the storage capacity and hydrologic cycle. Such a shift will also decrease

the amount of snowfall, causing visible decline in the amount of water resources in

the country. In light of these approaching dangers, it is essential to consider proper

measures and devise comprehensive scenarios that consider these possibilities and

that enable us to think about joint operation of artificial water resources including

dams. Devising such measures will also entail social and economic benefits in the

long term.

Global warming impacts are becoming more visible in the atmosphere and that

which is created by the greenhouse effect has become more visible since 1980s and

made a peak in 1990s (Fig. 6.12). During the period since 1860 when the reliable

observation tools and devices were first used, in 1998, for both northern and

southern hemispheres, the temperatures became the highest in terms of annual

average surface heats. This is the case with the globe and the hemispheres.

In other words, a record of the highest temperature was broken in 1998 in terms

of both global and hemispheric results. Compared to the 1961–1990 climatologic

normal values, the period itself becomes the hottest. It was concluded that the

annual average surface temperature was 0.57 �C hotter than the normal in the globe

in 1998 [39]. The hottest year before this was 1997 [40, 41].

Turkey will particularly suffer from lack of water resources, wildfires, droughts,

and desertification due to the climate change and global warming as well as

ecological deterioration in connection with such incidents. The targeted amount

of water consumption based on the studies developed by the relevant public offices

and institutions responsible for water affairs and use of water resources by the end

of 2000 is 39.3 billion cubic meters. Moreover 29.3 billion cubic meter (75 %) is
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used for irrigation whereas 5.8 billion cubic meter (15 %) for potable water and

4.2 billion cubic meter (10 %) for industrial water usages. 2.1 billion cubic meter

out of the underground waters in this amount is used in irrigation whereas 1.9 billion

cubic meter as potable water and 2.0 billion cubic meter for industrial purposes

(Table 6.3). For this reason, it is among the countries under risk [2].

Depending on the increased amount of greenhouse gases in the atmosphere, a

climate change in the years to come will have the following impacts upon Turkey’s

environment and socioeconomic structure given below to emphasize significant

expectations which are defined by Türkeş [42].

• Depending on the duration and magnitude of the hot and dry cycle, the wildfires

will become a more eminent problem.
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Fig. 6.12 Global average temperature differences between 1856 and 2004 based on the data

between 1960 and 1990 for the global average temperatures [2]

Table 6.3 The actual water usage up to 2000 in Turkey and the development of probable water

usage by 2030

Year

Total

water use

(�106 m3)

Development

(%)

Water use

Irrigation

Drinking-

domestic use Industry

(�103 m3) (%) (�103 m3) (%) (�103 m3) (%)

1990 30,600 28 22,016 72 5,141 17 3,443 11

1999 38,900 35 29,200 75 5,700 10 4,000 11

2000 39,300 36 29,300 75 5,800 15 4,200 10

2030 110,000 100 71,500 65 25,300 23 13,200 12

122 S. Sirdas et al.



• The agricultural product potential may be changed (this change may vary

according to the regional and seasonal differences).

• Climate lines will move from the Ecuador line to the poles by hundreds of

kilometers. As a result of this, Turkey will be affected by a drier and hotter

climate line dominant in the Middle East and Northern Africa. The plants and

insects unable to adapt to these changes will be eliminated.

• Natural continental ecosystems and agricultural production systems will be

negatively affected by the changes in the number of harmful diseases.

• The human pressure over vulnerable mountains, valleys, and canyons will

become more visible.

• The problems in the dry and semidry areas as well as the water resources of

Turkey will become more imminent. The need for agricultural and potable water

will become graver.

• In terms of the climate self-natural changeability, the greatest pressure over

water resources in Turkey will be felt in the seasons where weather anomalies

cause further rainfalls of the Mediterranean climate. For this reason, a negative

change in drought risk will increase the impact of the climate change over

agriculture.

• In addition to the expansion of the dry and semidry lands, the gravity of the

summer drought will be more visible; desertification and greater saltiness will

deteriorate the erosion.

• The increases in the statistical distribution and the growing number of hot days

(for instance, the tropical days) will affect negatively the human health and

biological productivity.

• Due to the contribution of the urban temperature, particularly in the metropolitan

cities, night temperature will significantly increase, leading to greater amount of

energy consumption for cooling purposes.

• Infections to be caused by changes in the water availability as well as heat stress

will deteriorate the overall state of human health in urban cities.

• While the impacts of the climate change over wind and sun and other renewable

energy sources will vary from one region to another, the wind frequency and

strength will be subjected to remarkable changes.

• In sea flows and sea ecosystems as well as fishery zones, some changes will

occur to cause socioeconomic problems in terms of their consequences.

• Depending on the increase in sea level, densely populated areas of Turkey may

be subjected to floods and excessive water inflow.

• Changes in the abilities of the forests and seas to hold CO2 will weaken the

natural houses and sinks.

• The lands covered by seasonal snow and permanent snow and ice as well as the

duration of icing may shrink.

• The change in the timing and volume of the flow due to melting of the snow may

negatively affect the water resources, agriculture, transportation, and tourism

(recreation) sectors.
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6.6 Conclusions

This study has shown that climate change may lead to some negative impacts in

Turkey’s vulnerable areas in terms of desertification from Central Anatolia, South-

east Anatolia, and Aegean to Mediterranean regions in terms of forestry and water

resources. In recent years, the primary reason for the collective elimination of trees

and deforestation in Turkey as well as spread of harmful insects has been drought,

air pollution, and acid rains. During the period between 1993 and 1994, two

millions trees were cut down due to insect influence. In addition, depending on

the dry conditions influential over the Mediterranean Basin starting from 1970s, the

trees are turned into dry in massive scale in Aegean and Mediterranean regions.

In addition, the weakening of the trees affects the resistance of the forests against

the storms, snow, hurricane, avalanche, and other similar natural disasters; as a

result of this, the amount of cut and hurt trees increases, and this makes the forest

more vulnerable to other harms and dangers. These negative impacts also affect the

forest biological diversity, gene reserves, and carbon holding capacities.

Heavy rains are observed in the Black Sea parts of the study area. The air

movement moving from the North Adriatic Sea to Black Sea causes a drop in the

pressure and inclement weather in fall and winter times. This area is under

the influence of the Mediterranean climate type modified under the conditions of

the Black Sea and Marmara Sea effects in summer times. As a natural outcome

of this, summer times are not heavily hot nor are the winter times severely cold.

In addition, the impact of the seawater mass as well as the land is visibly observed.

For instance, starting from the Black Sea shores through some certain hills in the

south, the rainfall amounts became visibly higher and heavier due to altitude

difference. As a result of this, the springs in the Black Sea carry surface flows to

the sea. The sequence of the high hills along the shores hinders the contact with the

inlands. For this reason, local and occasional rainfalls are frequently observed as a

result of the elevation of the humid air to the sides of these hills.

In the work site, the average air temperature is 14 �C. The number of days

experiencing subzero temperatures is pretty small. Starting from March, the aver-

age monthly temperatures rise up whereas they start to decline after August. The

humidity changes in the region range between 50 and 85 %. The average relative

humidity is 73 %. The average humidity amount in different seasons displays a

uniform situation and offers an emission of 75 %.

The dominant wind direction in the west side of the study site is north and

northeast. During the period between November and April, the number of winding

from the south increases. Significant increase is observed in the number of south-

west winds in December and January.

The solar time is greater in summer times in this area. The average daily sunning

time in July and August is 11–12 h where evaporation is also visibly higher. In

winter times, however, this declines to 3–4 h and for this reason, it ends without
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causing evaporation of the water. In general, it has been found out that regions such

as the Mediterranean region are more sensitive and vulnerable to climate change.

As a country in the aforementioned region, Turkey needs to be prepared for

inevitable severe weather and extreme climate conditions.
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Chapter 7

Environmental Pollution by Organic

Contaminants as the Contributors

of the Global Warming

Jelena Radonić, Maja Turk-Sekulić, and Mirjana Vojinović-Miloradov

Abstract Because they contain black carbon as the UV-absorbing component, soot

particles are regarded as contributing significantly to global warming. They are

released to ambient air during the burning of solid, liquid, and gaseous fuels—coal

and petroleum in particular. Concurrently with soot, polycyclic aromatic

hydrocarbons (PAHs) are formed as the by-products of the incomplete combustion

of organic matter. A correlation between concentration levels of PAHs in atmo-

spheric particles and soot content is detected, given PAHs’ high affinity for

carbonaceous materials and strong sorption to soot particles. Therefore, it can be

assumed that sorption to the soot particles governs the gas–particle partition process

of polycyclic aromatic hydrocarbons in ambient air. The main objective of the

chapter is to estimate the gas–particle partition of PAHs using the soot–air partition

coefficient (KSA) within the model proposed by Dachs–Eisenreich and to compare

the modeled values with results obtained from the field measurements. Air sam-

pling campaign is performed during the early summer period at six selected urban

and industrial localities in Vojvodina (Serbia), using the high-volume ambient air

samplers. For each sampling period, one quartz fiber filter (GF) and two polyure-

thane foam filters are used. Contemporary usage of both types of sampling medium

has enabled the simultaneous collection of suspended particles and gaseous phase

of PAHs. Samples are analyzed using GC-MS instrument (HP 6890–HP 5972)

supplied with a J&W Scientific fused silica column DB-5MS. The statistical

analysis is performed using Statistica 10. The modeled values obtained using the

Dachs–Eisenreich approach are in reasonable agreement with results from the field

measurement and, consequently, confirm that soot–air partition coefficient can be

used as prediction parameter of the gas–particle partitioning processes for PAHs.
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Nomenclature

ϕ Particle-bound fraction (%)

ΔHvap Heat of evaporation (kJ∙mol�1)

ρoct Octanol density (kg/dm3)

ΔSvap Evaporation entropy (kJ∙mol�1∙K�1)

aAC Specific surface area of the activated carbon (m2∙g�1)

aEC Specific surface area of the elemental carbon (m2∙g�1)

c Constant depending on the substance’s molecular weight and heat of

condensation (Pa∙cm)

CG The gas-phase concentration (ng∙m�3 of air)

CP Concentration of the compound on particles (ng/μg of particles)

fEC Fractions of elemental carbon in aerosol (gEC/gTSP)

fOM Organic fraction of the aerosol (gOM/gTSP)

H0 Henry constant (�)

KOA Octanol/air partition coefficient (�)

Kp Gas–particle partition coefficient (m3∙μg�1)

KSA Soot/air partition coefficient (dm3∙kg�1)

KSW Soot/water partition coefficient (dm3∙kg�1)

MOM Molecular weight of the organic matter (g∙mol�1)

pL
0 Sub-cooled liquid vapor pressure (Pa)

T Absolute temperature (K)

TSP Concentration of suspended particles in the ambient air (μg∙m�3)

γOM The activity coefficient of the organic film (�)

θ Particles’ surface (m2∙m�3)

Acronyms

BC Black carbon

GC-MS Gas chromatography-mass spectroscopy

LRT Long-range transport

NATO North Atlantic Treaty Organization

OC Organic carbon

PAHs Polycyclic aromatic hydrocarbons

PUF Polyurethane foam filters

SVOCs Semivolatile organic carbon species

UNEP United Nations Environment Programme

UV Ultraviolet

VOCs Volatile organic carbon species
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7.1 Introduction

Soot aerosols are released to atmosphere during the biomass burning and incom-

plete combustion of solid, liquid, and gaseous fuels—coal and petroleum, in

particular. After getting into the air, they coagulate into larger clusters, get coated

by other chemicals, and react with surrounding particles and gases in the atmo-

sphere [1, 2]. Warming the atmosphere, darkening snow when it is deposited, and

influencing cloud formation, ubiquitous soot particles—because they contain black

carbon (BC) as the UV-absorbing component—have significant climate impact.

BC-containing atmospheric particles can have a warming or a cooling effect on

climate, depending on the albedo of the underlying surface relative to the albedo of

the BC haze itself. The albedo of the haze depends on what other chemical species

are present in the particles, their relative amounts, and whether they primarily

scatter or absorb light [2]. The composition of soot particles predominantly depends

on the type of combustion material. For example, combustion of fossil fuel results

in emissions of BC and organic carbon, OC, with a relatively high ratio of BC mass

concentration to mass concentration of OC. On the other hand, combustion of

biomass also results in the emission of BC and OC, but with a lower ratio of BC

to OC [2]. Combustion of fossil fuel and biomass also emits other particulate and

gas-phase species including potassium, SO2, NOx, CO2, as well as volatile (VOCs)

and semivolatile organic carbon species (SVOCs).

As the by-products during the processes of incomplete combustion of all types of

organic matter (including biomass and fossil fuels), polycyclic aromatic

hydrocarbons (PAHs) are formed concurrently with soot particles. The highest

concentrations of PAHs are detected in the vicinity of large industrial sites, busy

roads, and areas heated by domestically burning coal and wood. Primarily, PAHs

are emitted into the atmosphere and are mostly sorbed to particulate matter.

However, PAHs are also present in the gaseous phase. PAHs that have two or

three rings (naphthalene, acenaphthene, anthracene, fluorene, and phenanthrene)

are present in air, predominantly in the vapor phase. By contrast, PAHs that have

four rings (fluoranthene, pyrene, benz(a)anthracene, chrysene) exist both in the

vapor and in the particulate phases, while PAHs with five or more rings (benz(a)

pyrene, benzo(g,h,i)perylene) are found predominantly in the particulate phase

[3]. As PAHs have high affinity for carbonaceous materials, strong sorption of

PAHs to atmospheric soot particles is expected.

Atmospheric partition of semivolatile organic compounds (including PAHs)

between gas and particulate phases directly determines long-range transport

(LRT) and transformation processes of pollutants in the ambient air and atmosphere

while influencing indirectly compounds’ fate in other environmental medium.

Previous researches in this area detect correlation between concentration levels of

PAHs in atmospheric particles and soot content, so it can be assumed that sorption

to the soot particles governs the gas–particle partition process of PAHs in ambient

air [4, 5]. A number of recent studies are focused on estimating, modeling, and
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predicting the gas–particle partitioning of SVOCs/PAHs [6–12]. The literature also

identifies several approaches for describing their atmospheric distribution.

The main objective of the chapter is to estimate the gas–particle partition of

PAHs using the soot–air partition coefficient KSA within the model proposed by

Dachs–Eisenreich and to compare the modeled values with results obtained from

the field measurements in the Vojvodina region, Serbia. Localities selected within

the research are the cities of Novi Sad and Pančevo. They are located in the

Pannonian Plain and have similar characteristics: developed industrial activity,

the River Danube runs through both cities, and both have oil refineries in the

industrial zones that were heavily damaged by explosions and fires during

the NATO operation “Alien force” in 1999. The cities of Novi Sad and Pančevo

are defined as hot spots by UNEP, as the most jeopardized cities during the conflict

period in Serbia [13].

7.2 Background: Modeling the Gas–Particle Partitioning

of Polycyclic Aromatic Hydrocarbons

7.2.1 Junge–Pankow Adsorption Model

The most common method for estimating adsorption of SVOCs to aerosols is

Junge–Pankow adsorption model, which assumes that chemicals adsorb to the

active sites on the surface of particles, and is represented by Eq. (7.1) [14]:

ϕ ¼ CP

CG þ CP
¼ cθ

p0L þ cθð Þ (7.1)

where θ is the particles’ surface (m2�m�3), pL
0 is sub-cooled liquid vapor pressure

(Pa), and constant c (Pa�cm) depends on the substance’s molecular weight and heat

of condensation.

7.2.2 Pankow Absorption Model

The absorption of gas-phase compounds into an organic film coating the particle,

which makes an important contribution to the overall particle–gas partitioning

process, is described by Pankow absorption model [15]:

KP ¼ RTfOM
106MOMγOMp

0
L

(7.2)

where fOM is the organic fraction of the aerosol, MOM is molecular weight of the

organic matter (g�mol�1), and γOM is the activity coefficient of the organic film.
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7.2.3 KOA Absorption Model

Assuming that the entire organic matter of the aerosol is available to absorb gaseous

compounds, the KOA absorption model, given by Eq. (7.3), can be used to predict

the values of partition coefficient KP, knowing the coefficient KOA and the organic

fraction of the aerosol, fOM [16]:

logKP ¼ logKOA þ log fOM � 11:91 (7.3)

where KOA is octanol–air partition coefficient (octanol is used as a surrogate for the

aerosol organic matter).

7.2.4 Dachs–Eisenreich Dual Model

In order to extend the partitioning model between water and sedimentary soot

carbon suggested by Gustafsson [17] to air–soot partitioning, and to assess the

potential role of adsorption onto soot carbon and absorption into the organic matter

as mechanisms driving the gas–particle partitioning of PAHs, Dachs–Eisenreich

dual model is developed [4].

Soot particles are by-products of the combustion of liquid and gaseous fuels and

their production depends strongly on the carbon-to-oxygen ratio during the com-

bustion. PAHs are formed concurrently with soot particles and also play an impor-

tant role in soot formation and particle growth [18]. PAHs have a high affinity for

carbonaceous materials and a correlation between PAH aerosol concentrations and

soot content is observed [19]. Therefore, adsorption of PAHs onto the soot fraction

of atmospheric aerosols, or primary aerosol carbon with which it is highly

correlated, may be an important mechanism affecting the gas–particle partitioning

of PAHs [4].

To quantify the PAH content in the soot phase, a soot/air partition coefficient is

needed. The soot/water partition coefficient KSW is assumed to be equal to the

activated carbon/water partitioning coefficients reported in literature [20]. The soot

carbon and activated carbon have similar specific surface areas, but they are not

exactly structurally the same and may have different sorptive properties. In reality,

soot carbon is also composed by a fraction of organic carbon that may be coating

the elemental carbon [4].

Soot–air partition coefficient, KSA (dm3 kg�1), at temperature T, is described by

the equation

KSA ¼ KSW

H0 (7.4)

where KSW is partition coefficient between soot and water (dm3 kg�1) and H0 is
dimensionless Henry constant.
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The effect of temperature on Henry’s constant H0 is expressed in the following

equation:

logH0 ¼ �ΔHvap

RT
þ ΔSvap

R
(7.5)

where ΔHvap is heat of evaporation (kJ mol�1) and ΔSvap is evaporation entropy

(kJ mol�1 K�1).

Coefficients KSW and KSA can be obtained from the adsorption experiments on

activated carbon. To describe the distribution of organic pollutants between the

gaseous and particulate phases, assuming that elemental carbon is a surrogate for

the soot phase, the overall gas–particle partition coefficient that accounts for both

the organic matter and the soot phases is given by the equation [4]:

KP ¼ 10�12 fOMMoctγoct=ρoctMOMγOMð ÞKOA þ fEC aEC=aACð ÞKSA½ � (7.6)

where fOM and fEC are fractions of organic matter and elemental carbon in aerosol,

respectively; ρoct is octanol density, 0.82 kg/dm3; and aEC and aAC are specific surface

areas (m2�g�1) of the elemental carbon and the activated carbon used for the experi-

mental determination of the coefficient KSA (10�12 ¼ 10�9 kg/μg � 10�3 m3/dm3).

The results of Dachs and Eisenreich dual model are expressed in Eq. (7.7) [4]:

KP ¼ 10�12 fOM
ρoct

KOA þ fECKSA

� �
(7.7)

To estimate the value of KSA, Dachs proposes the use of the thermodynamic

model described by Eq. (7.8) [21]:

logKSA ¼ �0:85 log pL þ 8:94� log
998

aEC

� �
(7.8)

where pL is sub-cooled liquid vapor pressure (Pa).

Within the calculations, commonly used value for the aEC is 62.7 m2/g [22].

7.3 Material and Methods

7.3.1 Collection of Air Samples

Air sampling campaign is performed during early summer (median air temperature

was 19 �C) at six selected urban and industrial localities in Vojvodina (region of

Serbia). Sampling spots are located in Novi Sad and Pancevo, the two cities with

significant industrial activities. Three samples are collected at an industrial zone, in

the yard of the Novi Sad Oil Refinery (N1). Additional three samples are taken at the

residential zone of Novi Sad, in the proximity and downwind of the oil refinery (N2).
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Three air samples are provided from the third, heavy traffic-contaminated, urban

sampling spot—the Novi Sad city center (N3). Two sampling spots in Pancevo are

placed at industrial area—the Pancevo Oil Refinery (P1) and Pancevo Chemical

Industry (P2). The Pancevo city center is chosen as the third, urban locality (P3). Four

samples of ambient air are provided from the localities P1 and P3 and three air

samples are obtained at sampling spot P2.

Three high-volume ambient air samplers are used (one GV2360 Thermoandersen

TSP sampler, and two samplers that are made of stainless steel boxes equipped

with an 8 � 10 in. filter holder and a 9 cm-in-diameter/30 cm long polyurethane

foam (PUF) filter holder). The total air sampled is 1,600 m3/24 h for the GV2360

Thermoandersen TSP sampler and 900 m3/24 h for the other two samplers. One

glass fiber filter (Whatman, fraction dae < 50 μm) and two polyurethane foam

filters (GumotexBřeclav, density 0.03 g�m�3) are used for each sampling period.

Glass fiber filters are burned in 450 �C for 5 h, and PUF filters are Soxhlet extracted

by 1:1 acetone/hexane (Merck suprasolv) by a Foss TecatorSoxtec 1045 HT-2

apparatus for 4 h to 120 �C, prior to the sampling campaign. Glass fiber filters and

PUF filters are placed in a zipped plastic bag after being wrapped in aluminum foil.

Contemporary usage of both types of sampling medium enables the simultaneous

collection of suspended particles and gaseous phase of pollutants. All samples are

taken over the period of 24 h [3].

7.3.2 Analysis of Samples

Samples are analyzed using GC-MS instrument (HP 6890–HP 5972) supplied with

a J&W Scientific fused silica column DB-5MS. Analytical details and quality

assurance/quality control measures are published earlier [23, 24]. All analytical

procedures are done within the laboratories of the Research Centre for Environ-

mental Chemistry and Ecotoxicology (RECETOX), Masaryk University, Brno, the

Czech Republic.

The statistical analysis is performed using Statistica 10.

7.4 Results and Discussion

7.4.1 Gas–Particle Partitioning

Based on the obtained measured data, the experimental values of the PAHs’

particle-bound fraction, ϕ [%], are determined using the following equation:

ϕ ¼ CP

CG þ CP
(7.9)
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where CP is the concentration of the compound on particles (ng/μg of particles) and
CG is the gas-phase concentration (ng�m�3 of air). The results are presented in

Table 7.1.

7.4.2 Modeled Values of Distribution of PAHs

In order to estimate the extent to which dual Dachs–Eisenreich distribution model

fits the experimental data, measured and modeled values for the particle-bound

fraction ϕ of individual PAHs are compared. The modeled values of the particle-

bound fraction, ϕ, are calculated according to Eq. (7.10), using the modeled

partition coefficient values and the measured concentration of suspended particles

in the ambient air, TSP:

ϕ ¼ KP � TSP
1þ KP � TSP (7.10)

Based on the available experimental data, the following experimental values are

used for calculation of the gas–particle partition coefficient (KP) and particle-bound

fraction (ϕ):

– TSP ¼ 114 μg m�3 (sites P1, P2, and P3).

– TSP ¼ 187 μg m�3 (sites N1 and N2).

– TSP ¼ 205 μg m�3 (site N3).

Table 7.1 Median particle-bound fractions, ϕ [%], of PAHs at all sampling sites (modified

from [3])

N1 N2 N3 P1 P2 P3

Nap 2.315 5.890 3.365 0.939 1.754 1.576

Acy 10.714 10.870 1.724 2.778 0.000 0.000

Ace 2.804 5.660 5.714 8.771 10.811 4.952

Flo 0.993 1.818 1.439 0.062 0.390 0.829

Phe 0.395 0.631 0.789 0.153 0.094 0.435

Ant 1.245 1.237 2.264 0.000 0.304 0.639

Flu 4.762 3.807 2.921 1.150 0.852 3.430

Pyr 5.665 6.480 3.173 1.072 1.995 4.802

B(a)A 41.176 66.138 43.529 27.390 53.846 33.561

Chr 33.065 30.369 35.357 8.563 28.205 33.996

B(b)F 97.388 98.022 94.211 36.614 93.500 91.905

B(k)F 96.685 96.284 95.149 42.006 95.050 92.922

B(a)P 100.000 100.000 100.000 23.333 100.000 100.000

I(123 cd)P 100.000 100.000 100.000 48.589 100.000 100.000

D(ah)A 100.000 100.000 100.000 100.000 100.000 100.000

B(ghi)P 100.000 100.000 100.000 49.560 100.000 100.000
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– fEC ¼ 0.0298 gEC/gTSP (sites P1, P2, and P3).

– fEC ¼ 0.0267 gEC/gTSP (sites N1 and N2).

– fEC ¼ 0.0195 gEC/gTSP (site N3).

In order to simulate three different scenarios, three different values of the

organic fraction of the aerosol are used: fOM ¼ 20, 25, and 40 %. Table 7.2

shows modeled values of Kp and ϕ for the three scenarios at the location N3.

The model calculation is performed for the temperature of 25 �C.
The ratios of measured and modeled ϕ values at the sampling location N3 are

shown in Fig. 7.1a. Figure 7.1b presents comparison of measured and modeled

values of ϕ for the three different scenarios at the location N3.

For the observed group of pollutants, all three model scenarios give almost

identical values for particle-bound fractions of PAHs, which may indicate a

minor contribution of the absorption process in the overall distribution of

atmospheric PAHs.

Figure 7.2 presents the variability of the ratios of measured ϕ values at six

investigated sites and the values predicted using the Dachs–Eisenreich dual model

for the urban scenario (fOM ¼ 0.40 gOM/gTSP).
Significant deviations between the measured and modeled ϕ values for the

low-molecular-weight PAHs can be observed at all investigated sites. The ratio

between measured and modeled ϕ for Flo, Phe, Ant, Flu, Pyr, B(a)A, and Chr are

less than one order of magnitude. The dual model provides very accurate estimates

of atmospheric distribution for high-molecular-weight PAHs (B(b)F, B(k)F, B(a)P,

I(1,2,3-cd)P, D(ah)A, and B(ghiP)).

Previous studies confirm that Dachs–Eisenreich model provides acceptable

estimates of the atmospheric distribution for urban sites, while for rural conditions,

modeled values are one order of magnitude lower than the experimental ones

[8, 10, 12].

The observed differences between the modeled and measured values of ϕ could

be the result of variations in the chemical composition of atmospheric particles,

which is not taken into account when using the uniform value for the fOM.

Urban sites are often characterized by multiple sources of PAH (motor vehicles,

various branches of industry), contributing to the complexity of the PAH distribu-

tion processes. The processes of adsorption and desorption of PAHs are very slow

due to the presence of liquid films of organic matter. This makes the phase of

elemental carbon less available to the PAHs. The diffusion through the liquid film

inside the particles containing elemental carbon could be a limiting step for mass

transfer. The deviation between measured and modeled ϕ values in urban sites

could be a result of slow reaching the equilibrium state between the gaseous and

particulate phases. Underestimation of experimental ϕ values could also be caused

by the presence of inert fractions of PAHs in particles.

Deviations between the measured and the modeled values of low-molecular-

weight PAHs could also be due to the presence of PAHs in the aqueous phase of the

particles. This was not taken into account by the dual Dachs–Eisenreich model of

atmospheric distribution.

7 Environmental Pollution by Organic Contaminants. . . 137



T
a
b
le

7
.2

M
o
d
el
ed

v
al
u
es

o
f
d
is
tr
ib
u
ti
o
n
co
ef
fi
ci
en
ts
an
d
p
ar
ti
cl
e-
b
o
u
n
d
fr
ac
ti
o
n
s
o
f
P
A
H
s
(l
o
ca
li
ty

N
3
)

P
A
H

lo
g
K
O
A

lo
g
K
S
A

K
p
(f
o
m
¼

2
0
%
)

K
p
(f
o
m
¼

2
5
%
)

K
p
(f
o
m
¼

4
0
%
)

Φ
(f
o
m
¼

2
0
%
)

Φ
(f
o
m
¼

2
5
%
)

Φ
(f
o
m
¼

4
0
%
)

N
ap

5
.1
3
a

6
.8
9
b

4
.2
0
�10

�7
4
.3
0
�10

�7
4
.5
0
�10

�
7

0
.0
0
4

0
.0
0
4

0
.0
0
4

A
cy

6
.2
3
c

7
.7
8
b

3
.4
1
�10

�6
3
.5
1
�10

�6
3
.8
2
�10

�
6

0
.0
3
2

0
.0
3
5

0
.0
4
1

A
ce

6
.2
2
a

8
.1
8
b

8
.0
0
�10

�6
8
.1
1
�10

�6
8
.4
1
�10

�
6

0
.0
6
9

0
.0
7
1

0
.0
7
7

F
lo

6
.6
8
a

8
.6
0
d

2
.1
1
�10

�5
2
.1
4
�10

�5
2
.2
2
�10

�
5

0
.1
8
3

0
.1
8
9

0
.2
0
7

P
h
e

7
.4
5
a

9
.4
0
d

1
.3
2
�10

�4
1
.3
4
�10

�4
1
.3
9
�10

�
4

1
.1
3
2

1
.1
6
7

1
.2
7

A
n
t

7
.3
4
a

9
.5
0
d

1
.6
3
�10

�4
1
.6
5
�10

�4
1
.6
9
�10

�
4

1
.3
5
5

1
.3
8
2

1
.4
6
1

F
lu

8
.6

a
1
0
.5
0
d

1
.6
8
�10

�3
1
.7
0
�10

�3
1
.7
7
�10

�
3

1
2
.7
6
4

1
3
.1
4
1

1
4
.2
5
3

P
y
r

8
.6
1
a

1
0
.6
0
d

2
.0
9
�10

�3
2
.1
1
�10

�3
2
.1
9
�10

�
3

1
5
.2
1
9

1
5
.5
8
4

1
6
.6
5
8

B
(a
)A

9
.5
4
a

1
0
.5
4
b

2
.6
0
�10

�3
2
.8
1
�10

�3
3
.4
4
�10

�
3

2
3
.8
5
5

2
6
.2
8
8

3
2
.7
3
5

C
h
r

1
0
.4
4
a

1
2
.1
0
d

6
.9
7
�10

�2
7
.1
3
�10

�2
7
.6
4
�10

�
2

8
6
.5
0
4

8
7
.1
0
3

8
8
.6
1
9

B
(b
)F

1
0
.9
8
a

1
2
.8
4
b

3
.6
8
�10

�1
3
.7
4
�10

�1
3
.9
1
�10

�
1

9
6
.9
9
9

9
7
.1
0
2

9
7
.3
7
5

B
(k
)F

1
1
.1
9
a

1
2
.8
4
b

3
.8
2
�10

�1
3
.9
2
�10

�1
4
.2
0
�10

�
1

9
7
.2
4
4

9
7
.3
8
4

9
7
.7
2
9

B
(a
)P

1
0
.7
7
a

1
3
.0
0
d

5
.1
4
�10

�1
5
.1
8
�10

�1
5
.2
9
�10

�
1

9
7
.7
2
3

9
7
.7
6
1

9
7
.8
6
6

I(
1
2
3
cd
)P

1
1
.5
6
e

1
5
.3
9
b

1
2
2
.0
9

1
2
2
.1
1

1
2
2
.1
8

9
9
.9
9

9
9
.9
9

9
9
.9
9

D
(a
h
)A

1
3
.9
a

1
4
.5
4
b

3
6
.6
2

4
1
.4
7

5
6
.0
0

9
9
.9
8
1

9
9
.9
8
4

9
9
.9
8
9

B
(g
h
i)
P

1
1
.0
1
a

1
4
.5
4
b

1
7
.2
7

1
7
.2
8

1
7
.3
0

9
9
.9
2
8

9
9
.9
2
8

9
9
.9
2
8

a
[2
5
],

b
[2
1
],

c
[2
6
],

d
[5
],

e
[2
7
]

138 J. Radonić et al.



7.5 Conclusions

PAHs have high affinity for carbonaceous materials and strongly sorb to soot

particles.

Correlation between the concentration levels of PAHs in atmospheric particles

and soot content is detected and it can be assumed that the sorption potential of

PAHs to the soot particles governs the gas–particle partition process of PAHs in

ambient air.

Fig. 7.1 Measured and modeled ϕ values at sampling location N3: (a) The ratios of measured and

modeled ϕ values. (b) Comparison of measured and modeled ϕ values for the three scenarios
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The modeled values obtained using the Dachs–Eisenreich model are in reason-

able agreement with results from the field measurement and soot–air partition

coefficients are confirmed to be proper prediction parameter of the gas–particle

partitioning processes for high-molecular-weight PAHs.

The observed differences between modeled and measured ϕ values of the

low-molecular-weight PAHs could be a result of the variations in the chemical

composition of atmospheric particles, slow reaching the equilibrium state between

the gaseous and particulate phases, and presence of PAHs in the aqueous phase of

the particles.
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Chapter 8

Assessment of Vulnerability to Climate

Change Using Indicators: Methodological

Challenges

Fahim N. Tonmoy and Abbas El-Zein

Abstract Climate change vulnerability assessment (CCVA) can help policy

makers incorporate climate futures in planning. We discuss some of the most

important methodological challenges facing CCVA, including geographical and

temporal scales, aggregation, and nonlinearity. CCVA literature is large and multi-

disciplinary and appears to stem from a number of different paradigms (risk

assessment, natural disaster management, urban planning, etc.). It is therefore

difficult to elicit major directions, findings, and methodologies from this body of

work. We study a sample of peer-reviewed CCVA publications and investigate the

extent to which the CCVA literature is foregrounding and engaging with these

methodological problems. We find that:

1. Critical scrutiny of prevalent assessment methodologies and development of

new ones remain limited since only 10 % of the studies focus on such issues.

This is despite the fact that many scholars have raised questions about the

methodological aspects of vulnerability assessment.

2. Among the studies that aggregate indicators and consider both the biophysical

and socioeconomic processes generating vulnerability, 59 % use methods based

on multiple attribute utility theory (MAUT) such as arithmetic mean, geometric

mean, or GIS-based MAUT, approaches that have strict theoretical requirements

which are hardly met in the context of CCVA.

3. Although a number of theoretical papers have argued that indicator-based

vulnerability assessment is likely to be most valid at smaller rather than larger

geographical scales, only 17 % of studies are conducted at local scale.

We argue that, at this stage of development of vulnerability assessment, meth-

odological concerns ought to receive more attention in the literature, lacking which

the scientific validity of assessments will remain doubtful.
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Keywords Climate change • Vulnerability assessment • Meta-analysis • Methodo-

logical challenge • Indicator

Acronyms

ATEAM Advanced terrestrial ecosystem analysis and modeling

CCVA Climate change vulnerability assessment

GIS Geographic information system

IBVA Indicator-based vulnerability assessment

IPCC Intergovernmental panel on climate change

MAUT Multiple attribute utility theory

SES Socio-ecological system

8.1 Introduction

Anthropogenic climate change is one of the most complex challenges of this

century. Climate scientists around the world are providing evidence that anthropo-

genic climate change is almost certainly causing increases in average temperatures,

shorter cycles of drought and rainfall, as well as more frequent extreme events such

as heat waves and cyclones. These events present both threats and opportunities to

our cities and urban infrastructure. Therefore, local and national governments

around the world are developing mitigation and adaptation strategies in order to

secure communities against the loss of life, well-being, investment, and heritage.

Effective adaptation to climate change is dependent on the identification and

proper understanding of the vulnerable system in question, the stressors it is

exposed to, as well as the processes generating its vulnerability. In the literature,

this exercise is generally termed “climate change vulnerability assessment”

(CCVA). Although CCVA can take many forms, it consists, either implicitly or

explicitly, of assessing the vulnerability of a valued attribute (e.g., health, shelter,

security, economic prosperity) of a socio-ecological system (SES) (e.g., locality,

community, economic sector, infrastructure and its users) to one or more climate-

related hazards (e.g., heat waves, flood events, rise in sea levels). CCVA can help in

identifying vulnerable “hot spots,” better allocating adaptation resources, better

understanding systemic weaknesses which make the system vulnerable, monitoring

the effects of adaptation measures, or better communicating the risk and justifying

policy to the public [1–3]. Demand for CCVA has increased over the last few years

among policymakers, engineers, and planners, particularly in relation to the poten-

tial vulnerability of major development projects and infrastructure [4]. In this

chapter, we discuss some of the most important methodological challenges and

assess the extent to which the CCVA literature is engaging with them.
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8.2 Challenges of Climate Change Vulnerability

Assessment

In the following sections, we discuss some of the key conceptual and theoretical as

well as methodological challenges of CCVA.

8.2.1 Conceptual and Theoretical Challenges of Climate
Change Vulnerability Assessment

There is no single accepted definition of vulnerability in the literature and a number

of authors have attempted to pinpoint the concept. However, one commonly used

definition (illustrated in Fig. 8.1) has been presented by the IPCC in its Third

Assessment Report [5].

“. . . the degree to which a system is susceptible to, or unable to cope with,

adverse effects of climate change, including climate variability and extremes.

Vulnerability is a function of the character, magnitude, and rate of climate variation

to which a system is exposed, its sensitivity, and its adaptive capacity” [5].

This definition of vulnerability recognizes both the external, geophysical

determinants of risk, called exposure to climate stressors, AND the internal,

socioeconomic and institutional processes generating vulnerability, usually referred

to as the system’s sensitivity to the stress and its adaptive capacity [1, 2, 6]. These

are sometimes referred to in the literature as the three dimensions of vulnerability

and are seen as the outcome of the interaction of two traditions of vulnerability

research in physical and social science—a synthesis that provides a better account

of the contextual and social dynamics of climate hazards and the multiple linkages

that govern their impacts [3, 7]. However, some scholars have described this

definition of vulnerability as vague and argued that vulnerability and related

concepts such as adaptive capacity and sensitivity are themselves vague and

inconsistently defined in the literature [8, 9]. From a practical point of view,

quantification or measurement of that concept remains critical. Some authors

Fig. 8.1 Components of

vulnerability (adapted from

IPCC, 2001)
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argue that vulnerability cannot, in principle, be measured as it is not an observable

phenomenon such as the mass of an object, energy, or temperature [10].

Alongside those criticisms, another body of literature has evolved concentrating

on the development of various theoretical aspects of vulnerability such as building a

conceptual model of vulnerability and development of assessment methods.

Broadly, three conceptual models can be found in the literature. One is a risk-

hazard framework, which conceptualizes vulnerability as a dose–response relation-

ship between an exogenous hazard to a system and its adverse effects [11, 12]. We

call this approach “biophysical approach.” The second approach is a social con-

structivist framework which regards social vulnerability as a preexisting condition

of a household or a community that is mainly determined by socioeconomic and

political factors [8, 13, 14]. We call this approach the “socioeconomic approach.”

The third stream, referred to as “integrated approach,” conceptualizes vulnerability

as the differential abilities of communities to cope with external stress [8, 15]. It is

the “biophysical” and “integrated” approaches that have been used mostly in the

climate change vulnerability literature. Füssel and Klein [8] present a reading of the

evolution of the “integrated approach”: first generation of vulnerability assessment,

and second generation of vulnerability assessment and adaptation policy assess-

ment. The move from the biophysical approach to the first-generation vulnerability

assessment is characterized primarily by the evaluation of climate impacts in terms

of their relevance to society and by the consideration of potential adaptation. On the

other hand, second-generation vulnerability assessment acknowledges that it is not

the mere availability of adaptation options but the capacity of communities and

institutions to actually implement them that determines their vulnerability to

climate change [8]. Luers [16] has developed a three-dimensional vulnerability

framework in which “vulnerability” and “sensitivity/exposure” are the main two

dimensions while “threshold” acts as the third dimension, highlighting the fact that

change in the sensitivity and exposure with respect to thresholds drives the state of

vulnerability. For more discussion of frameworks readers are referred to [3, 15,

17–20].

8.2.2 Methodological Challenges of CCVA

For the sake of clarity, we call CCVA any attempt at assessing vulnerability to

climate change stresses be it quantitative or qualitative, based on indicators,

mechanistic models, or a mix of both. On the other hand, we refer to vulnerability

assessments that are based exclusively or ultimately on indicators as indicator-

based vulnerability assessment (IBVA). “Ultimately” in the previous sentence is a

reference to some studies that present the outcome of mechanistic models in the

form of indicators, so the vulnerability model will carry a mechanistic component,

the outcome of which is subsequently expressed by indicators.

As discussed in the previous sections, there is an extensive literature of vulnera-

bility research available in the context of social and global change. However, the
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application of these concepts in policy-driven assessments has been limited by a

lack of robust metrics to model and measure vulnerability within and across

systems [21]. Therefore, how to measure vulnerability remains an important ques-

tion, and a methodological challenge. The strict answer to this question is that

vulnerability is a social construct and cannot be measured. Another question

therefore is how to make the concept operational. In IBVA, making the concept

operational consists of three steps: (a) definition of vulnerability framework,

(b) selection of indicators, and (c) modeling or aggregation of indicators [9].

Definition of Vulnerability Framework

The first step in building the most basic vulnerability model is to define the problem

at hand by answering the following three questions:

1. Which SES is the object of study (e.g., locality, community, industrial sector)?

2. The vulnerabilities of which valued attributes of this SES are to be assessed?

3. The vulnerabilities to which climate-related stress(es) are to be assessed?

Selection of Indicators

The selection of indicators is usually governed by the choice of valued attributes

and SES of concern. However, this selection is not straightforward and involves a

degree of subjectivity and uncertainty. Adger [7] points to the different possible

processes generating vulnerability and cautions against approaches that implicitly

preselect one and discard others. Therefore, indicator selection aims to represent all

of the important processes generating vulnerability [9].

Modeling or Aggregation of Indicators

Once the domain of SES, valued attribute of concern, and indicating system

variables have been defined, the next step of IBVA is to combine those system

variables or indicators by way of modeling or aggregation. Some scholars argue

that aggregation of indicators is not essential and that information about vulnera-

bility should be gleaned from individual indicators. However, aggregation allows

better comparability and communicability. It is through comparability that hot spots

and policy direction on resource allocation can be identified and better

communicated. While it is true that aggregation can hide complexity, policy makers

can have access to both aggregated and individual indicators for a better under-

standing of vulnerability.

Modeling is useful when the exact relationships between the system variables

(indicators) are known in a mechanistic sense, via simple closed-form equations or

more complex relationships implemented in a simulation model. Modeling is
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mostly used in the domain of ecosystem vulnerability (e.g., vulnerability of

fisheries or crops due to change in temperature and/or hydrologic cycle), and is

closely associated with the impact assessment domain (“biophysical approach”).

This is because it is usually possible to simulate the exogenous climatic impacts and

the system’s (ecosystem) sensitivity to those impacts. The vulnerability of anthro-

pogenic systems, on the other hand, is much more difficult to model in a mechanis-

tic sense, not least because of the complexity of processes determining adaptive

capacity, and the necessarily qualitative nature of the research generating knowl-

edge about it. Adaptive capacity is a critical system property which describes the

ability to cope or mobilize scarce resources to anticipate or respond to perceived or

current stresses [22]. Therefore, researchers pursuing the “integrated approach”

(which usually includes the three dimensions, exposure, sensitivity, and adaptive

capacity) tend to use the IBVA and forms of aggregation other than modeling. In

the following section, we present a brief description of some of the methodological

challenges pertaining specifically to IBVA. For a more detailed discussion of these

challenges, the reader is referred to El-Zein and Tonmoy [23].

8.2.3 Challenges in Indicator-Based Vulnerability
Assessment

In the following sections, we discuss some of the key methodological challenges

of IBVA.

Aggregation of Indicators in IBVA

As the exact relationships between indicators are not known, IBVA uses a form of

aggregation sometimes called vulnerability mapping, especially although not always,

when the systems in question are spatially defined communities. Mapping is most

commonly performed by combining multiple indicators into single indices of vulner-

ability for a given stressor under a given dimension, and then combining multiple

indices in order to build an overall, relative estimate of vulnerability [24, 25]. These

“combinations” are usually simple arithmetic or geometric means, based on multiple

attribute utility theory (MAUT) widely used in economics, engineering, decision

science, development studies, and, to a lesser extent, social science [26–29]. Some

studies also use empirical equations for aggregation in order to develop a vulnerability

index [30–32]. However, use of such methods of aggregation in IBVA face

some theoretical and practical challenges which have been recognized by many

authors [3, 33–35]. MAUT requirements for additive independence and complete

knowledge of system interactions by analyst are rarely if ever satisfied in IBVA. IBVA

studies using MAUT assume complete compensation between different indicators,

convert nonlinear relationships into linear, monotonic ones, and allocate a weight to

each indicator often, without recourse to solid scientific evidence [24, 36–38].
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Incommensurability and Compensation

Analysts using MAUT for aggregation of indicators in IBVA build a utility-value

function usually without providing an objective basis for its construction, especially

in relation to the weights applied to indicators. In IBVA, one indicator is not

generally convertible into another and deductive arguments to guide such a conver-

sion cannot be easily built. Therefore, aggregation through a summative or a

multiplicative procedure is problematic, forcing commensurability and compensa-

tion, i.e., the well-known problem of “comparing apples and oranges.”

Nonlinearity

The second difficulty with MAUT procedures is that they assume a linear associa-

tion between indicator and vulnerability and do not usually allow the simulation of

thresholds and nonlinear relationships. For example, a widely documented effect in

the literature on heat stress is the “comfort temperature” which yields minimum

daily or monthly mortality counts in a city, beyond which there is a steep rise in the

number of deaths [39], particularly in cold climates, a phenomenon represented by

parabolic or bilinear relationships in time-series analysis of mortality counts. In

fact, nonlinearity is prominent in the literature on vulnerability with at least one

framework defining vulnerability as a degree of departure from a threshold [16].

Uncertainty

Various sources of uncertainty characterize IBVA. First, while individual indicators

hold a relationship to a process generating vulnerability, a quantitative description

of this relationship is often lacking. This is due to the inductive and/or normative

nature of indicator selection, as opposed to deductive, theory-driven approaches

[40]. Second, random and nonrandom fluctuations of indicators, especially if they

are averaged over spatial or temporal scales and/or projected into the future, can

generate a high level of imprecision. Third, indicators and the weights attached to

them are sometimes evaluated by interviewing stakeholders or experts and the

process inevitably carries a level of subjectivity, as well as possible variances

between the opinions of different informants.

Scale

Processes generating vulnerability can be fundamentally different at different

scales. As an example, access to resources, diversity of income sources, as well

as social status of individuals play a vital role in determining vulnerability at a

household level. On the other hand, vulnerability at a larger scale such as of a
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nation, region, or community is determined more strongly by institutional and

market structures, such as prevalence of informal and formal social security and

insurance, infrastructure, and income [9, 14]. A number of scholars have argued

that, at local compared to larger scales, it is easier to define systems, identify

socioeconomic and biophysical processes that determine vulnerability, and build

inductive arguments to characterize them, and hence IBVAs should be conducted at

smaller rather than larger scales [9, 14].

Temporal Framework

Vulnerability frameworks generally view it as possible future harm, referring to a

value judgment: “How bad is the system under a specific hazard?” A proxy

indicator of “badness” is then sought, such as the number of people who might

die during a flood event or the losses to ecosystem due to ocean acidification.

Hinkel [9] argues that such possible future highlights the forward-looking aspect of

vulnerability. However, the question remains as to whether the framework is

referring to today’s vulnerability (determined in part by past adaptation) or to one

which might unfold in the future depending on prior adaptation. The answer to this

question should in turn dictate the point in time at which indicators are measured

and provide a level of temporal consistency to the analysis. Unfortunately, IBVA

studies, especially those carrying a significant socioeconomic component, often

combine indicators at different points in time (e.g., mixture of current socioeco-

nomic data with future climate projection) and associate them with what is rather

ambiguously termed as “climate change vulnerability,” without any reference to

time (present or future). A consistent approach, in the case of the above example,

would combine projections of future adaptive capacity with future climate data.

Such an effort has been made, for example, in the Advanced Terrestrial Ecosystem

Analysis and Modeling (ATEAM) project in Europe to assess ecosystem vulnera-

bility due to future climate change [41, 42]. However, attempts at temporal consis-

tency remain very limited in the literature.

8.3 Methodological Scope of the CCVA Literature

To what extent has the literature on vulnerability engaged with these methodologi-

cal challenges? As part of a larger meta-analysis of the literature we are presently

conducting, we report here some preliminary findings in relation to the question

raised above. Scrutinizing a sample of 134 peer-reviewed papers, selected on

criteria of relevance and citation, we investigated the focus of the peer-reviewed

CCVA literature in relation to:

1. Broad content (theoretical, methodological, applied, or a combination of these).

2. Physical hazard(s) under consideration (e.g., sea level rise, heat waves, floods).

150 F.N. Tonmoy and A. El-Zein



3. Geographical scale (e.g., local, municipal, regional, national).

4. Aggregation methods employed (e.g., multi-attribute utility theory, GIS

overlaying).

8.3.1 Broad Content

64 % of papers in our sample consist of vulnerability assessment studies applied to a

specific setting (see Fig. 8.2). 15 % of papers are dedicated to theoretical issues

around vulnerability assessment (definitions, conceptual frameworks, measurabil-

ity, and so on), with another 10 % engaging with theoretical aspects of vulnerability

assessment and reporting an assessment study. Most methodological papers (9 % of

total) also contain an applied component, while another 1 % are dedicated exclu-

sively to methodological issues. Given the significant methodological challenges

facing vulnerability assessment, it appears that this area of climate change adapta-

tion is under-researched.

8.3.2 Physical Hazard Under Consideration

70 % of the studies in our sample consider multiple stresses, with the remaining

30 % studying a single stress. This is consistent with the fact that SESs are usually

subject to multiple climate change-related stresses. Focusing on single-stress

papers, we find that the impacts of increased frequency of droughts and temperature

extremes are considered in more than 50 % of the studies, and around 75 %, if sea

Fig. 8.2 Distribution of papers according to their broad content (number of papers in brackets)
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level rise and ocean acidification and warming are included (see Fig. 8.3). This

distribution seems to match the most important biophysical climate stressors

identified by the IPCC working group 1 [43].

8.3.3 Geographical Scale

Geographical scale plays a dominant role in determining relevant processes

generating vulnerability. Here, studies termed “global” generally assess the impact

of a specific hazard on the whole world, at least nominally. Studies grouped under

“national” compare vulnerabilities of different nations. “Regional” scale refers to

studies conducted at a subnational level that is typically larger than a city. “Urban/

suburban” refers to studies conducted at city scale or smaller geographical unit.

Finally, studies that consider the vulnerability of a specific community, usually

defined by a given locality (a specific suburb, a group of neighboring villages, etc.)

down to a household level, are termed “local.” Figure 8.4 shows that most studies

(65 %) are conducted at regional or higher levels. Only 17 % of vulnerability

studies have been conducted at a truly local level which is, arguably, the scale at

which processes generating vulnerability are most well defined and the scientific

validity of the assessment is at its highest.

Fig. 8.3 Distribution of papers according to the physical hazard under consideration
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8.3.4 Aggregation Methods Employed

It can be seen from Fig. 8.5a that MAUT, and GIS-based MAUT, accounts for 24 %

of aggregation methods employed in our study sample. However, when we exclude

studies that do not aggregate indicators as well as those that do not consider

socioeconomic processes generating vulnerability (i.e., those focusing exclusively

on natural ecosystems), we find that MAUT and GIS-based MAUT forms of

aggregation are employed in 59 % of publications (Fig. 8.5b). This is due to the

fact, discussed earlier, that mechanistic simulation models accounting for socioeco-

nomic and institutional factors are much more difficult to build, with researchers

resorting instead to the simplicity of MAUT aggregation. A number of agricultural

studies use empirical equations to calculate such indicators as crop vulnerability

index and crop sensitivity index. However, little justification is usually given for

these indices in the studies themselves. On the other hand, only 12 % of studies in

the reduced sample use more sophisticated methods such as multi-criteria decision

analysis or fuzzy logic. These methods are usually better suited for the mix of

quantitative and qualitative data that characterizes indicator-based vulnerability

models.

Local, (22),
17%

Urban/ Sub-
urban, (11),

8%

Regional,
(58), 43%

National,
(23), 17%

Global, (7),
5%

Multiple,
(13), 10%

Fig. 8.4 Distribution of papers according to the geographical scale of studies

No
Aggregation, 

(24), 18%
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Modeling,
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a b

Fig. 8.5 Distribution of papers by aggregation methods employed: (a) for the whole study sample

(134 papers) and (b) studies that consider both biophysical and socioeconomic domains, excluding

23 % of studies with no aggregation (48 papers)
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8.4 Conclusions

In light of the methodological challenges facing CCVA, our preliminary reading of

the literature on vulnerability assessment allows us to draw the following

conclusions:

1. Critical scrutiny of prevalent assessment methodologies and development of

new ones remain limited in the literature since only 10 % of the studies focus on

such issues. This is despite the fact that many scholars have raised questions

about a number of methodological aspects of vulnerability assessment.

2. Although a number of theoretical papers have argued that IBVA is likely to be

most valid at smaller rather than larger geographical scales, only 17 % of studies

are conducted at local scales.

3. Among the studies that aggregate indicators and consider both biophysical and

socioeconomic processes generating vulnerability, 59 % use methods based on

MAUT such as arithmetic mean, geometric mean, or GIS-based MAUT,

approaches whose scientific validity is in question when applied in the context

of IBVA.

At this stage of development of vulnerability assessment, we believe that the

methodological challenges we discussed above ought to receive more attention in

the literature, lacking which the scientific validity of assessments will remain

doubtful.
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Chapter 9

Investigating the Climate Change Impacts

on the Water Resources of the Konya Closed

Basin Area (Turkey) Using Satellite Remote

Sensing Data

Semih Ekercin, Elif Sertel, Filiz Dadaser-Celik, and Savas Durduran

Abstract This chapter presents the pre-results from an ongoing study that mainly

focuses on the use of remote sensing data to investigate the climate change effects

on water resources in the Konya Closed Basin Area (KCBA), Turkey. In this study,

multitemporal Landsat images along with climatic data were used to explore the

dimension of drought effects on water lands and lakes located in the basin area.

Image processing procedure includes both normalized difference vegetation index

(NDVI) image interpretation and pre-processing stages (geometric and atmospheric

correction). Our results suggest that in addition to socioeconomic profits of the use

of groundwater for agricultural purposes, its effects on the ecological balance and

water reserves in the KCBA should be analyzed in detail. Also, management

strategies and plans should be developed to protect and/or rehabilitate current

conditions in terms of drought in the KCBA. Furthermore, the region should

regularly be monitored by up-to-date remote sensing data (at least annually) for

better management of the water resources in the basin.
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9.1 Introduction

The climate system of the earth, globally and locally, obviously has been changed

from preindustrial period to present. Some of the changes are due to natural

phenomena and some due to human activities where the vital role has been played

by the emission of the so-called greenhouse gasses. The annual mean temperature

in the temperate zones in Northern Hemisphere has increased by 1.4 �C due to the

changes in climate and it is expected that this increase will reach 2.5 �C in the near

future. At present, the mean annual temperature increase of 1.4 �C leads to a net

increase of around 2.0–2.5 �C during the hot months of summer, resulting in

increased evaporation from the water and soil surfaces while amplifying the

transpiration from the plant leaves. Atmospheric CO2 has reached 376 ppm as of

year 2000 leading to a greenhouse effect and meltdown of glaciers and increased

frequency and magnitude of hurricanes in oceans [1, 2].

Remote sensing has been used to investigate the impacts of climate change

studies for many years at local and global scale [3–7]. Remote sensing provides

information about land surface conditions, including snow cover, vegetation

characteristics, and soil freezing, and their role in the exchange of moisture and

energy between the land surface and atmosphere. Sensors deployed on platforms in

the air and space can acquire data about the Earth’s surface and atmosphere.

Satellite observations are particularly useful to modellers because they provide

repetitive, broad regional views of good spatial resolution, in a digital format [8].

Remote sensing of the water regions became increasingly important over the

recent decades because of both the problem of global climate change and worsening

ecology. This technology has application, for instance, in identifying and

quantifying areas experiencing drought which is one of the most important

problems in the world. In practice, using multitemporal satellite data registrated

properly, comparisons can be made between and among years for specific months

[9]. On the other hand, remote sensing data can be integrated with geographic

information system (GIS) which is an essential tool for analyzing and extracting

more reliable and consistent information [10–12].

This study presents the pre-results of ongoing project supported by The Scien-

tific and Technological Research Council of Turkey—TUBITAK (Grant Number:

110Y303). The project focuses mainly on the investigation of drought impact on

Konya Closed Basin Area (KCBA), Turkey, by examining multitemporal satellite

remote sensing data. The region has been experiencing drought over the last two

decades resulting from two main phenomenons: (1) uncontrolled use of groundwa-

ter resources for agricultural purposes and (2) lack of precipitation (or natural

drought). The first stage of the study includes evaluation of the multitemporal

climatic data on the Salt Lake Basin Area for a period of 35 years (1970–2005).

The changes in mean temperature and precipitation are evaluated for the study area

by comparing two periods: 1970–1992 and 1993–2005. In the second stage, the

effects of climate changes in the region were investigated by evaluating water

reserve changes through multitemporal Landsat image data.
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9.2 Methodology

9.2.1 Study Area

The KCBA is located in the Central Anatolian Plateau (Turkey) at latitude 36�

510–39� 290N and longitude 31� 360–34� 520E and at an altitude of about 1,000 m

(Fig. 9.1). KCBA covers a 5,426,480-ha surface area (nearly 7 % of Turkey’s total

area) larger than that of the Netherlands. Within the basin, there are 11 watery

regions (lakes, reed beds) named as Lakes Samsam, Kozanl{, Kulu, Beyşehir,
Suğla, Bolluk, Tersakan, Tuz, and Reed Beds Ereğli, Reed Bed, and Hotam{ş.
A smooth plane at 900–1,050 m altitude has formed the main part of the Central

Anatolia Plateau in KCBA, Turkey’s largest closed basin in which three million

people live, 45 % in rural areas and 55 % in urban areas. The agricultural revenue

provided by KCBA was due to grains (9.2 %), beans (6.2 %), and industrial crops

including sugar beet (8.5 %). As a result of insufficient drainage, the soils of the

Fig. 9.1 Location of the study area
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region usually have the alluvial and salty characteristics due to high groundwater

level, watering, and terrestrial semiarid mild climate conditions dominant in the

basin. The water of the basin comes to an end in stagnant water, marshy places, or

semimarshy places. The lack of a river in this wide basin, limited rainfall, and high

evaporation ratios have formed a favorable water balance that is rarely met in

closed basins. The shallow lake and reed beds at the center of the basin are fed by

many rivers flowing to the region. The climate characteristics of the basin present

the Mediterranean climate (mild and rainy winters, hot and dry summers) at the

south, the terrestrial climate (cold winters, hot and dry summers) at the center and

north of the basin, and the desert climate in Karap{nar and its vicinity. The rainfalls
were mostly observed in winter and spring seasons. The natural richness and the

lakes of the basin provide significant living places for the migratory birds [13, 14].

9.3 Satellite Remote Sensing Data and Image Processing

The Landsat-5 TM image data set listed in Table 9.1 and covering the KCBA were

converted to the UTM coordinate system (Zone 36) using approximately 45 control

points (for each full-frame Landsat-5 TM image) both extracted from 1:25,000-

scale topographic maps and recorded by GPS during the fieldwork. A second-order

polynomial transformation method was performed to create the output images with

30 m ground resolution. The root-mean-square error of the polynomial transforma-

tion is less than half a pixel for all the data set (Table 9.1). In order to preserve

radiometric integrity, a nearest neighbor resampling method was used [15].

Checkpoints were measured on the geometrically corrected image set and com-

pared with the topographic sheets to evaluate the quality of the geometric

correction [16].

After the geometric correction procedure, preparation of a Landsat-5 TMmosaic

image is started (Table 9.2) which will be used to base data covering KCBA. Many

techniques have been developed to create image mosaics of satellite images over

large areas [17, 18]. In this study, image mosaicing algorithm of the Erdas Imagine©

software was used to produce high-resolution Landsat-5 TM image mosaics.

9.4 Climatic Data

In this study aiming to investigate the effects of climate change on the water

resources of the KCBA, temperature and precipitation records collected by nine

meteorological stations located in the KCBA were used as climatic data (Figs. 9.2

and 9.3). The measurements of monthly raw data of temperature and precipitation

collected between 1970 and 2005 were captured from the stations, namely,

Aksaray, Cihanbeyli, Çumra, Ereğli, Karaman, Karap{nar, Konya, Kulu, and

Şereflikoçhisar.
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Atmosphericwarming has led to significant effects in Turkey especially after 1993

after which the changes were more notably measurable. The obvious results of the

warming could be seen in glaciers in high mountains and lakes at low lands [19].

Therefore, 1970–1992 and 1993–2005 periods were compared to examine the tem-

poral changes in temperature and precipitation values. Annual, five summer-month

(May, June, July, August, and September) and July values of climate records were

Table 9.1 Satellite remote sensing data used in the study and the details of geometric correction

process

Sensor Date Spectral band

Spatial

resolution (m)

Number of

control points RMS (pixel)

Landsat-5 TM 21.08.2011 7 (VNIR-SWIR, TIR) 30, 120 43 0.48

29.07.2011 40 0.40

17.05.2011 48 0.34

17.05.2011 41 0.45

10.05.2011 42 0.39

10.05.2011 49 0.45

10.08.2007 49 0.47

25.07.2007 52 0.48

17.08.2007 45 0.36

23.06.2007 52 0.49

23.06.2007 45 0.45

16.06.2007 45 0.42

15.08.2003 53 0.45

08.08.2003 40 0.40

08.08.2003 38 0.45

10.06.2002 43 0.43

10.06.2002 42 0.39

09.06.2002 45 0.46

09.06.2002 46 0.42

26.08.1998 48 0.45

01.08.1998 50 0.49

01.08.1998 42 0.43

16.06.1993 46 0.47

16.06.1993 49 0.39

09.06.1993 41 0.42

09.06.1993 40 0.43

16.08.1989 41 0.48

16.08.1989 45 0.44

09.08.1989 44 0.48

26.08.1984 39 0.41

26.08.1984 46 0.43

03.08.1984 54 0.45

16.07.1984 45 0.48

16.06.1984 41 0.47

16.06.1984 48 0.49
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selected as indicator for the detection of changes in temperature. Taking into account

snowing season, precipitation records collected in Januarywere used for the detection

of changes in precipitation. Climate records were received from the Turkish State

Meteorological Service as monthly raw data. The values of climate records used for

annual, January, July, and five summer months in this study were calculated for a

35-year period.

9.5 Results and Discussion

9.5.1 Evaluating Climatic Data

The analysis of the meteorological data for 1993–2005 period has shown that

the annual increase in temperature over the 12 years was between 0.2 and 1.3 �C
compared to the means between 1970 and 1992 (Fig. 9.3). The increase in mean

annual temperature in the basin was in Aksaray +1.0 �C, in Cihanbeyli +1.1 �C, in
Çumra +0.8 �C, in Ereğli +1.3 �C, in Karaman +0.6 �C, in Karap{nar +0.7 �C,
in Konya +0.2 �C, and in Kulu +0.8 �C.

On the other hand, the changes in warming for the means of five summer months

for the same period in the basin was in Aksaray +1.3 �C, in Cihanbeyli +1.4 �C,
in Çumra +1.0 �C, in Ereğli +1.6 �C, in Karaman +0.9 �C, in Karap{nar +0.9 �C, in
Konya +0.5 �C, and in Kulu +1.0 �C.

The most important result of the study attracting attention is that all stations

showed much pronounced changes in warming for July with an increase of more

than 1.0 �C between 1993 and 2005 compared to 1970 and 1992 (Fig. 9.3). At this

point, it can be mentioned that dry summer season has extremely affected the region

for the last two decades.

In order to calculate the impact of warming in Salt Lake Basin, in addition to

temperature, precipitation records obtained from nine meteorological stations in

Table 9.2 Presentation of mosaic image dates for Konya Closed Basin Area—KCBA

Mosaic image

date

1984

(August)

1989

(August)

1998

(August)

2003

(August)

2007

(August)

2011

(August)

Full-frame

dates

03.08.1984 09.08.1989 26.08.1998 08.08.2003 19.08.2007 30.08.2011

Full-frame

dates

03.08.1984 09.08.1989 26.08.1998 08.08.2003 19.08.2007 29.07.2011

Full-frame

dates

26.08.1984 16.08.1989 01.08.1998 15.08.2003 10.08.2007 21.08.2011

Full-frame

dates

26.08.1984 16.08.1989 01.08.1998 15.08.2003 25.07.2007 21.08.2011

Full-frame

dates

16.07.1984 Unavailable 08.08.1998 22.08.2003 17.08.2007 28.08.2011
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Fig. 9.2 Distribution of groundwater wells and monitoring stations in the KCBA
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1970–1992 period were compared to the period between 1993 and 2005. For this

process, taking into account snowing season, January (mean) precipitation records

were used to detect the changes in snow which feeds groundwater which is the most

important component among the water resources in the Salt Lake Basin Area.

The analysis of the meteorological data for 1993–2005 period showed a simulta-

neous decrease in mean precipitation between 1.2 and 11.6 mm. January precipita-

tion changes for these nine stations were recorded as 1.2 mm (from 38.0 to 34.8 mm;

�8.4 %) for Aksaray, 6.5 mm (from 35.2 to 28.7 mm; �18.5 %) for Cihanbeyli,

5.8mm (from 37.2 to 31.4mm;�15.6%) for Çumra, 3.5mm (from 30.4 to 26.9mm;

�11.5%) for Ereğli, 4.3mm (from 40.6 to 36.3 mm;�10.6%) for Karaman, 2.5mm

(from 29.8 to 27.3 mm; �8.4 %) for Karap{nar, 11.6 mm (from 37.0 to 25.4 mm;

�31.4 %) for Konya, and 6.6 mm (from 43.9 to 37.3 mm; �15.0 %) for Kulu

(Fig. 9.3).

9.6 Regional Effects of Climate Change on Water

and Salt Resources

Analysis of climatic data showed that significant changes in precipitation and air

temperature in KCBA have occurred during the recent decades. These changes

could also be responsible for the changes in land cover; Fig. 9.4 provides two views

Fig. 9.3 Evaluation of climatic data (mean temperature and precipitation) by comparing

1970–1992 and 1993–2005 periods according to the nine meteorological stations located in the

Salt Lake Basin Area
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of the KCBA obtained from Landsat images acquired in August 1984 and August

2010.

Visual examination of Fig. 9.4 shows that there is a significant reduction in the

area covered by lakes and marshes from 1984 to 2010. The Salt Lake and small

lakes and marshes located to the south of the basin were almost dry in 2010. This is

most probably not only due to the decrease in precipitation but also due to the

decrease in groundwater input to the lakes and marshes. Groundwater is used

excessively in irrigation in the Konya Closed Basin. From Figs. 9.4 and 9.5, we

notice that agricultural areas have expanded in the basin, which put an extra

pressure to groundwater resources that have already been affected by the adverse

climatic conditions.

Fig. 9.4 Visual presentation of changes in water reserves located in the basin area through

multitemporal Landsat-5 TM data
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Fig. 9.5 NDVI images of the KCBA for summer season (August)
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9.7 Conclusions

In this study which presents the pre-results of ongoing project supported by

TUBITAK, we have investigated the dimension of climate change effects in

KCBA (Turkey) using multitemporal satellite remote sensing data.

The most important result of the study attracting attention is that all stations

located in the KCBA showed much pronounced changes in warming for July with

an increase of more than 1.0 �C between 1993 and 2005 compared to 1970 and

1992. At this point, it can be mentioned that dry summer season has extremely

affected the region for the last two decades. Additionally, the analysis of the

meteorological data for 1993–2005 period showed a simultaneous decrease in

mean precipitation between 1.2 and 11.6 mm.

On the other hand, groundwater of Konya Closed Basin has been exhausted

because of the climate changes and agricultural watering and planning mistakes

experienced in the basin. In addition to this, the contamination due to merging event

of the aquifers with different groundwater characteristics and the formations of arid

and ponor regions due to sudden level changes still continue.

The use of satellite imagery and other data sources manipulated and integrated in

a GIS environment provides an essential and valuable information base. Addition-

ally, this study shows that satellite imagery provides an essential tool in determin-

ing drought impact due to the operational acquisition of satellite imagery.
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Chapter 10

Trend Analysis of Rainfall in North Cyprus

Rahme Seyhun and Bertuğ Akıntuğ

Abstract Cyprus, as the third largest island in the Mediterranean Sea, is located at

the South of Turkey and the West of Syria and Lebanon. With a semiarid climate,

rainfall is the only source of water in the island. Therefore, changes in rainfall

regime directly affect the water resource management and ecosystem in the island.

In order to improve water management strategies, it is vital to investigate the

changes in the rainfall pattern. In this study, a nonparametric Mann–Kendall rank

correlation method is employed to identify the existence of a linear trend in annual

and monthly rainfall series. After application of homogeneity test and filling in

missing data, this method is applied to the observed rainfall data from 20 rain-gauge

stations that are located in the northern part of the island for the period of

1978–2009. The results show that there is no significant trend in the annual rainfall;

however, upward trends in September rainfall and downward trends in March

rainfall have been observed in most of the stations. This indicates that there are

no significant changes in annual total rainfall; however, there is a shift in monthly

rainfall regime.

Keywords Rainfall trend analysis • Mann–Kendall test • North Cyprus

Nomenclature

a Most probable time point of change or the last time point of the sub-series

with mean z1
d Distance from the location of gauged station to the ungauged station

Ho Null hypotheses

H1 Alternative hypotheses
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Kalkanlı, Güzelyurt, Mersin 10, Turkey

e-mail: rahme.seyhun@gmail.com; bertug@metu.edu.tr

I. Dincer et al. (eds.), Causes, Impacts and Solutions to Global Warming,
DOI 10.1007/978-1-4614-7588-0_10, © Springer Science+Business Media New York 2013

169

mailto:rahme.seyhun@gmail.com
mailto:bertug@metu.edu.tr


k Total number of reference stations

n Length of the data set

N Number of surrounding stations

Px Estimate of rainfall for the ungauged station

p Rainfall values of rain gauges used for estimation

Qi Difference and ratio between the candidate and reference series at time step i
Q Mean values of Qi series

S Mann–Kendall test statistic

T Standard normal homogeneity test statistic

t Number of ties of extent

Vj Square of the correlation coefficient between the candidate and a reference

station

Xji Reference series (the jth of a total of k)

Xj
Mean values of the X series

xi Data values at times i

xj Data values at times j

Yi Candidate series at year i (or other time unit)

Y Mean values of Y series

Zi Standardized series with zero mean and unit standard deviation

z1 Averages of the Zi sequences before the shift

z2 Averages of the Zi sequences after the shift

Z Standardized test statistic

Greek Symbols

Σ Summation function

μ1
Theoretical mean level of standardized differences (or ratios) before a

possible shift or trend

μ2
Theoretical mean level of standardized differences (or ratios) after a possible

shift or trend

σQ Standard deviation of the Qi series

Acronyms

SNHT Standard normal homogeneity test

Var(s) Variance of s
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10.1 Introduction

The effects of climate change, which is formed as a result of the increased

greenhouse gases in the atmosphere over the twentieth century, have been

analyzed by many researchers. As several extreme events in recent years have

caused large losses of life and property, the alarm over the possibility that these

events were due to climate change is increased [1]. It has been documented that

increased greenhouse gas concentration in the atmosphere has resulted in the

increase of the global average surface temperature by about 0.74 �C from 1906 to

2005 [2]. It has further been documented that significantly increased precipitation

has been observed in eastern parts of North and South America, northern Europe,

and northern and central Asia. There is a possibility that increased atmospheric

temperature is related with an increase in heavy precipitation due to an increase in

atmospheric water vapor and the warmer air [2]. The effects of climate change

have been analyzed in many studies with focusing on precipitation and surface air

temperature [3–9].

The main objective of this study is to identify whether there is an evidence of

significant trends in annual, seasonal, and monthly total precipitation over Northern

Cyprus. The chapter is organized as follows. Selected previous trend analysis

studies in meteorological and hydrological variables are given in the next section.

The explanation of meteorological data is given in Sect. 3. Following this section

the methodology is presented in Sect. 4 and the results and the discussion of results

are given in Sect. 5. Finally the conclusions are given in the last section.

10.2 Background: Previous Trend Analysis Studies

The number of trend analysis of meteorological and hydrological variables over

the Mediterranean region is available in the literature. For example, Feidas

et al. [3] studied trends in the annual and seasonal surface air temperature for

20 stations in Greece from 1955 to 2001, and for satellite data from 1980 to 2001.

It is found that there are no significant trends for annual values. However, results

for satellite data indicated that there is a remarkable warming trend in

mean annual, winter, and summer in Greece. Kostopoulou and Jones [4] analyzed

trends over the eastern Mediterranean region for precipitation- and temperature-

related climate extremes. The study period is from 1958 to 2000. It was found that

there were significant warming trends during summer in temperature indices.

Significant positive precipitation trends were also seen for central Mediterranean

region, while eastern half of the study region shows negative trends in all

precipitation indices. Alpert et al. [10] examined 265 stations for 6 different

daily rainfall categories in the Mediterranean region. Spain, Cyprus, Italy, and

Israel were examined in the region for the period of 1951–1995. It was indicated

that there is a paradoxical increase in the extreme daily rainfall, although there is a
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decrease in the total rainfall. The study of Yosef et al. [11] examined 6 daily

rainfall categories for 32 stations across Israel from January 1950 to April 2003.

Some of the stations show a significant increase in the heavy to torrential daily

rainfall. On the other hand, any significant change in the annual rainfall is

not seen.

There are also many studies in Turkey about the trends in hydroclimatologic

variables. For example, Kadıoğlu [12] studied trends in the surface air temperature

for 18 stations across Turkey. It is indicated that there was an increasing trend in

mean annual temperatures over the period of 1939–1989 but a decreasing trend

from 1955 to 1989. However, it is also indicated that these trends were not

statistically significant. Kahya and Kalaycı [13] analyzed trends in monthly

streamflows over Turkey from 1964 to 1994. According to their results the river

basins located in western Turkey demonstrated downward trends for streamflow

variable, while there were no significant trends in the basins located in eastern

Turkey. In another study, Partal and Kahya [6] performed trend tests for 13 hydro-

logic variables (annual mean precipitation and monthly total precipitation) across

Turkey for a period covering 1929–1993. It is found that there are strong downward

trends in annual mean, January, February, and September precipitation. The other

variables show both decreasing and increasing trends, and most of the decreasing

trends are in western and southern part of Turkey. According to the studies of

Kahya and Kalaycı [13], and Partal and Kahya [6], it can be said that the reason for

decreasing streamflow in western Turkey is most likely due to the decreasing

precipitation in the same region.

The trends in hydroclimatologic variables are also analyzed in the other parts

of the world. For example, Luterbacher et al. [5] studied the trends, variability,

and extremes of the seasonal and annual temperature since 1500 for Europe. It is

found that there is a warming trend in the climate of Europe in the late twentieth

and early twenty-first century over the past 500 years. There is a 0.5 �C increase in

the winter average temperatures for the period of 1500–1900 compared to the

twentieth century. In addition to these findings, it is also indicated that the coldest

winter and hottest summer were in 1708/1709 and 2003, respectively. Burn and

Elnur [14] stated the similarities in trends and patterns in the hydrological and

meteorological variables at selected locations in Canada. They studied 18 hydro-

logical variables for 248 Canadian catchments for a period of 1940–1997. The

study implies that there is a relationship between the hydrological and meteoro-

logical variables. In the study of Vincent et al. [15], scientists from eight South

American countries undertook a study with daily climatological data from their

region. The study is about the examination of the trends in the indices of daily

temperature extremes from 1960 to 2000. Although it was found that there are no

significant changes in the indices of daily maximum temperature, there are

significant trends in the indices of daily minimum temperature. Significant

increasing and decreasing trends are observed in the percentage of warm nights

and cold nights, respectively, at many stations. Tabari et al. [16] examined the

trends of the annual maximum, minimum, and mean air temperature and
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precipitation time series from 1966 to 2005 in the west, south, and southwest of

Iran. The results indicated that there are warming trends in annual maximum,

minimum, and mean air temperature. The results for precipitation series show

various patterns (increasing and decreasing trends).

10.3 Meteorological Data

The meteorological data records that are used in this study consist of 20 precipita-

tion stations across North Cyprus. It is assumed that these selected stations reflect

the regional hydroclimatic conditions of North Cyprus. The distribution of selected

meteorological stations is given in Fig. 10.1. In this study, monthly, seasonal, and

annual total rainfall data that are obtained from the daily total rainfall observations

are analyzed. Except two stations, all 18 stations have continuous 33 years of data

ranging from 1978 to 2009. The missing data of these two stations are filled in by

using the available data of neighboring stations corresponding to the same time

period.

10.4 Methodology

There might be lack of continuous data due to natural hazards (floods, hurricanes,

etc.), human-related problems (mistake in handling data, etc.), and others [17]. The

gaps in the data should be filled in using suitable methods. Although there are

different methods to fill in missing data gaps, inverse distance method is employed

in this study.

Fig. 10.1 Precipitation stations across North Cyprus
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In addition, climatological records are often limited by degree of inhomogeneity

of the data. The reason of this is logistic problems, such as station relocations and

equipment drift. In addition, changes in measuring techniques and changes in the

surroundings of a station, such as urbanization, may also cause inhomogeneity in

the recorded data [18, 19]. Therefore, the first stage of the trend test studies should

be the determination of the non-homogeneities in the data to develop homogenized

records. For this purpose, standard normal homogeneity test (SNHT) is employed in

this study.

With increasing attention to climate change, trend tests of climatologic variables

have become popular during the final quarter of the last century in environmental

sciences. Among various trend analysis techniques, a nonparametric Mann–Kendall

trend test is employed in this study. Thismethodwas commonly used in the trend test

studies in literature [6, 12–14, 20, 21].

The brief description of these three methods, namely, inverse distance method,

SNHT, and Mann–Kendall Trend Test, is presented below.

10.4.1 Inverse Distance Method

Inverse distance method is selected in this study to fill in the missing data because

of its simplicity and applicability to North Cyprus. In this method, weights for each

sample are inversely proportionate to its distance from the point being estimated

[22]. Given the observed rainfall values of nearby rain gauges and the distance from

the gauged stations to the ungauged station, the estimate of missing rainfall at

ungauged station is possible by Eq. (10.1) as

Px ¼
PN

i¼1

1
d2
i

pi

PN

i¼1

1
d2i

(10.1)

where Px is the estimate of rainfall for the ungauged station, pi is the rainfall values
of rain gauges used for estimation, di is the distance from the location of gauged

station to the ungauged station, and N is the number of surrounding stations.

10.4.2 Standard Normal Homogeneity Test

Several methods have been developed for homogenization. Among those tests, the

SNHT is developed by Alexandersson [23], and applied to precipitation data set

from southwestern Sweden. While the test is examining inhomogeneities in the

form of abrupt shifts in the mean value of the observations, it is then modified to
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have the ability to test inhomogeneities in the form of linear time trends [24]. SNHT

is used commonly in the past studies, such as Wijngaard et al. [19] and

Tuomenvirta [25].

The first step of the test is to develop and document nearly true critical values of

the SNHT statistics. The aim of this is to make correct conclusion with simplified

usage of the test in practice [18]. Therefore, large sets of random normal numbers

are used to simulate critical values. According to this test, Yi(i ¼ 1, . . ., n) denotes a
candidate series at year i (or other time unit). Xj denotes one of the reference series

(the jth of a total of k), which are developed from a group of surroundings. In

addition to these series, Qi (i ¼ 1, . . ., n) is developed to denote the difference and

ratio between the candidate and reference series at time step i. The ratio and

difference terms are formed as in Eq. (10.2) and Eq. (10.3), respectively:

Qi ¼ Yi

Pk

j¼1

VjXjiY=Xj

" #
Pk

j¼1 Vj

. (10.2)

Qi ¼ Yi �
Xk

j¼1

Vj Xji � Xj þ Y
� � Xk

j¼1
Vj

.( )
(10.3)

where Vj denotes the square of the correlation coefficient between the candidate and

a reference station. Bar denotes mean values, which is for Xj and Y series.

Standardized series are essential in the SNHT. Thus, standardization (Eq. (10.4))

of the Qi series is performed to obtain a series Zi (with zero mean and unit standard

deviation):

Zi ¼ Qi � Q
� �

=σQ (10.4)

where Q and σQ are the mean and standard deviation of the Qi series, respectively.

The null and alternative hypotheses which are used to test whether there is a

single shift in the mean level of the candidate series are expressed in Eq. (10.5):

Ho : Zi~Nð0; 1Þ for i ¼ 1; ::::::; n

H1 :
Zi~Nðμ1; 1Þ
Zi~Nðμ2; 1Þ

�
for

i ¼ 1; :::::a
i ¼ aþ 1; :::::; n

(10.5)

Alexandersson and Moberg [24] generated a test statistic based on the principle

of likelihood ratio to test the validity of H1 against Ho. This test statistic is given in

Eq. (10.6):

T ¼ max a z1ð Þ2 þ n� að Þ z2ð Þ2
n o

; 1 � a � n� 1 (10.6)
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where z1 and z2 are the averages of the Zi sequences before and after the shift. The

value of a corresponding to T is the most probable time point of change or the last

time point of the sub-series with mean z1. If T is above the critical value of a certain

critical level (e.g., 95 %), then the null hypothesis of homogeneity can be rejected at

the corresponding significance level (i.e., 5 %) [18].

10.4.3 Mann–Kendall Trend Test

The Mann–Kendall test is widely used to test for randomness against trend in

hydrological and climatological time series [13]. It has two parameters which are

essential to detect trends. First of these parameters is significance level that

indicates the trend’s strength, and the second is the slope magnitude which indicates

the direction and magnitude of the trend. First step of the test is the calculation of

the Mann–Kendall test statistic, S. This value is used to determine whether there is a

trend or not, and also to determine the direction of the trends according to the sign

of the S value [26]. If there is a trend, the significance of it should be examined.

Because of that, standardized test statistic, Z, is computed with using variance and S

values, which is then used in two-sided test [20]. According to the significance

level, Z values give information about the null hypothesis, Ho, and alternative

hypothesis, H1. The null hypothesis, Ho, indicates that there is no trend, while

alternative hypothesis, H1, indicates that there is a trend in the analyzed data set.

Each step of the Mann–Kendall Test is presented below from Eqs. (10.7) to (10.10).

Mann–Kendall test statistic, S, is calculated using Eqs. (10.7) and (10.8):

S ¼
Xn�1

i¼1

Xn

j¼i�1
Sgnðxj � xiÞ (10.7)

where x are data values at times i and j, and n is the length of the data set.

SgnðθÞ ¼
þ1 if θ > 0

0 if θ ¼ 0

-1 if θ < 0

8
<
: (10.8)

A positive value of S shows an upward trend, while negative value indicates a

downward trend.

The test statistic S, which is approximately normally distributed, has mean zero

and a variance which is calculated by

VarðsÞ ¼
nðn� 1Þð2nþ 5Þ �P

t
tðt� 1Þð2tþ 5Þ

� �

18
(10.9)
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where t denotes the number of ties of extent. For the sample size n larger than

10, the standardized test statistic Z is computed as

Z ¼
S�1ffiffiffiffiffiffiffiffiffi
varðSÞ

p
0

Sþ1ffiffiffiffiffiffiffiffiffi
varðSÞ

p

if

if

if

8
><
>:

S > 0

S ¼ 0

S < 0

(10.10)

Following this, two-sided test for trend is applied using the Z values, and if

Zj j� Zα=2, Ho should thus be accepted. This means that there is no trend.

10.5 Results and Discussion

First of all, filling in missing rainfall data is performed. Three years’ (1995, 1996,

and 1997) missing monthly values of two gauge stations, namely, Akdeniz and

Yeşilırmak, are filled in using inverse distance method. The name of the reference

stations and their distance to stations with missing data are given in Table 10.1.

Mann–Kendall trend test method assumes that the data is homogeneous. In order

to check the homogeneity of observed rainfall data, the SNHT is applied to the

records of each precipitation stations. While the test statistics are calculated, the

values are compared with critical levels at 90, 95, and 97.5 % confidence intervals.

The results show that the rainfall time series that are selected to be used in this study

are all homogenous.

Mann–Kendall test is used to identify trends in total annual and monthly time

series of all 20 stations for the period of 1978–2009 at the 10 % significance level.

Mann–Kendall trend test results of annual and monthly total rainfall of all stations

are given in Table 10.2. Although the results show that there is no trend in the annual

rainfall time series in all stations, upward trends in September and downward trends

in March rainfall have been observed in most of the stations. The distribution of

September and March trend analysis results are given in Figs. 10.2 and 10.3. During

summer months, Cyprus takes very low or no rainfall. The average July and August

rainfall in North Cyprus is 1.5 and 1.8 mm, respectively. The rainfall season usually

starts in September. According to trend test results, one can say that there is an

Table 10.1 Missing data stations, reference stations, and distance between these stations

Missing data station Reference stations Distance to missing data station (km)

Yeşil{rmak Lefke 12.1

Yeşilyurt 13.3

Gaziveren 16.1

Akdeniz Çaml{bel 10.3

Kozanköy 16.1

Güzelyurt 12.0
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Table 10.2 The significant monthly and annual precipitation trends at the 10 % significance level

Station Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec. Ann.

North Coast and Girne Mountains Region

Çamlibel — — — — — — — — " — " — —

Akdeniz — — — — — — — — — — — — —

Girne — — # — — — — — " — — — —

Alevkayas{ — — # — — — " " " — — — —

Kantara — — — — — — — — — — — — —

West Mesaoria Plain Region

Zümrütköy — — — — — — — — " — — — —

Lefke — — — — — — — — — — — — —

Güzelyurt — — # — — — — — " — — — —

Yeşil{rmak — — — — — — — — — — — — —

Gaziveren — — — — — — — — " — — — —

Middle Mesaoria Plain Region

Alayköy — — # — — — — — " — — — —

Lefkoşa — — — — " — " — " — — — —

Ercan — — — — — — — — " — — — —

East Mesaoria Plain Region

Geçitkale — — — — — — — — " — — — —

Dörtyol — — # — — — — — " — — — —

East Coast Region

Mağusa — — — " — — — — " — — — —

İskele — — # — — — — — " — — — —

Karpass Peninsula Region

Mehmetçik — — — — — — — — — — — — —

Yenierenköy — — # — — — — — — — — — —

Dipkarpaz — — — — — — — — — — — — —

Downward, upward, and no trends were marked by “#,” “",” and “—,” respectively

Fig. 10.2 Spatial distribution of decreasing trend in March rainfall
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increase in September rainfall while on the other hand a decrease in March rainfall

across the north of the island. In addition to the trends in September and March,

increasing trends are also obtained in April (Mağusa), May (Lefkoşa), July

(Lefkoşa and Alevkayası), August (Alevkayası), and November (Çamlıbel) in

some of the stations. On the other hand, half of the stations (Zümrütköy, Gaziveren,

Lefkoşa, Ercan, Geçitkale, and Mağusa) show increasing trends in September but

no trends in March.

In addition to the trend studies for annual and monthly rainfall data, seasonal

total rainfall data are also studied. The results show a few trends for some of the

stations. The decreasing trends are seen in spring rainfall at Girne and Yenierenköy

stations, while two increasing trends in fall rainfall at Çamlıbel and Lefke and one

in summer at Alevkayası station are indicated. The seasonal trend analysis results

are given in Table 10.3.

10.6 Conclusions

In this study, trend analysis of monthly, seasonal, and annual total precipitation at

20 stations in North Cyprus has been carried out using Mann–Kendall nonparamet-

ric test. It has been observed in most of the stations that there is no trend in the

annual total rainfall; however, upward trends in September rainfall and downward

trends in March rainfall in most of the stations are observed. In other words, after

long summer months with no or very low rainfall, there is an increasing trend in

September rainfall. On the other hand, there is a decreasing trend in March rainfalls.

It can be said that there is an evidence of a shift in monthly rainfall regimes in North

Cyprus.

Fig. 10.3 Spatial distribution of increasing trend in September rainfall
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The trend results obtained in this study are not sufficient to approve climate

change in North Cyprus. However, this study will contribute to the researches about

the effects of climate change in the Mediterranean region.
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Chapter 11

Forecasting Tropical Storms in the Eastern

Region of the United Arab Emirates: Lessons

Learnt from Gonu
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Abstract In 2007, a strong tropical storm in the Arabian Sea, Cyclone Gonu,

caused major damages when it made landfall on the coast of the Sultanate of

Oman. The Category 5 tropical storm moved north along the coast in the Gulf

of Oman and reached the Eastern Coastline of the United Arab Emirates (UAE),

causing loss of life and damage to property and infrastructure. It is therefore

imperative to understand the probability of such storms hitting the region in the

future, to take necessary measures and preparations to reduce the impact. This study

is important for understanding the feasibility of developing infrastructure to with-

stand tropical storms, managing the coast, and also evaluating risks of the damages.

This study looks at meteorological statistical data from past decades in the region to

understand the probability of strong tropical storms causing damage in the Eastern

Coast of the UAE. It uses statistical analysis to predict tropical storms that are

strong enough to reach the Eastern Coast of the UAE, which is situated along the

Gulf of Oman, to the north of the Arabian Sea, which is not usually affected by

tropical storms coming from the Indian Ocean. The study looks into historical

meteorological data of the region, from temperatures, wind speed, and direction,

and then compares them during the time Cyclone Gonu hit the region.

Keywords Climate change • Storm forecasting • Gonu • Storm surges • Tropical

storms • The United Arab Emirates • Peninsula • Probability • Cyclone • Phyto-

plankton • Bloom • Oceanographic

S.A. Ahmed (*) • M. bin Jarsh • S. Al-Abdooli • M.K. Al-Radhi • A. Galadari

Higher Colleges of Technology, Dubai, UAE

e-mail: saif14413@gmail.com; mohammad.binjarsh@hotmail.com;

abdooli1112@hotmail.com; mohdnet88@hotmail.com; aigaladari@gmail.com

I. Dincer et al. (eds.), Causes, Impacts and Solutions to Global Warming,
DOI 10.1007/978-1-4614-7588-0_11, © Springer Science+Business Media New York 2013

183

mailto:saif14413@gmail.com
mailto:mohammad.binjarsh@hotmail.com
mailto:abdooli1112@hotmail.com
mailto:mohdnet88@hotmail.com
mailto:aigaladari@gmail.com


11.1 Introduction

In June 2007, Gonu developed as a severe tropical storm in the Indian Ocean. It had

been described as the most powerful storm ever recorded in the Arabian Sea

[1, 2]. It had a great socioeconomic impact when it made landfall along the coast

of Oman and to a much lesser extent in the eastern coast of the United Arab

Emirates (UAE) and Iran. Since the region has not been affected by a similar

storm in the past, the region was not ready to alleviate the impact of the storm.

Nonetheless, it is important to forecast the probability of similar storms in the future

to allow policymakers in the region to be equipped, if necessary, with the means to

curtail the impact of the storm.

The Indian Ocean experiences tropical storms prior to and after the monsoon

season. The monsoon season typically starts in June and ends by September. The

range of tropical storm seasons in the Indian Ocean is in May, as well as October

and early November [3]. Other storms may develop during June and September,

when the monsoon season starts and ends [4]. Nonetheless, it has been statistically

shown that the frequency of tropical storms in the Bay of Bengal surpasses four

times that in the Arabian Sea [5]. Although severe cyclones making landfall on the

Arabian Peninsula are very rare, they have been historically reported [6].

It is important for people to understand and learn how the world works from a

natural point of view in which sudden changes on earth can affect its behavior.

Natural disasters are dangerous due to the fact it is unpredictable causing damages

and fatalities, as people and governments are unprepared. Learning from past

disasters is a step closer to understanding how to avoid them or at least respond

to them.

In June 2007, when cyclone Gonu made landfall in the Sultanate of Oman, it has

made devastating loss of life and destruction of infrastructure. As the storm moved

northwards along the Gulf of Oman, its intensity was reduced, but nonetheless, it

has also caused loss of life and destruction in the eastern coast of the UAE, typically

in the areas of Kalba and Fujairah, until the storm dissipated as it crossed through

Iran. Since it was not typical for the area to experience severe tropical storms that

make landfall on the Arabian Peninsula, emergency response and preparations were

insufficient to deal with the strength of a cyclone such as Gonu.

This study focuses mainly on the eastern coast of the UAE, and not Oman, to

forecast the probable frequency of such severe storms to make landfall in the area. It

uses statistical climatic data of the region to identify the difference in the climate

during Gonu’s landfall in the area compared to other years during the same period.

This is important to consider if it would be feasible for the UAE to invest in coastal

developments to reduce the impact of similar storms, such as building levees or

having warning systems in place for climatic or oceanographic disturbances in

the area.
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11.2 Background

There have been few tropical storms that are categorized as cyclones to have hit the

Arabian Peninsula. Most tropical storms make landfall in the Bay of Bengal, but

few move northwesterly to make landfall on the Arabian Peninsula. There have

been several observations of cyclones that make landfall on the Arabian Peninsula

and all of them have been statistically seen to be recorded during pre-monsoon and

post-monsoon seasons [7]. It has been recorded that Oman had been struck by

tropical storms of similar strength to Gonu on June 4 and 5, 1890, and May 2, 1895

[8]. The storm of 1890 seems to have made landfall further north of the Arabian Sea

towards the Gulf of Oman (Sea of Oman). However, this data is based on historical

documents that may not be of great reliability, as the reports on the region were very

limited at the time. The historical storms have occurred, but the strength of such

storms could be questioned. Although they have been reported to have damaged the

area, it is difficult to categorize the strength of these storms.

Eight intense cyclones have been recorded to strike the eastern region of the

Arabian Peninsula in the past 60 years, as can be seen from Table 11.1. However,

only Gonu made landfall in the east coast of the UAE. It might have been possible

that the storm that hit Oman in 1890 might have also affected the east coast of the

UAE based on logical deductions of the track record of the storm from historical

documents. Nonetheless, the reliability of those records and the exact coordinates

where the storm had made landfall remain questionable, but it is still reasonable to

conclude that the effects of the 1890 storm would have reached the east coast of the

UAE.

If from the past 60 years, only one cyclone made landfall in the east coast of the

UAE, and possibly the storm of 1890 might have also, then it may be concluded that

the frequency of such storms to occur may be once in every 60 years. Therefore, the

probability of a cyclone to hit the east coast of the UAE is less than 2 % every year.

Table 11.1 Severe cyclones making landfall on the Arabian Peninsula since 1959

Cyclone History

Cyclones crossed Salalah region in Oman May 1959, May 1963, and

November 1966

A cyclone crossed Masirah Island in Oman with high wind speeds

reaching 120 knots with 430 mm rainfall

June 1977

A cyclone hit Ras Madraka (south of Masirah Island) in Oman

resulting in a 200 mm rainfall

June 1996

A storm affected Salalah in Oman with 58 mm of rainfall in the

city and 150 mm in the mountains

June 2002

Gonu, affecting Oman, the UAE, Pakistan, and Iran June 2007

Phet, affecting Masirah and Ras al-Hadd, in Oman June 2010
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11.3 Gonu

Cyclone Gonu is the biggest tropical cyclone that hit the Arabian Sea. It is impera-

tive to learn from Gonu and try to prepare for the worst if a cyclone as strong ever

hit the region again. To do so, gathering information about the cyclone, how it

originated, and the climatic conditions that moved the cyclone towards the coast of

Oman is important to forecast future storms.

Gonu started as a small storm categorized as level one and then it got stronger as

it moved towards Oman reaching a Category 5 storm with wind speeds exceeding

240 kph. It then weakened as it lost moisture moving towards land.

Gonu was detected as a low-category thunderstorm in south of Mumbai in India.

Northwesterly winds caught up with the storm along with low pressure coming

from Pakistan. Gonu started moving north and northeast, and later turning on a

westward track. Due to the low amount of vertical wind shear the storm got stronger

until it reached southeast of Oman near Masirah Island with a wind speed of

315 kph. The storm maintained its strength for about 6 h. As it moved closer to

the Arabian Peninsula, the dry air and cool waters reduced vapor, weakening the

storm as it made landfall in Oman.

As Gonu made landfall in Oman, it caused many fatalities and destroyed many

facilities along the coastline. In the cities, such as Muscat, the wind speeds reached

100 kph leaving residents without power. Due to the nature of the area, which is

mountainous, the heavy rainfall caused the valleys (wadis) to be flooded,

contributing as the major cause of the destruction. Parts of Oman have reported

over 150 mm of rain. As Gonu travelled further north in the Gulf of Oman (Sea of

Oman), it initiated problems in the towns of Kalba and Fujairah along the east coast

of the UAE, causing damages due to high waves and heavy rainfall.

Gonu caused about $4 billion of damages and at least 49 deaths in the Sultanate

of Oman while causing $215 million of damages and 23 deaths in Iran, where it

dissipated [9]. Although the damages to the east coast of the UAE were minimal

compared to those in Oman and Iran, there was an extended damage to the fisheries

industry in the east coast of the UAE for an extended period of time due to

phytoplankton bloom (also known as the red tide) that has occurred in the area in

the years after Gonu. The phytoplankton bloom that emerged between 2007 and

2008 in the Arabian Sea had been attributed to Gonu [10, 11].

11.4 Methodology

Meteorological statistical data was collected from two authorities in the UAE. The

first phase was distributing the data for the past decade and taking the average mean

of each month for the decade, for data that includes temperature, wind speed, wind

direction, and rainfall were distributed for the past decade, taking the average

monthly mean. The data gathered were assumed to be normally distributed.
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Probability analysis such as means of the maximum temperature and the minimum

temperature was collected and gathered in a graph for the probability of cyclone in

the region.

Historical data for cyclones reported to hit the Arabian Peninsula was also

gathered to determine the probability of such phenomenon to occur. Statistical

data is not high enough to produce a good trend due to rarity of the event and the

lack of historical records. In the past, storms of lesser forces than cyclones might

have produced severe destruction in agriculture and homes due to the vulnerability

of the infrastructure at the time. Due to the lack of objective measurements, the

reliability of the data may be questionable, which further provides comfort to the

rarity of cyclones hitting the Arabian Peninsula.

11.5 Interpretation of Data

The climate and weather, such as temperatures, wind speed, and direction, are

analyzed to understand the cyclone phenomenon in the region and how it may

impact coastal areas. Statistical data have been used showing each month’s weather

data to relate that information to the Gonu cyclone incident in June 2007. The study

looks at the climatic trend for the decade 2000–2010 to determine if there are any

unusual changes to the climate that might have triggered the intensity of

cyclone Gonu.

Gonu started to form on May 31, 2007, and dissipated by June 7, 2007, as it

crossed through Makran. In the city of Fujairah, along the UAE’s east coast affected

by Gonu, the average maximum temperature in June 2007 was 37 �C and the

average minimum temperature was 31 �C. For the decade, the average maximum

temperature in June is 39.75 �C with a standard deviation of 3.077 and the average

minimum temperature is 31.35 �C with a standard deviation of 0.9. As a result, the

average maximum temperature recorded in June 2007 is significantly different than

the rest of the decade, as it is significantly cooler.

Wind direction information was gathered for the past decade, as shown in

Table 11.2. It was noticeable that there were two major directions that the wind

takes shape along the different months in the years. In winter months (November,

December, January, February) the wind direction percentages are westerly and

northwesterly direction, while in summer months (June, July, August) the wind

direction is easterly and southeasterly. Gonu was formed in the Bay of Bengal area

and moved towards the Gulf of Oman in which the Bay of Bengal is just southeast

of the Gulf of Oman. This is one of the reasons that moved the cyclone towards the

Gulf of Oman.

Compared to the whole decade (2000–2010), June 2007 had the highest

percentages of easterly winds at 38.6 %. With a decade average of 30.68 % of

easterly wind during the month of June and a standard deviation of 5.052, the

percentages of easterly winds during June 2007 are significantly different than the

average of the remaining years. Similarly, southeasterly winds in June 2007 were at
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19.9 % of the time, while the average for the month of June is 11.97 % with a

standard deviation of 4.47. This means that June 2007 had statistically significant

more easterly and southeasterly winds than the average for that month, and it also

was the record highest for the whole decade. This information suggests that Gonu

had significantly affected the wind direction making it more prominently in the

easterly and southeasterly directions. This is substantial, because the east coast of

the UAE is aligned such that during the pre-monsoon cyclone season it fits perfectly

with the direction of the wind, making the impact to the coast at almost heads

on. This may cause the most severe type of tidal waves from the tropical storms.

This of course does not suggest that those winds caused the storm, but that the storm

had caused these winds (Table 11.4).

Although the data shows that the direction of the wind was more prominently

easterly and southeasterly in direction compared to the norm for that period in June

2007, the wind speeds were not significantly different. In actuality, June 2007 had

the lowest average gust speeds for the same period between 2006 and 2010. Also,

Table 11.2 Average percentage of monthly wind directions in the UAE’s east coast (2000–2010)

N NE E SE S SW W NW Calm

Jan 4.19 7.69 14.72 5.43 1.78 3.16 27.27 29.55 4.88

Feb 2.95 12.85 18.82 6.02 2.33 4.28 24.97 25.61 6.69

Mar 5.95 13.14 18.86 5.98 2.27 3.98 17.43 22.39 9.46

Apr 4.82 14.98 19.14 4.97 2.25 3.05 17.22 22.48 7.46

May 5.47 19.64 21.04 6.18 2.59 3.30 17.75 17.35 5.93

Jun 6.38 18.15 30.68 11.97 4.41 3.18 9.05 10.72 5.64

Jul 3.84 9.80 38.51 23.79 4.75 1.98 5.18 4.59 7.32

Aug 4.30 7.72 40.05 26.19 7.30 3.79 3.72 2.31 6.44

Sep 5.03 9.79 34.86 18.03 5.87 4.88 8.55 5.87 8.84

Oct 4.61 10.01 27.48 8.31 3.75 5.95 15.44 16.65 7.67

Nov 5.20 9.02 18.67 5.94 2.13 6.05 24.27 25.18 5.11

Dec 4.62 11.70 23.88 9.91 3.25 3.95 17.32 19.15 6.37

Table 11.3 Mean wind speeds in the UAE’s east coast (2000–2010)

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Jan 7.2 6.8 6.5 6.4 5.8 7.1 7.5 7.9 6.9 7.9 7.8

Feb 8.9 7.5 7.2 6.7 4.6 7.8 6.1 7.9 8 6.5 6.4

Mar 9.8 7.1 6.9 7.3 8 8.5 6.1 10 7.1 8.5 7.7

Apr 8.1 7.5 6.9 7.8 11.6 7.7 7.8 8.2 8.4 6.9 10.1

May 7.9 8.3 8.1 6.7 9.2 7 7.8 6.9 9.3 9.1 9.4

Jun 6.2 5.9 7.6 5.8 7.9 6.1 5.6 6.3 7.1 7.7 6.9

Jul 5.4 5.7 6 5.4 5.5 6.9 7.5 6.2 5.8 7 6.5

Aug 5.1 5.5 5.7 5.5 5.5 6.1 5.3 6.9 5.8 7.1 5.3

Sep 5.8 5.1 5.3 5.3 5.7 8.1 5 5 5.5 5.9 4.5

Oct 3.9 5.3 4.9 5.2 4.7 5.2 5.7 5.2 6.1 5.5 5.5

Nov 5.4 5.1 4.7 6.7 6 6 6.1 6.1 5.9 5.7 5.6

Dec 5.8 4.9 6.4 6.2 7.6 6.1 7.1 7.4 7.2 6.5 6.5
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the highest gust of wind recorded when Gonu made landfall on the eastern coast of

the UAE on 6th and 7th of June was 14.4 m/s (52 kph). The wind speed that hit the

eastern coast when Gonu made landfall is insignificant to the average highs

achieved, as shown in Table 11.3. In other words, the region does experience

significantly more wind speeds, even when it is not due to a tropical storm.

Therefore, the damages in the area done by Gonu are not due to the wind speeds.

However, it would be more correct to state that it was due to the waves that had

caused seawater levels flood the affected areas as well as the heavy rainfall. The

actual change and difference between low and high tide in June 2007 were not at all

different than the norm. As it would be typical to cyclones, it would not usually

affect the tidal difference, as expected. It can be clearly conclusive that the damages

done during Gonu’s landfall on the eastern region of the UAE were mainly due to

the height of waves without concerns from wind speeds. Nonetheless, since the east

Table 11.4 Highest gust

speeds recorded for the month

of June in the UAE’s east

coast (2006–2010)

Jun-06 Jun-07 Jun-08 Jun-09 Jun-10

1 6.2 6.7 13.9 11.8 7.2

2 6.7 6.7 11.3 7.2 0.0

3 5.7 5.7 8.7 12.3 8.7

4 6.2 8.2 7.7 10.3 8.7

5 6.7 9.3 7.2 8.7 7.7

6 6.2 11.8 7.7 6.7 7.2

7 7.2 14.4 7.2 9.8 7.2

8 6.7 8.2 7.2 17.0 8.2

9 7.2 6.7 10.8 17.5 7.2

10 8.2 5.7 9.8 7.7 8.2

11 11.3 5.7 9.3 7.2 7.7

12 8.2 5.7 11.3 6.2 7.7

13 7.2 9.8 13.9 6.2 8.7

14 7.7 6.2 12.9 18.0 9.3

15 6.7 7.2 13.4 17.0 8.2

16 9.8 5.7 12.3 13.4 7.7

17 6.7 7.2 6.2 10.3 6.7

18 7.7 7.2 5.7 8.2 7.7

19 7.7 7.2 9.8 12.9 6.2

20 7.2 7.7 6.7 10.3 6.2

21 7.2 7.7 6.2 7.2 7.7

22 8.7 7.2 8.2 6.7 9.3

23 7.2 6.2 6.7 5.1 8.7

24 6.7 6.7 8.2 10.3 11.3

25 7.7 7.2 7.7 8.2 8.7

26 7.2 15.4 7.7 9.3 7.2

27 7.2 8.2 6.7 10.3 7.2

28 9.3 10.8 7.2 12.9 8.2

29 7.2 11.8 5.7 8.7 14.9

30 15.4 7.7 6.2 8.7 17.0

11 Forecasting Tropical Storms in the Eastern Region. . . 189



coast of the UAE is a mountainous region, then the flooding of valleys (wadis) due
to the heavy rainfall is also partly blamed for the destructive nature of severe

tropical storms and not the actual wind speeds.

As derived from the records, Fig. 11.1 shows that the wind gusts experienced

during Gonu in the first week of June 2007 are not unusual when compared to the

second week of June 2008. Hence the damages from floods are the most important

factor of the storm and not the winds.

The average temperatures of the eastern coast of the UAE in the past decade can

be seen in Fig. 11.2. It shows that the trend is not changing, whether pre-Gonu or

post-Gonu. There seems to be no significant changes in the overall trend line,

although in months of specific years, there were statistically significant changes

to the trend. Nonetheless, it is not a permanent change in the trend, as the years later

show an adjustment back to the average trend line.

The climate is not proven to have changed and cannot be blamed for the

development of Gonu in the Arabian Sea, which is a rare occurrence with a

probability of at most once in 60 years from the historic data since 1867. Saying

that, the results do not define climate dynamics of the region further in the future, as

climate changes have been detected in generality from sedimentary deposits along

the Arabian Sea [12]. Nonetheless, the effects of cyclone Gonu to the marine

ecology and the fisheries industry after it has crossed path in the area have shown

to be of long term, especially with the phytoplankton bloom that the region has

experienced.
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11.6 Limitations of the Study

Even though the study does not prove that there is an occurrence of climate change

to be blamed for Gonu, this research has its pitfalls, in such that the recorded

historical data of the climate in the region is very limited to provide conclusive

evidence for or against climatic changes in the region. Nonetheless, there are

theories that show that anthropogenic air pollution, though not causing higher

intensities of cyclones, could cause more damage in the form of acid rain [13],

which is another issue that needs to be addressed from the outcomes of tropical

storms in the region. This is especially important in the Arabian Sea due to its close

proximity to oil-producing nations that emit significant amounts of pollution into

the atmosphere during oil extraction, as well as significant air pollution emitted in

various parts of the Indian subcontinent along the Bay of Bengal.

As the majority of the Arabian Peninsula is a dry desert, it may actually be a

blessing in such a way that the effects of anthropogenic air pollution may not cause

damages in the form of acid rain in the region, and that the air pollution is more
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likely dispersed without being heavily concentrated in the area. In addition to that,

the climate of the Arabian Peninsula helps in weakening tropical storms as they

approach the region. This has been observed also with Gonu, which provides the

necessary reasons why tropical storms in the north of the Indian Ocean do not affect

the Arabian Sea as it would the Bay of Bengal.

More evidence of climate change increasing the frequency of intense tropical

storms in the north of the Indian Ocean is also being reported in one study

[14]. Therefore, there could be reason to consider climate changes as a cause of

these storms, although our study can neither prove nor disprove this theory. The

data used in our study is mainly from the eastern region of the UAE. Nonetheless,

tropical storms in the region develop and intensify further to the southeast of the

Arabian Peninsula, and such data was not analyzed to consider the climatic dynam-

ics of the area. More studies on the climate trends in the Arabian Sea, as well as

oceanographic data in the temperatures of the water and evaporation, are important

to conclude the effects of climate change in the region, if any. The conclusion of

this study, in which the intensity of Gonu in the Arabian Sea in 2007 can neither be

associated nor disassociated with global warming or climate change, is similar to

the conclusion reached in one study [15], where it is also asserted that the evidence

from single events or the oscillations of the climate dynamics are inconclusive in

either its association or disassociation with global warming. It is important to note

that major critiques on the attribution of global warming with tropical storms are

still a heated debate in various scientific forums [16].

In our study, we have no conclusive evidence whether global warming increases

the intensities and frequencies of tropical storms or the other way around. The thing

we know for sure, however, is that climate change is inevitable, regardless of its

causes and dynamics. Nonetheless, the scope of this study is neither to associate nor

to disassociate global warming to the increase of frequency and intensity of tropical

storms in the region, but merely to forecast future impacts of intense tropical storms

on the eastern coast of the UAE.

Although this study is limited, from a statistical perspective, there seems to be

adequate evidence to conclude a very low probability for intense cyclones to affect

the east coast of the UAE. However, this may be true for the next century, but in this

world only one thing is guaranteed, and that is change. As the earth is dynamic,

change is inevitable and future studies are required to further understand and

forecast intense cyclones in the region beyond a century from today.

11.7 Conclusions

Severe tropical storms making landfall in the Arabian Peninsula are very rare.

Tropical storms surging farther north of the Arabian Sea into the Gulf of Oman (Sea

of Oman) have also a lesser probability of occurrence. Severe storms making

landfall in the east coast of the UAE would also have a much lower probability of

occurrence, especially since the length of UAE’s east coast is minimal when
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compared to that of Sultanate of Oman, and farther to the north of the Gulf of Oman.

From the statistical analysis, there does not seem to be a trend of significant climatic

changes occurring in the east coast of the UAE. It is safe to say that Gonu was a rare

occurrence in such a way that the frequency of occurrence of similar storms to hit

the east coast of the UAE would be at most once every 60 years.

The interpretation of the data shows that there were insignificant changes to the

normal weather patterns in the region during the days preceding the cyclone and in

its aftermath. While forecasting the data using different regression patterns, it is

also found that a strong cyclone with damages similar to Gonu making landfall in

the east coast of the UAE causing damages would occur at most once every

60 years. Although the data shows that weather patterns prior to the storm are not

significantly different from the average, it would be difficult to predict a storm

making landfall in the UAE. Nonetheless, since the UAE’s east coast lies in the

northern tip of the Gulf of Oman, the strength of cyclones would usually drastically

decrease, since there is high probability to lose its strength en route while making

landfall in the eastern part of the Sultanate of Oman. Although the meteorological

data acquired for the study is limited due to inadequate historical recording accu-

racy in the region, the findings provide a confidence in the rarity of the event with a

recurrence of once every 60 years at the most.

There is a lack of instrumentation and measurement for early detections of

tropical storms to make landfall in the east coast of the UAE. Due to the low

probability of the impact of cyclones compared to the investments made for such

measurement systems, it may not necessarily be feasible to have an independent

system for the UAE. Instead, cooperating with systems from the Sultanate of Oman

would be the most economical solution for any risk assessments and emergency

response for UAE’s east coast.
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Chapter 12

Future Challenges in Urban Drainage

Systems Under Global Warming

Mawada Abdellatif, William Atherton, and Rafid Alkhaddar

Abstract The increase of extreme rainfall intensity and frequency as a result of

climate change are predicted to put heavier pressures on existing sewer systems,

which could result in urban flooding. By considering different possible levels of

greenhouse gas emissions and through the development of sophisticated climate

models, it is possible to predict what climate change might look like during the

coming century. The broad objective of this chapter is to improve engineers,

planners and designers’ appreciation of the potential risks associated with urban

drainage systems. This work is applied to a selected site in the North West of

England to predict future rainfall using a downscaling model of HadCM3 outputs.

The methodology employs the estimated uplift for the future design storm to the

existing combined drainage system which is designed according to the current UK

standards. Thus the system should sustain rainfalls with a specific return period

without detriment to the level of services. Results obtained from InfoWorks CS

used in the simulation of the drainage system demonstrated that there is consider-

able change in the number of flooded manholes together with surcharge in some

sewers for winter and summer seasons during the 2080s.
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Nomenclature

ANN Artificial Neural Network

A1FI High emissions scenario of greenhouse

A2 Medium-high emissions scenario of greenhouse

B2 Medium-low emissions scenario of greenhouse

B1 Low emissions scenario of greenhouse

CSO Combined sewers over flow

DWF Dry weather flow

GPD Generalised Pareto Distribution

GLM Generalised Linear Model

HadCM3 Hadley Centre Coupled Model, version 3

HI High impact

IPCC Intergovernmental Panel on Climate Change

MI Medium impact

NI No impact

UKWIR United Kingdom Water Industry Research

UU United Utilities

VHI Very high impact

WwTW Wastewater Treatment Works

12.1 Introduction

Drainage systems are needed in developed urban areas because of interaction

between human activity and natural water cycle. This interaction has two main

forms: the abstraction of water from natural water cycle to provide water supply for

human life, and covering of land with impermeable surfaces that divert rainwater

away from the local natural system of drainage. These two types of interaction give

rise to two types of water that required drainage [1].

The first type, wastewater (dry weather flow, DWF) is constituted of population

generated flows from residential properties within the network, trade and commer-

cial flows, and infiltration from groundwater into the sewerage system networks.

After use, if not drained properly, wastewater could cause pollution and create risk

to health.

The second type of water requiring drainage is storm water, which is rainwater

that is fallen on a built-up area. If the storm water is not drained properly, it will

cause inconvenience, damage, flooding and further health risks.

There are basically two types of conventional sewerage system, a combined

system in which wastewater and storm water flow together in the same pipe, and a

separate system in which wastewater and storm water are kept in separate pipes.

Some towns include hybrid systems, for example a “partially separated” system, in

which waste water is mixed with some storm water, while the majority of storm

water is conveyed by separate pipes. In the UK, most of the older sewerage systems
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are combined which accounts to about 70 % of the total length of sewerage pipes in

the country and only 30 % are separate system [1].

In dry weather, the system carries wastewater flow only. During rainfall event,

the flow in the sewers increases as a result of addition of storm water and in heavy

rainfalls the storm water could be 50 or even 100 times the average wastewater

flow. It is simply not economical to provide capacity for this flow; therefore the

solution is to provide structures in the sewers network system, which diverts flows

above certain level out of the system and into a natural watercourse. These

structures are called combined sewers overflows or CSOs

In the UK, some cities have sewers with more than 150 years old and replace-

ment/renewal rates of these sewers are very low. Although the annual average

replacement/renewal rate for the UK is currently 0.4 %, however under current

investment in sewer renewal, replacement of the existing assets, by some estimate,

would take more than 1,000 years [2]. This means that the existing urban drainage

systems have been designed for the past climate conditions, but maybe not for the

situation occurring today or for the future.

The chapter focuses on examining possible impacts of climate change on storm

water systems, whether as a separate surface water system or combined with

sewerage system. Specifically the chapter is concerned with change in generation

of storm waters due to change in rainfall pattern in future and its implications on

performance of existing urban drainage infrastructures.

12.2 Urban Drainage and Climate Change

The evidence for global warming is compelling, with records showing that global-

average surface air temperature has risen by 0.60 �C since the beginning of the

twentieth century, with about 0.40 �C of this warming occurring since the 1970s [1, 3].

The main clue to the cause of these rises is the significant increase in the concen-

tration of greenhouse gases (e.g. carbon dioxide, methane) observed over the past

200 years.

An emerging challenge in the field of urban drainage is global warming which

potentially leads to climate change. Storms and floods are now the most frequent

and costly extreme weather events occurring in Europe, with floods causing around

€15bn of economic damage in 2002 [4, 5]. Practitioners will hence need guidance

on adapting input data to account for the anticipated effects of climate change [6].

The main findings of climate change studies, of relevance to urban drainage, are

an increase in total rainfall (and hence runoff) and increased storm intensities. The

potential implications [1] are as follows:

• Increased flows that may exceed the capacity of existing sewer systems leading

to more frequent surcharging and surface flooding.

• Greater deterioration of sewers due to more frequent surcharging.

• More frequent Combined Sewer Overflow (CSO) spills.
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• Greater build-up and mobilisation of surface pollutants in summer.

• Poorer water quality in rivers due to extra CSO spills and reduced base flows in

summer.

• Increased flows of dilute wastewater at treatment plants due to higher rainfall

and infiltration, potentially leading to poorer treatment by biological processes.

The Intergovernmental Panel on Climate Change (IPCC) released four scenarios

for greenhouse gases based on different views of how the world might develop over

the coming years (e.g. high emissions (A1FI), medium-high (A2), medium-low

(B2) and low (B1) emission scenarios), for prediction of future trends in climate.

They assist in climate change analysis, including climate modelling and the assess-

ment of impacts, adaptation and mitigation [7].

The wide range of predictions from climate change scenarios, based on different

assumptions, result in uncertainty, which limits the value of these predictions to

storm water management, policy definition and planning [8]. Despite this [9]

concluded that studies using different climate change and urban drainage scenarios

can be used as an indication of possible impacts resulting from climate change.

There are numerous studies that have investigated the impact of climate change

on urban flooding. However, most of them were focused on the impacts from rivers

and coastal sources, as they are the most apparent and catastrophic ones. Few of

these studies in the UK have considered the urban flooding on combined sewers

systems. One of the latest studies, which have considered flooding on combined

sewers systems, is the work carried out by the United Kingdom Water Industry

Research (UKWIR), which used the Weather Generator method for generating

future rainfall [10]. The study by [11] found that an increase of 40 % in rainfall

intensity will lead to an increase in flooding volume of 100 % and an increase in

number of damaged buildings of 130 %; the value of flood damage will increase by

200 % as stated in [12].

This chapter presents the outcome of a study to assess how climate change on

inter-annual to multi-decadal timescale, the far future (or 2080s), will affect design

standards of wastewater network due to the presumed increase in rainfall intensity

and frequency in the Northwest England. Moreover, results from the study could

possibly lead to improvement management and design of the sewer network

system. However if the impact is severe and costive, it is probable that the impact

cannot be prevented and thus adaptation will be necessary.

These objectives are achieved here by applying the downscaled future rainfall

from global climate model (HadCM3) during winter and summer seasons (for more

information see [13]) to hydraulic model (a sewer network model) employing

InfoWorks CS software. The results have been analysed using a risk assessment

model (Data Manager, or DM) developed by MWH UK.
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12.3 Description of the Catchment

The Crewe study area is located in the south east of Cheshire County in North-

western England (see Fig. 12.1). It consists predominantly of residential housing

interspersed with areas of retail, commercial and industrial developments, covering a

total area of approximately 32 km2. The main concentration of the retail, commercial

and industrial developments is in the central parts of Crewe [14]. Population figures

derived from occupancy rates and address seed points obtained from UU, indicate a

current residential population in the study area of approximately 90,484. The main

river within the Crewe drainage area is the River Weaver which lies just outside the

study area boundary and receives discharges from Crewe Wastewater Treatment

Works (WwTW) which is about 5 km to the north west of Crewe town centre.

The sewer system in the study area is largely combined although some areas of

more recent development, around the periphery of the town are drained by separate

systems. The catchment sewer model consists of 1,655 sub-catchments, 1,830

nodes and 1,797 sewers with a total length of 94.64 km and sewer sizes ranging

between 100 and 4,500 mm.

There are 23 combined sewer overflows (CSO) within the catchment area.

Eighteen of these discharge into Leighton Brook, Valley Brook, Wistaston Brook

or their tributaries and one, at the Crewe WwTW storm tank, spills to the River

Weaver. The remaining four spill into watercourses outside the study area [14].

Fig. 12.1 Location of Crewe Catchment
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12.4 Future Rainfall Predictions

Evaluating regional impacts from possible climate change in the future requires a

methodology to estimate certain meteorological variables (e.g. rainfall) for the time

period and geographical region of interest. In general two physical systems are

involved: the climate system in which the effect of greenhouse gases emissions can

be simulated by General Circulation Models, GCMs (from which rainfall is down-

scaled due to coarse resolution of the GCMs) and the hydrological system such as

urban drainage systems [15].

A hybrid Generalised Linear Model (GLM) and Artificial Neural Network

(ANN) approach is introduced in a previous work [13] by the same authors as

part of a study to downscale coarse global climate model (HadCM3) outputs to finer

spatial scales, as the coarse resolution limits its use for impact study. The outputs of

this model are used to explore the possible future changes in rainfall pattern in the

Crewe area of the NorthWest of England under A1FI and B1 emission scenarios for

winter and summer seasons. Subsequently, forecasters can use this future down-

scaled rainfall for impact assessment.

The downscale model developed used a two stage process to model rainfall. The

first stage is the rainfall occurrence process, which is modelled with logistic

regression to represent wet and dry sequences of rainfall and given by [16] as

follows.

ln
pi

1� pi

� �
¼ Xiβ (12.1)

where Pi is the probability of rain for the ith case in the data set, Xi is covariate

vector (climate predictors), Β is model coefficients

The second stage is rainfall amount which is modelled with a multilayer

feed forward artificial neural network (MLF-ANN) technique to represent

the non-linear relationship between the observed rainfall amount series and the

same selected set of climatic variables (predictors) used to model the rainfall

occurrence process.

Then frequency analysis with Generalised Pareto Distribution (GPD) introduced

by [17], is carried out to obtain the return level—return period relationship of the

extreme rainfall event during the present (1961–1990) and future periods (2080s)

under high (A1FI) and low (B1) emission scenarios for winter and summer seasons.

The cumulative distribution function, F(x), for GPD, where k 6¼ 0 is:

F xð Þ ¼ 1� 1þ k

σ
x� uð Þ

� ��1
k

(12.2)

where k is shape parameter, σ is scale parameter, x is the random variable

(x > u (mm))
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12.5 Rainfall Runoff Volume Model

For purposes of modelling Crewe urban drainage system, all the components of

the system (storm water and DWF) are considered in the simulation, in addition

to other inflows in the catchment. Two antecedent conditions are considered,

in-depth wetness of the catchment which governs the infiltration into the ground

and is represented by UCWI and NAPI values, and surface wetness of the catch-

ment which governs initial losses of rainfall in wetting the surface and forming

puddles. Other loses such as evapotranspiration during the storm should also be

considered, however it is generally viewed as unimportant in the Northwest of

England as its value is not significant. Areal reduction factor is also used to reduce

the depth of rainfall in synthetic storms to represent the average loss across the

catchment.

The runoff volume model determines how much of the rainfall runs off the

catchment into the drainage system after accounting for initial losses. In the current

study InfoWork CS Software Version 12 is used to model dry and wet weather

flows in Crewe Catchment. The model was built, calibrated and verified in 2007 by

water authority in Northwest of England. It incorporates numerous runoff volume

models; however, in practice only three are generally used in UK wastewater

network modelling and in the current study [1, 18]. These are:

• Wallingford Procedure (fixed PR) Runoff Model: The Wallingford model is

applicable to typical urban catchments in the UK. It uses a regression equation to

predict the runoff depending on the percentage impermeability, the soil type and

antecedent wetness of each sub-catchment. The model predicts total runoff from

all surfaces in the sub-catchment, both pervious and impervious. Therefore this

model should not be mixed with another model within one catchment. It is used

to represent continuing losses with an initial losses model. In this model, runoff

losses are assumed to be constant throughout a rainfall event and are defined by

the relationship:

PR ¼ 0:829 PIMPþ 25:0 SOILþ 0:078 UCWI� 20:7 (12.3)

where PR is the percentage runoff, PIMP is the percentage impervious area

(roads and roofs) by total contribution area, SOIL is an index of the water

holding capacity of the soil, UCWI is the urban catchment wetness Index

• New UK (Variable PR) Runoff Model: This model is applicable to all

catchments with all surface types, but particularly those which show significant

delayed response from pervious areas. It calculates the runoff from paved and

permeable surfaces separately and calculates the increase in runoff during an

event as the catchment wetness increases. Percentage runoff is calculated using:

PR ¼ IF�PIMPþ 100� IF�PIMPð Þ � API30=PF (12.4)
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where PR the percentage runoff, IF Effective impervious area factor, PIMP the

percentage impervious area (roads and roofs) by total contribution area, PF Soil

storage depth (0.2 m), API30 30-day antecedent precipitation index

API30 ¼
X

n¼1;30
P� Eð Þn Cpn�0:5 (12.5)

where n number of days prior to the event (P-E)n Net Rainfall on day n, Pn Total

rainfall depth on day n, En Effective evaporation on day n, Cp Decay factor

depending on the soil index

• Fixed Percentage Runoff Model: This is applied to one surface type in the

sub-catchment (impervious) with the percentage of rainfall that actually runs

off into the system.

12.6 Assessing the Drainage System Performance

Possible consequences caused by climate change in urban drainage systems include

flooding (surface flooding, internal flooding in house basements or flooding in low

laying properties), sewer surcharges and additional spills from combined sewer

overflows (CSOs). Three indicator sets are therefore selected in this chapter to

represent the possible consequences: (1) number of flooding manholes and total

volume of flood water spilling from the manholes; (2) number of surcharging

sewers and the pressure head above the top of the sewers (3) number of buildings

and house basements in danger of flooding.

In order to predict a development trend of possible consequences in different

climate change scenarios, simulations for A1FI (high emission) and B1 (low

emission) scenarios in 2080s (2070–2099) are used to represent the far future.

The runs employed an uplift percentage of extreme rainfall (design storm) in future

from the present rainfall of the existing system of Crew catchment using Info-Work

CS, version 12.

Present rainfall for the period (1961–1990) is used as a baseline against future

conditions induced by climate change during winter and summer. Each simulation

runs for 7 days for the design storm of 5 years return period with durations of

60, 120, 180, 360, 480 and 1,440 min, as the system is designed to hold a current

5 years storm without CSO spilling.

The uplift percentages are obtained from extremes frequency analysis carried

out in previous work by the same authors. The uplift percentages are found to be

between 35–42 and 16–33 % in 5 year of future extremes rainfall in winter for

scenario A1FI and B1, respectively, in all durations. In summer the 5 year future

extremes values are predicted to reduce by 16–28 % for scenario A1FI and 27–39 %

for scenario B1.

Flood risk to properties is a function of the level of water (energy grade line)

adjacent to a property. This can manifest in two forms, the water level in the sewer

(surcharge flood) and the water level on the ground (surface or overland flood),

when caused by flooding from sewers.
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Table 12.1 shows results of surface flooding during winter and summer, obtained

with use of the aforementioned uplift percentages. Results in Table 12.1 clearly

show a significant increase in number of flooding manholes in winter in the Crewe

area; and a reduction during summer for all durations. The worst condition is

associated with the 60 min duration, which gives a maximum number of

244 manholes and a total flood volume of 14,545.3 m3 (this is more than twice

the flood volume in the present of 5,960.2 m3).

Table 12.2 shows the sewer surcharge results, evaluated by the number of

surcharging sewers nodes when the simulated water level is above the top of the

sewers. The worst conditions are for a 5 year return period storm when the duration

is 60 min in winter, under scenario A1FI, which results in 659 flooding manholes. In

summer there is a considerable drop in numbers of surcharged pipes under both

scenarios.

Table 12.1 Surface flooding for the base period (1961–1990) and future 2080s under A1FI and

B1 scenarios

Duration

Winter Summer

Base

period A1FI.80s B1.80s

Base

period A1FI.80s B1.80s

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

60 132 244 185 119 22 49

120 96 179 155 100 62 50

180 79 134 109 85 38 32

360 42 93 73 54 31 23

480 37 75 70 38 26 13

1,440 15 34 23 16 2 13

Table 12.2 Surcharge in sewers for the base period (1961–1990) and future 2080s under A1FI

and B1 scenarios

Duration

Winter Summer

Base

period A1FI.80s B1.80s

Base

period A1FI.80s B1.80s

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

60 536 659 592 512 400 352

120 436 564 530 459 377 326

180 386 497 441 403 285 262

360 270 384 349 302 239 185

480 215 335 322 258 186 150

1,440 112 178 134 131 195 120
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Similarly, Table 12.3 shows a quantitative analysis of future flood risk which

provides another impression of how the risk might change in the future affecting

basements and properties in low laying ground levels due to sewer surcharge.

The assessment of flood risk for surcharged sewers is based on a comparison

between the predicted top water level at the upstream end of the sewer (taken from

the InfoWorksCS simulation package) and individual property levels using DM

software.

It could be observed from the results in Table 12.3, that the number of properties

at very high risk of flooding reaches its maximum with storm durations of 60 min in

winter. The risk of surcharged sewers on a building are categorised as very high

impact (VHI) when the difference between basement or property and sewer sur-

charge levels is greater than 200 mm, as medium impact (MI) if the difference is

between 200 and 100 mm, and as no impact (NI) if it is less than 100 mm [19].

In summer the risk is projected to decrease, especially under the low scenario

(B1), due to the assumption inherited in this scenario of reduction in greenhouse

concentration as a result of the use of clean energy.

Figure 12.2 shows visual representation and geographical distribution of

increase in flooding volumes of manholes in winter under the high scenario in

2080s compared with base period. Manholes with a spilling volume of more than

25 m3 are considered to be significant in causing surface flooding. Some of flood

volumes shown in Fig. 12.2 will re-enter the sewer system (when there is space)

which considered store type, whereas some flood volumes leave the system from

manholes whose flood type is classified as lost. The flood volume in this case would

run the ground surface causing overland flow flooding.

Moreover, Fig. 12.3 shows properties in the catchment and the Flood Risk, due

to sewer surcharge, they are posed at future climate. It can be seen that the very high

flood risk impact (VHI) is concentrated in the middle of the network where the

combined system is located. However, flood risk in areas served by a foul system

only is also considered as DWF would also increase with increase in ground

infiltration due to rainfall.

Table 12.3 Building at very high risk of flooding for the base period (1961–1990) and future

under A1FI and B1 Scenarios

Duration

Winter Summer

Base

period A1FI.80s B1.80s

Base

period A1FI.80s B1.80s

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

No. of

flooding

manholes

60 1,225 1,672 1,429 1,132 910 730

120 1,100 1,412 1,342 1,063 839 744

180 999 1,297 1,179 992 700 649

360 741 1,073 887 710 661 591

480 675 857 828 702 596 533

1,440 495 589 529 504 467 480
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As mentioned earlier, the hydraulic capacity of the system is limited to or

generally designed to convey a combined foul and storm flow of 1 in 5 year return

period without significant surface flooding and CSOs spilling. Figure 12.4 is a

comparison between the present and future inflow, outflow and storage in the

Fig. 12.2 Flooding manholes in winter of scenario A1FI of 60 min duration (top) as worst

condition in 2080s which increase by 35 % of design storm compared by base period (bottom)
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system. It is clear that a system of future 1 in 5 years storm in the 2080s under

scenario A1FI receives more water (inflow) and requires more storage capacity,

which is increased by 32 % of the present capacity. The maximum storage was

reached at the first day of simulation and became nearly constant until the end of the

7-day simulation. The increased inflow in the future (240,361.672 m3/s) would lead

to an increase in the amount of required storage, but the system would not be able to

maintain the extra water and hence would result in more flooding than the base

period conditions.

Figure 12.5 shows a longitudinal section of sewers and manholes, where the

water level (blue line) is above the ground level (the green line). It indicates that

there is surcharge in the pipes as well as manhole surface flooding in winter under

scenario A1FI. The node indicated by the arrow in the long section, (Fig. 12.5)

which is located in a significant area surrounding with buildings, is the worst

flooding manhole in the catchment. The surface flooding volume in this manhole

is about 550.7 m3 which is more than 70 % of that of the base period (1961–1990) as

result from 60 min storm duration. Other manholes in the section are less significant

to be considered for surface flooding as they are located outside the building area as

well as having small flood volumes.

Fig. 12.3 Properties at risk of flooding during winter of 2080s under A1FI of 60 min duration in

Crewe catchment. NI: no impact, MI: medium impact, VHI: very high impact, HI: High impact
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From the results and analysis presented above, it is seen that climate change

(driven by current global warming) is projected to have significant consequences

and impacts in the Crewe sewers network. The severity of the impact is reduced

with the increase in storm duration due to reduction in its intensity. The impact

becomes considerably more significant in surface flooding than in sewer surcharge,

depending on manhole location and the flood volume.

There are inherent uncertainties associated with the impact assessment

presented here. These uncertainties are associated with the transformation of design

storm to runoff using simulation models. These models consider effects of ante-

cedent soil moisture conditions in the catchment before the start of the storm,

therefore the uncertainties come from the way these models estimate such anteced-

ent conditions.
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Fig. 12.4 Total inflow, outflow and storage required during future of A1FI scenario in winter

2080s in Crewe network compared with base period (1961–1990)
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12.7 Conclusions

In this chapter, assessment of the future situation in the Crewe urban drainage

system under two emission scenarios for climate change is addressed. The simula-

tion is carried on the network for the base period (1961–1990) and future period

(2080s). The design storm used in the simulation is a 1 in 5 year return period storm

with different durations for winter and summer seasons.

In winter, when applying rainfall uplift of (35–42)% and (16–33)% under

scenarios AIFI and B1, respectively, for all considered durations, the maximum

water flooding volume from manholes associated with A1FI scenario is to be 144 %

more than the base period during the 60 min storm. The corresponding increase in

number of surcharged sewers and buildings at risk are increased by 22 % and 36 %,

respectively, for this worst condition.

Flood volume
550.7m3
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Node 73567501

73567501.1 73566402.1 73566401.1
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73566402 73566401 73566501

Fig. 12.5 Longitudinal sectional view for part of network in built area for 1 in 5 years future

2080s design storm of 60 min under scenario A1FI
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For summer design storms, which are reduced by (6–28)% and (27–39)% under

scenarios A1FI and B1, respectively, the least surface flooding volume is 15 % less

than that during the base period and occurred in the design storm of duration

1,440 min (24 h) under scenario A1FI. The number of surcharged sewers and

properties at risk of flooding are both predicted to decrease during this period.

According to the simulation results presented here, the severity of the climate

change impacts are more significant with increase in surface flooding, and that

impacts are event-sensitive, as a small increase in rainfall can result in a significant

impact.
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Chapter 13

Preliminary Analysis on Phenological Data

of Plants in an Urban Environment

Luciano Massetti

Abstract Phenology is the study of the influence of climate on periodic life cycle

events of plants and animals, a discipline that has important applications in several

research fields like Agrometeorology, Aerobiology, and climate change impact on

the environment. Many studies have investigated the relationship between plant

phenology and rising temperatures, however, even if the most evident effect of

global warming is the increasing of heat island effect in urban areas, a few studies

have focused on the impact of climate change on urban plants. In this type of

research, monitoring and data collection activities are the most challenging and

resource demanding. In 2004, the Institute of Biometeorology started a project

aiming to test if the use of an Internet software application could improve pheno-

logical data collection by volunteers’ participation. A prototype was developed and

used to collect observations on the timing of the main phenological phases of plant

species commonly widespread in the city of Florence. In this chapter the architec-

ture of the system and the experience of the project is presented. Data on the timing

of spring flowering of two species (early spring flowering Prunus pissardii and late
spring flowering Tilia x europaea) are presented. Finally, preliminary results on the

analysis of the relationship between the timing of flowering of the two species and

the average monthly temperature are discussed.
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Acronyms

BBCH Biologische Bundesantalt, Bundessortenamt und Chemische Industrie

BF Begin of flowering

DOY Day of the year

EF End of flowering

EUPOL Assessment of production, release, distribution and health impact of

allergenic pollen in Europe

IPCC Intergovernmental Panel on Climate Change

NDVI Normalized Difference Vegetation Index

UHI Urban heat island

13.1 Introduction

One of the major concerns of our society is the impact of Climate Change on

ecosystems. Phenology, the study of the influence of climate on periodic life cycle

events of plants and animals, is a discipline that has given an important contribution

in the evaluation of climate change impacts, so much that an entire section of the IV

IPCC Report [1] is based on the results of several phenological studies.

According to “Web of Science,” the online academic scientific index provided by

Thomson Reuters, since 2007 more than 1,000 papers containing the keyword “phe-

nology” have been published. Some studies focus on the analysis of the relationship

between rising temperatures and timing shift of phenological events at either Euro-

pean [2] or worldwide [3] level. The assessment of the phenological shifts of 677 spe-

cies published in literature reports a significant spring phenophase advancement for

62% of the cases [3].Moreover, the analysis ofmore than 250 European phenological

time series of plants and animals undoubtedly confirms that phenology is influenced

by temperature regimes during the preceding months [2].

Indeed, air temperature is well recognized as the most important environmental

factor regulating the timing of plant phenophases like vegetative bud burst and

flowering [4–6]. For this reason, several phenological models based on temperature

are used to predict these events. Phenological records are used to develop and

validate such models [7, 8]. For similar reasons, phenological data are also used to

test and validate Decision Support Systems for agriculture purposes: based on

simulation models, they are able to predict and prevent plant disease outbreaks

that might negatively affect both production quantity and quality [9].

In Aerobiology, phenological data were used to integrate pollen data. The

prevalence of allergic pollen diseases is one of the major causes of a growing rate

of morbidity and demand for healthcare (COST action ES0603 EUPOL http://

www.unifi.it/COSTEupol/index.html). The presence of allergic pollen in the air is

usually estimated with sample trapping methods. However, this methodology only

allows a general identification of the parent provenience (at level of genre or

family), while phenological data, associated to sampling, can be a useful tool to
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define/detail airborne pollen sources such as the plant species. This information can

be used to improve pollen forecast [10]. Several studies investigated the correlation

between phenological data and aerobiological data of allergenic species [10–12].

Recently, many studies have investigated the effects of climate change and

urbanization on plant phenology [13–15]. As urbanization is associated with

increasing temperatures and CO2 concentration, urban climate conditions might

be useful to predict the impacts of global warming and evaluating the plant behavior

in urban context might provide a low-cost alternative to the current experimental

methods about the plant responses to climate change [15, 16].

Nevertheless, air temperature within the urban area may vary significantly due

the complexity of the environment morphology [17, 18]. So the impact of urbani-

zation on plant phenology at intra-urban scale is considered an important and

challenging research topic by several authors [15, 19].

All these studies are based on the availability of regular observations (at least once

aweek during the growing season), but a regular data collection is still strongly limited

by the personnel costs and the need of a wide distribution of data over large area. Since

1980s satellite data have been used to study regional and global vegetation dynamics

[20]. These new technology allowed the implementation of land surface phenology

based on indices, like the NormalizedDifferenceVegetation Index (NDVI, derived by

satellite image [20, 21]) or the so-called near remote sensing (based on processing of

digital camera images [22]). This discipline tries to address the limitation of field

campaign formonitoring although ground observations are still a valuable information

to validate the performance of these methods.

Recently, the so-called Citizen Science approach has been considered suitable to

address this limitation. Citizen Science is an approach that invites the public to

participate in both scientific thinking and data collection, aiding the researchers in

the data collection process [23]. This approach is very popular because many WEB

2.0 tools, that provide an easy method to produce and publish information through

the Internet, are now available.

In 2004 the Institute of Biometeorology started the project Gilia which aims to

collect phenological data on plants and animals following the Citizen Science

approach. In this project (http://www.gilia.ibimet.cnr.it), an Internet application

that promotes this approach has been developed. In this chapter we present some

results of this activity. Firstly the architecture of the system, its evolution and the

lesson learnt during this work are presented. Secondly spring flowering data of

Prunus pissardii and Tilia x europaea and the analysis of the relationship with

average monthly temperature of the city of Florence are presented.

13.2 Background

The quality of a phenological study is strongly affected by the data collection

process and particularly by the availability of reliable data at a suitable spatial

and temporal scale. So, the observation protocol, the data collection system and the

network of observers should be properly taken into account during a study design.
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13.2.1 Observation Protocols

Plant phenophases (leaf budburst, flowering, leaf unfolding . . .) are determined by

assessing visually the development stage of the various organs (buds, flowers,

leaves). Usually the aim is to identify the calendar date when a phenophase starts

(first flowers opened) or when it ends (all flowers fallen or dry) or to assess the

degree of development of a certain phase. In both cases, an appropriate protocol

should provide an exact definition of each phase to allow a quantitative evaluation

of the phenophase as objective as possible. For this purpose many reference scales,

depending on the species, have been used [11]. Among them, the extended BBCH-

scale [24] is one of the most used. The extended BBCH-scale proposes a system for

coding similar growth stages of all plant species. This system is based on a code of

two digits. The first digit identifies the phenophase while the second identifies the

development stage. For example the code 65 assigned to a tree means that it is in the

flowering phase (6) and almost 50 % of the flowers are opened (5). Observations are

collected and averaged on a sample of plants to limit the influence of intraspecific

variations.

The characteristics of the observation site (geographical location, elevation. . .)
and the frequency of the observations should be also considered carefully.

13.2.2 Observation Network and Data Management

Assessing the impact of climate change on plant development requires the avail-

ability of a large amount of data that allows to describe properly the spatial and

temporal variability of this phenomenon. Therefore, the observation process should

be designed to ensure a degree of continuity in time and cover many geographical

locations.

However since this activity is very expensive approaches that foster citizen

participation, network cooperation and data sharing are spreading. Citizen Science

is an effective way to promote people participation. The USA National Phenology

Network (http://www.usanpn.org/) and the Nature’s Calendar Survey (http://www.

naturescalendar.org.uk/) are two of the major organizations that bring together

volunteers and provide them with powerful, easy to use and attractive Internet

tools to collect and view data. The main features are: data input made pointing and

clicking on a map, online data visualization, and access to a huge quantity of

training and education material.

This networking approach is also spreading among researchers that work in

collaboration and share data to reach a suitable spatial representation of a pheno-

logical event: The Italian Phenological Network—http://www.cra-cma.it/iphen/

and the Pan European Phenological Network—http://www.pep725.eu/ are two

examples. Indeed software tools and interfaces used by these projects are less

mature and developed than those used in Citizen Science. The development of
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Internet application and databases could play an important role in enhancing the

collection and management of large amount of data. Many phenological archives

are still stored in text or spreadsheet files that are not accessible and cannot be easily

integrated. Internet application and mobile application can improve data manage-

ment and dissemination and databases can facilitate the integration of data collected

by different networks.

13.2.3 Type of Investigation

Phenological studies can be divided into two broad categories: those studying the

relationship between the phenological stage appearance and climatic indices to

identify future trend due to climate change and those aiming to develop simulation

models to predict the development stage of a plant during the vegetative season.

The first type of studies focuses on the assessment of the start or the end of a

phenological stage of a species and the relationship with monthly and seasonal

temperature that could explain the inter-annual variability of these phenomena

[2, 25]. The second type of studies investigates if plant phenology could be

predicted effectively by simulation models based on air temperature. Some of

these models only take into account the action of temperature forcing and assume

that plants release dormancy when a critical state of forcing is reached These

models, called thermal time models, assume that the growth stage of plants is

proportional to the temperature forcing calculated as the sum of temperature

exceeding a fixed threshold [4, 5, 26–28]. More complex models take into account

the prevailing theory, that plants need to be exposed to a certain period with cold

temperatures to avoid being induced into early flowering by mild temperatures in

winter. These models assume that rest is broken when the accumulation of cold,

calculated from the end of the previous growing season, reaches a critical chilling

value state [5, 26].

13.3 The Internet Application

In 2004 the Institute of Biometeorology with a network of volunteers started to

record the first sighting of Barn swallow (Hirundo rustica) during Spring migration

from Africa to Italy. Data were collected by email and published regularly into the

Web site of the project. In 2005, an Internet software application is designed and

developed after the decision to increase the number of monitored species. This

application includes an input form that is used both by volunteers and researchers to

record their data into a database. These data are processed and presented on maps

that are automatically made available into theWeb site [29]. In 2008 the application

has been further improved and a new prototype has been developed (Fig. 13.1).
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In this prototype the user interface is greatly improved. Data input is performed

using Google Maps® interactive maps embedded in our Web pages. Since this

version is still not mature enough to be publicly available, the access is limited to

users that are registered (the registration is free of charge). The application is

developed using open source software (PHP, JavaScript, Google Maps API, and

PostGIS for database management). Input layout is designed to minimize the work

of the operator and reduce the number of errors. Firstly the user browses the

interactive map and points and clicks on the location of the observation. Then he

fills in the form with the observation data and sends them to the server. Predefined

lists of the species and phenological events are provided to reduce user input. Data

is automatically checked for consistency and completeness and then stored into a

database. After this process, data can be queried and displayed on thematic maps.

Fig. 13.1 System architecture
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13.4 Data Collection and Methodology

This application is currently used to store data collected by some researchers and a

network of birdwatchers which have been collaborating with our Institute since the

beginning of the project. The system is used to collect data on phenophases of more

than 20 tree species in the urban area of Florence (Fig. 13.2).

Prunus pissardii and Tilia x europaea data are selected for this study because

these species are of particular interest since they are among the most diffused in

public and private green areas of Florence. Prunus pissardii is an ornamental tree

that flowers in March and is characterized by a purple foliage that it is widely used

in public and private gardens for its attractiveness. Tilia x europaea, generally
known as common lime, is a species used both in gardens and along the main

avenues of the city. This tree has a great traditional, historical and cultural impor-

tance in many countries in Europe, where it is widely distributed [30]. In Florence

Tilia x europaea is commonly used for urban vegetation in public parks and along

the main streets of the city, in fact, more than 10 % of trees managed by the

municipality belongs to this species. As regard the Tilia x europaea phenology, in

Europe leaf buds start to swell in April and trees generally flower in June [30].

The Date of begin of flowering (BF) and end of flowering (EF) of several

individuals located in different parts of the city were observed and recorded since

2006. BF and EF are assessed on each tree following the extended BBCH scale

Fig. 13.2 Distribution of observed trees in the city of Florence
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[24]. BF is defined as 10 % flowers opened (code 61 of BBCH) and EF as all flowers

fallen or dry and fruit set visible (code 69 of BBCH). Annual BF and EF were

calculated as the average BF and EF of the observations for each species. All dates

are represented as day of the year (doy). Monthly average temperatures were

calculated on daily data collected by the meteorological station of the National

Meteorological Service located outside the city center. Data are made publicly

available in the framework of the Global Surface Summary of Day Product (http://

www.ncdc.noaa.gov/cgi-bin/res40.pl?page¼gsod.html). Data collected from 2006

to 2012 are presented and relationship with monthly average temperature is

investigated by means of Pearson product–moment correlation.

13.5 Results

Since the start of the project, 521 sightseeing dates concerning the Barn swallow

first arrival have been provided by volunteers. In the same period 653 individuals of

20 tree species have been monitored by researchers (Table 13.1).

The collection of such a huge amount of data has been facilitated by the

improvement of the application. Indeed the sharp increase of stored observations

started from 2008 (Fig. 13.3), just when the Google Maps API was embedded in our

application.

Table 13.1 Number of

individual trees and

phenophase observations

collected from 2004 to

present

Species Individuals Observations

Acacia dealbata 155 375

Celtis australis L. 6 10

Cercis siliquastrum L. 31 91

Cupressus sempervirens L. 9 37

Forsythia spp. 18 29

Malus domestica B. 8 27

Platanus acerifolia 12 46

Populus alba 15 23

Populus nigra 7 28

Prunus armeniaca 35 150

Prunus avium 43 164

Prunus pissardii 51 237

Prunus domestica 19 52

Prunus dulcis 45 66

Prunus persica 15 33

Pyrus communis 8 15

Robinia hispida L. 4 11

Robinia pseudoacacia L: 61 136

Sambucus nigra 50 147

Tilia x europea 61 262

Total 653 1,939
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Minimum mean and maximum BF and EF dates, expressed as doy, are presented

in Fig. 13.4. In the studied period, the earliest date for Prunus Pissardii BF (BF:

64 � 10 doy) was 14th February 2007 (doy 45), while the latest one was 15th

March 2012 (doy 74). The earliest and latest dates for EF (EF: 84 � 8 doy) were

respectively 10th March 2007 (doy 69) and 1st April 2006 (doy 91). The duration of

flowering varied between 13 days in 2007 and 24 days in 2012. The earliest Tilia x
europaea BF (BF: 144 � 5 doy) was 16th May 2007 (doy 136), while the latest one

was in 1st June 2010 (doy 152). The earliest and latest dates for End Flowering (EF:

160 � 6 doy) were respectively 30th May 2007 (doy 150) and 19th June 2010 (doy

170). The duration of flowering varied between 14 days in 2006 and 2007 and

18 days in 2010 and 2011.

Both begin and end of flowering resulted significantly anticipated by higher

average temperature recorded during the previous months (Table 13.2). In Prunus
pissardii BF was significantly correlated to January and February average tempera-

ture. EF correlation was only significant with January mean temperature, while the

correlation was not significant with February mean temperature although high

(R ¼ 0.69, p ¼ 0.08). Tilia x europaea BF and EF were negatively correlated

both with March and April mean temperatures. When the thermal regime of the

entire season preceding the flowering period was considered (Winter for Prunus
pissardii and Spring for Tilia x europaea), correlation significance was higher than

considering the effect of the single months.

Fig. 13.3 Number of recorded observations per year
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13.6 Discussion

One of the main achievements of our project is that a properly designed Internet

application system can be an effective tool to manage huge amount of data

collected at different locations. For the development of our Web site we have

taken into account the following design principles:

• Easy to use interface, since the application can be used by people with no

specific skills on database.

Fig. 13.4 Minimum (circle dot) mean (square dot) and maximum (triangle dot) doy for each

phenophase in 2006–2012 (BF begin flowering, EF end flowering, Pp Prunus pissardii, Te Tilia x
europaea)

Table 13.2 Pearson correlation between each phenophase (BF begin flowering, EF end

flowering, Pp Prunus pissardii, Te Tilia x europaea) and monthly average temperature in Florence

(N ¼ 7)

N Dec Jan Feb Win Mar Apr May Spr

BF Pp 7 �0.50 �0.94** �0.88** �0.98** �0.16 � � �
EF Pp 7 �0.68 �0.94** �0.69 �0.96** �0.45 � � �
BF Te 6 � � �0.58 � �0.93** �0.92** �0.69 �0.97**

EF Te 6 � � �0.73 � �0.95** �0.82* �0.54 �0.86*

*p < 0.05, **p < 0.01 significance level
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• Facilitated data entry, because users are required to enter only the information to

provide a complete description of the observed phenomenon and, if possible, the

insertion is made by selecting a value from a predefined list (such as the name of

the species and phenophase) to reduce the amount of inconsistencies.

• Automatic georeferentiation, provided by Google Maps API.

• No additional software cost: since the system is developed using open source

software and the user needs only to have a browser.

In our experience all these features increase greatly the effectiveness of data

input as the results show (Fig. 13.3). Furthermore the use of a shared database

facilitates the integration of data produced by different sources (scientific

organizations, network of volunteers . . .) and the georeferentiation allows GIS

cross analysis among these data and other GIS data layers (meteorological and

climatic data, land use . . .). Nevertheless, to reach these goals, some key points

should be addressed in the future. First of all, the prototype should be improved to

become a complete application (providing full functionality for data input, query,

management and visualization). The Web site should also be made more attractive

and provide more information and education material about the phenology of the

observed species, guidelines and work-sheets to do observations and access to

scientific results and publications. The improvement of these features could help

to promote Citizen Science and encourage people to join the network and actively

participating to monitoring. But this is not enough, even researchers are not always

aware of the benefit that can be derived by the use of such a system. Therefore,

proper actions should be taken to convince them about the effectiveness of these

systems in getting a large and spatially distributed dataset in an easy way. The

availability of this application as a mobile application for smartphones and tablets

for instance is already giving a big boost to this kind of approach. These issues

could be addressed if specific resources are available in the future. Unfortunately

they are not available yet, but we believe it is worthwhile investing our time in

system improvement and data collection, since the increase of our phenological

data series could be useful for investigating future trends.

The analysis of seasonal temperatures and flowering phenology shows strong

correlations between both Prunus pissardii and Tilia x europaea flowering

phenophases and monthly and seasonal mean temperatures. Higher significant

correlations are found when BF and EF are related to seasonal temperatures

preceding the event, suggesting that plant development models should take into

account temperature regimes since dormancy as many published phenological

models already did [3, 8, 28]. EF correlation was slightly weaker than BF and

this could be caused by the presence of wind or rain that might speed up petals

fallen and by a larger uncertainty in estimating EF phase by the observers.

However this analysis has some limitations that should be pointed out. The estimate

of BF and EF can be strongly influenced both by within species variability and local

environmental conditions like urban geometry that can cause strong thermal variation

within a city like Florence [18]. To limit the effect of this drawback, we have

monitored BF and EF of several individuals at different sites and we have used the
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respective average value to represent BF and EF in each year. The length of the data

series is also another limitation. 10 years of data is considered the minimum length for

this kind of study [2] even though at least 30 years is considered amore suitable length

[24]. Seven years of data are very few to draw any conclusion even if both the

correlation coefficient and the significance level are very high.

Recently, many studies focus on phenology variability between rural and urban

areas due to UHI [31] or the relationship with the level of urbanization [13, 15].

A previous study conducted in Florence shows that average spring difference can be

up to 1.7 �C between the coolest and the hottest site [18]. This difference can cause

a significant phenological variability within the city if we consider that a previous

study shows that a 1.0 �C temperature increase could cause a phenological shift of

almost 4 days in several species [25]. In the future our purpose is to continue this

activity, focusing on the investigation of the relationship between plant phenology

and urban geometry.

13.7 Conclusion

A well-designed Internet application that exploits all the most advanced technolog-

ical features can have beneficial effects on both quality and quantity of data

collection by a monitoring organization and can promote citizen participation to

research activities. Furthermore the use of a database for storing data and data

georeferentiation facilitate integration of different data sources and cross-analysis

with other spatial data layers. Since 2004 we have collected more than 1,900

phenological records and the preliminary analysis of BF and EF data series of

Prunus pissardii and Tilia x europaea shows that both species are significantly

influenced by air temperature in the preceding months.
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Chapter 14

Impacts of Climate Change on Cereal

Production in the Setif High Plains

(North-East of Algeria)

Mohamed Fenni

Abstract In Setif high plains (north-east of Algeria), the fallow-winter cereals

rotation occupies every year more than 80 % of cultivated land. The grain yield

average is less than 1,300 kg/ha�1. The study of changes in precipitation in this

region shows a tendency to drought, and directly influences the fluctuations of the

cereal yields. Dryness in the Setifian high plains is already a reality. The number of

dry years during the last 31 years, where precipitations are lower than the average,

is 13 years. Variability of precipitation patterns reduces groundwater recharge

ability. Cereal crops suffer from winter cold and drought stresses. Available

water appeared as the most important factor limiting crop production under the

semiarid highland of eastern Algeria. Climate change, as well as increases in

climate variability, will alter precipitation, temperature, and evaporation regimes,

and will increase the vulnerability of Setif high plains to changes in hydrological

cycles. The impacts of climate change on crop production and food security could

therefore be drastic. Biotechnological advances in improving crop yields and

tolerances to aridity, coupled with climate and weather forecasting, is likely to

bring significant payoffs for strategy of adaptation in the field of agricultural water

management.
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Nomenclature

q/ha Quintals per hectare

m Minimum temperature

Tmn Mean temperature of month

W Winter

S Spring

Sm Summer

A Autumn

Acronyms

EEA European Environment Agency

GDP Gross Domestic Product

IISD International Institute for Sustainable Development

MAGICC Model for the Assessment of Greenhouse-gas Induced Climate

Change

14.1 Introduction

Agriculture is extremely sensitive to climate change. Heat stress reduces yields

significantly, especially in areas where crops are already near their maximum heat

tolerance. Climate models show that rainfall patterns and the hydrological cycle

will be affected. The drought-prone regions may experience longer dry periods and

more stringent which will increase the probability of crop failure in the short term

and a decline in long-term production. This models also show consistently that the

extreme precipitation events will become more frequent in many areas and that the

risk of drought becoming greater over continental areas in summer. In parts of

Africa and Asia, the frequency and intensity of droughts seem to have increased [1].

An increase in temperature of 2 �C can cause a reduction in global cereal

production by 5 % [2]. In North Africa, losses due to increased temperatures of

2.5 �C will be close to 7 % of GDP per capita by 2100 [3]. Climatic data recorded in

this region indicate that the Mediterranean region will be among the areas most

affected by the adverse effects of climate change in the world [4].

In Algeria, winter cereals (wheat, barley and oat) are the main crops.

The rotation of cereal—fallow occupies each year nearly 80 % of the agricultural

area. The average annual yield varies between 5 and 10 q/ha. The situation of cereal

cultivation is very difficult, its production has increased only slightly in recent

50 years and today it responds only one third of needs. Natural conditions, espe-

cially climate, give the Algerian agriculture its particular character, and largely

determine the rural landscape and crop production. The MAGICC model estimates

for Algeria a warming of about 1 �C between 2000 and 2020 accompanied by a
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fluctuation in rainfall with a downward trend, the order of 5–10 % in the short

term [5]. Increased temperatures and fluctuating rainfall patterns will have a direct

and negative impact on agriculture of the country.

The main objective of this chapter is to analyze the effect of variations of

precipitation and temperature on yields of winter cereals in the Setif High Plains,

north east of Algeria.

14.2 Materials and Methods

The Setif high plains climate is semiarid with rainy cold winters and dry and hot

summers. The average altitude varies between 900 and 1,000 m. In general, soils

are yellowish white to reddish trained exclusively on limestone rocks. They have

low organic matter content, and a high concentration of CaCO3 (20–30 %).

The dominant farming system in the high plains of Setif is the association of

cereal–sheep. The cattle are mainly fed on stubble and fallow land. The rainfed

grain speculation is by far the most practiced. The average area of cereals (wheat,

barley, and oats) for the period 1996–2011 was 170,000 ha; the average area of

fallow was 137,000 ha, representing successively 47 and 38 % of the area used

for agriculture.

Climate data used in this study are monthly and annual precipitation and

temperatures for the period 1981–2011 recorded at the meteorological station of

Setif (altitude 1,000 m, 36�90 N and 5�210 E). We also used data of Selzer [6] for the

period 1913–1938. The data of cereals yields (wheat, barley, and oats) are collected

from Agricultural Services of Setif for the period 1996–2011. In this chapter, we

analyze the variations in rainfall and temperatures, and their effects on yield

variations of cereals.

14.3 Results and Discussion

Although the concept of average rainfall gives a general overview of the real

climate, particularly in the Mediterranean region, his knowledge is still needed.

The analysis of rainfall data shows for the Setif region an annual average of 469 mm

for the period 1913–1938 and 402 mm for the period 1981–2011. The difference

between these two periods, which represent the beginning and almost the end of the

twentieth century, is 67 mm, a decrease of 15 % (Table 14.1). For both climatic

series, July and August, are in order, the driest months of the year. Furthermore,

November, December, and January are the wettest months. Nearly 90 % of precipi-

tation occurs from October to May. According to forecasts by the European

Environment Agency (EEA), published in his report of May 3, 2012; precipitation

will fall by nearly 15 % in southern Europe between 2021 and 2050, and 30 % in

North Africa [1].
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The analysis of rainfall distribution for the period 1981–2011 shows a double

variation: seasonal and especially interannual. The highest rainfall (585 mm) are

recorded in 2003, and the lowest (200 mm) in 1983 (Fig. 14.1). The number of

years, during this period when rainfall was below average, is 13 years. The average

rainfall for these 13 years of drought is 332 mm, representing a difference of 70 mm

compared to the average of the period 1981–2011.

The annual rainfall regime was SWASm for the period 1981–2011 and AWSSm

for the period of 13 years of drought (Table 14.2), during which the spring and

winter, which are very important for crops, were relative to those for the period

1981–2011 very dry. Climate data recorded in the Maghreb region during the

twentieth century indicate an increase in number of dry years. So we went from a

drought every 10 years earlier in the century to 5–6 years of drought currently [7, 8].

The temperatures act throughout the development cycle of crops. Unlike the rainy

seasons, the thermal seasons are clearly trenches in both periods. The annual averages

of mean temperatures for the period 1981–2011 and the 13 dry years are respectively

15.1 �C and 15.3 �C. The hot season extends from May to October, months when

averagemonthly temperatures are above annual average (Table 14.3, Table 14.4). The

maximum temperature is reached in July andAugust around 33 �Cand theminimum is

in January, it is between 1 and 2 �C.Minimum temperature (m) indicates the frequency

of frosts and the severity of winter. The period of frost begins in late October and

Table 14.1 Monthly and annual rainfall means (mm) at Setif station

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

P1a 60.0 45.0 43.0 36.0 51.0 28.0 11.0 14.0 37.0 39.0 53.0 52.0

P2b 39.7 35.7 35.2 42 45.4 21.3 12.1 14.3 41.2 33.4 35.4 46.2

P3c 30.8 27.9 23.1 24.7 37.6 14.6 13.5 14.8 36.7 28.7 37.4 42.7
aP1: 25 years (1913–1938)
bP2: 31 years (1981–2011)
cP3: 13 dry years

0

100

200

300

400

500

600

1981 1983 1985 1987 1989 1991 1993 1995 1997 1999 2001 2003 2005 2007 2009 2011

R
ai

nf
al

l 
(m

m
)

Fig. 14.1 Variation of annual rainfall (mm) at Setif station for the period 1981–2011
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continues until April, the maximum is observed in winter, the growing cycle of crops

experiencing interruptions of short duration during this cold andwet season. The frosts

occur on average 60 days/year.

The combination of the two major climatic factors, temperature and precipita-

tion, is interesting because it determines the really dry months, which correspond

according to the definition of Bagnouls and Gaussen [9] to months where monthly

rainfall is less than or equal to double mean temperature of same month, P mm

� 2Tmn �C. During the period 1981–2011, dry months were June, July, August,

and September, while during the 13 years of drought, the dry season was longer, and

it lasts from April to October, nearly 7 months.

The grain yield average on 15 years (1997–2011) is about 12 quintals per hectare

(q/ha), with very large variations: near 21 q/ha in 2003 and 2011, but only about

4 q/ha in 1997, 1999, and 2002. The cereal that has proved most suitable for the

climate of this period is barley, which recorded an average yield of 13.8 q/ha

(Table 14.5). In general, these yields are very low compared to those recorded in

most Mediterranean countries [10].

Eight years of the period 1997–2011 have recorded lower yields than the overall

average. The yields obtained during these drought years have fallen compared to

the average of 15 years of 40 % for wheat, 45 % for barley, and 43 % for oats

(Table 14.5). In terms of timing, there is a clear correlation between the years when

Table 14.2 Rainfall regimes

Periods

Precipitation (mm)

Winter (W) Spring (S) Summer (Sm) Autumn (A) Year

31 years (1981–2011) 121.6 122.9 47.7 110 402

13 dry years 101.4 85.4 42.9 102.8 332

Difference between

the two periods

20.2 37.5 4.8 7.2 70

Table 14.3 Temperature means (�C) at Setif station for the period 1981–2011 (31 years)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Tmin 1.7 2.2 4.5 6.8 11.2 16 19.6 19.5 15.4 11.4 6.3 2.8

Tmx 9.6 11.1 14.2 17.4 23.0 29.3 33.5 32.8 27.1 21.3 14.8 10.5

Tmn 5.6 6.6 9.3 12.1 17.1 22.6 26.5 26.1 21.2 16.3 10.5 6.6

Tmin minimum temperature, Tmx maximum temperature, Tmn mean temperature

Table 14.4 Temperature means (�C) at Setif station for 13 dry years

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Tmin 1.1 1.7 5.2 7.0 11.8 16.7 19.4 19.5 15.8 12.1 6.0 2.7

Tmx 9.3 10.7 15.3 18.0 24.0 30.1 33.3 32.7 27.6 22.3 14.4 10.5

Tmn 5.2 6.2 10.2 12.5 17.9 23.4 26.3 26.1 21.7 17.2 10.2 6.6

Tmin minimum temperature, Tmx maximum temperature, Tmn mean temperature
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winter cereals have recorded low yields and climatically dry years, especially

during the months of April and May which correspond to the development and

grain filling of cereal. The vulnerability of Southern countries of the Mediterranean

to climate change depends on the part of their climate-sensitive economy. Thus,

costs may be greater in agricultural countries [11].

14.4 Conclusions

Themain factor limiting yields of winter cereals in the Setif high plains is variability

of precipitation patterns. In dry years, the rainfall decreases of more than 15 %, the

received rain is inadequately distributed and does not match the water needs of

cereals, then the yields fall by over 40 % compared to the average. The improved

farming techniques and the use of fertilizers and pesticides are not valued in those

years. These variations in rainfall and crop yields, in the sense of decreasing,

represent a transition to a climate less favorable to the cultivation of cereals in the

Setif high plains under the current agricultural conditions. Reducing global

emissions of greenhouse gases may limit the magnitude of climate change in the

long term, but in short term, the development of adaptation strategies is essential to

reduce the expected damage. To adapting the current agricultural system to climate

change and cope with less water or with water at other periods of the year, we have to

find a more suitable plant material and agricultural techniques that can cope with

future climatic conditions. On the other hand we have to encourage and develop all

processes that contribute in some way directly or indirectly to limit climate change.
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Chapter 15

Environmental Impact of Soil

Microorganisms on Global Change

Mohammadali Khalvati and Ibrahim Dincer

Abstract The following review introduces a novel environmental factor—

Biomonitoring as a tool for the detoxification of soil contaminants by soil

microorganisms. They contribute plant to increase pollutants resistance and caused

by global warming. They function by detoxifying heavy hydrocarbon compounds

and converting them to a soil protein called glomalin (glomalin-related soil

protein—GRSP) whose content has been determined recently. It is proposed to be

correlated by the abundance and activity of the soil beneficial microorganisms such

as arbuscular mycorrhizal fungi (AMF) in some natural contaminated sites

around the world. Recently our finding indicated that the combination of environ-

mental stresses (e.g., pharmaceuticals compounds in the waste water, herbicide

compounds, and drought) may enhance the symbiotic efficiencies and the synergis-

tic beneficial interactions of the dominant plant species. The aim of this review is to

highlight some recent advances in soil microorganism impacts on the contaminants

detoxification as global changing main factor to enhance environmental quality

against the global warming. Another approach in this review is to improve the

understanding of the processes behind the global change, which will contribute to

better maintenance of optimum environmental quality, an important component of

soil fertility, and therefore is of increasing interest in the sustainable management

of marginal and sensitive low-input soils. Our objectives are to discuss possible

functioning of detoxification, allocation and partitioning of soil pollutants by AMF

and their possible conjugation to glomalin soil protein.
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Keywords Global change • Glomalin-related soil protein (GRSP) • Soil microor-

ganism • Environmental pollution • Biomonitoring • Soil contaminants • Arbuscular

mycorrhizal fungi • Pharmaceuticals compounds • Detoxification • Soil fertility

• Soil pollutants

Nomenclature

AMF Arbuscular mycorrhizal fungi

CDNB 1-chloro, 2,4-dinitrobenzene

DCNB 1,2-Dichloro-4-nitrobenzene

DNA Deoxyribonucleic acid

GRSP Glomalin-related soil protein

GST Glutathione S-transferases

HEAR High Erucic Acid Rapeseed

HM Heavy metals

ITS Internal transcribed spacer

KCS b-Ketoacyl-CoA synthase

MCB Monochlorobimane

PCR Polymerase chain reaction

PGPR Plant-growth-promoting

p-NBoC 1,2-Dichloro-4-nitrobenzoyl-chloride

rDNA Recombinant DNA

RNA Ribonucleic acid

rRNA Ribosomal ribonucleic acid

SOM Soil organic maters

TAGs Triacylglycerols

USDA United States Department of Agriculture

15.1 Introduction

The Earth’s lower atmosphere, the troposphere (up to ~15 km thick) [1], consists of

a blanket-like layer of gases the keeps the earth warm. As a political and societal

point of view following to the 2006 climate summit, the European Union formally

set the goal of limiting global warming to 2 �C. But even today, climate change is

already affecting people and ecosystems. Examples are melting glaciers and polar

ice, reports about thawing permafrost areas, dying coral reefs, rising sea levels,

changing ecosystems and fatal heat periods. The Stern review provides a concise

overview of the global climate change and addresses the issue of increasing

atmospheric CO2 concentrations caused by human activities. Within the last

150 years, CO2 levels have risen from 280 ppm to currently over 400 ppm [2].

The review notes that if we continue on our present course, the CO2 equivalent

levels could approach 600 ppm by 2035. However, if CO2 levels were not stabilized
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at the 450–550 ppm level, the consequences could be quite severe. Hence, if we do

not act now, the opportunity to stabilize at even 550 ppm is likely to slip away.

Long-term stabilization will require that CO2 emissions ultimately be reduced to

more than 80 % below the current levels. Such a reduction will require major

changes in how we operate. Carbon dioxide concentrations will not start falling

unless a stronger agreement than the Kyoto Protocol materializes. Reducing green-

house gases from burning fossil fuels seems to be the most promising approach to

counterbalance the dramatic climate changes we would face in the near future. It is

clear since the Kyoto protocol that the availability of fossil carbon resources will

not match our future requirements. Furthermore, the distribution of fossil carbon

sources around the globe makes them an even less reliable source in the future.

Together with the economic fact that energy and raw material prices have drasti-

cally increased over the last decade they necessitate the development and the

establishment of alternative concepts.

15.2 Background Soil Microorganisms and Global Change

Soil structure is a component of environmental ecosystem which may be influenced

by the following factors:

• Vegetation cover and plant community structure are easily damaged and difficult

to recover.

• Soils are often deficient in humus and/or nutrients especially P.

• Soil nutrients and organic matter are often low and easily lost.

• There are seasonal and/or diurnal extremes of temperature.

• Precipitation falls in short periods, commonly intense and erosive.

• Strong winds and bush fires are a risk, etc.

Scientist conducted two long-term experiments in a Mediterranean ecosystem,

which demonstrated that inoculation with indigenous soil microorganism not only

enhanced establishment of key plant species but also increased soil fertility and

environmental quality [3]. Such symbiosis have increased soil nitrogen (N) content,

organic matter and hydrostable soil aggregates, and enhanced nutrient-transfer

among plant-species associated with the natural succession. It was concluded that

the introduction of target indigenous species of plants associated with a managed

community of microbial systems was a successful tool to aid the recovery of low

vegetative ecosystems. In this chapter, the diversity of soil microorganism species

relevant to the context of the present project is first presented, and then the

postulated mechanisms of soil structure-development are reviewed. The fact that

colonized plants are better able to obtain their nourishments in the resist environ-

mental stresses gives microbial symbioses a biofertilizing and environmental

stability role. In ecosystem, the increased uptake of soil minerals by colonized

plants means that it is possible to consider substantially reducing applications of

fertilizers and at the same time obtain equivalent or even higher crop yields.

15 Environmental Impact of Soil Microorganisms on Global Change 235



Through appropriate management of microorganism in ecosystems, it is also

possible to maintain environmental quality and increasing organic matters and

sustainability which protecting the environment over the long term and reducing

costs of production.

To reach an ecophysiological understanding of species coexistence is a most

important challenge in modern ecology. Soil microorganisms, in particular, can

modify the process of soil biological aspects—a key factor on the concept of

“environmental quality”—through their effects on the physiology of host plants,

their own activity, and their association with microbial N2 fixing organisms. Indeed,

it has been suggested that soil content of glomalin may be an indicator of “environ-

mental health”. However, the mechanisms controlling glomalin production by soil

microorganism are still little understood. Furthermore, although ample functioning

is suspected, little evidence is available on extent of their role in the glomalin

production in soil. Recent publications dealing with responses to soil instability

(erosion) and contaminated soil by high concentrations of hydrocarbon compounds

and global warming are analyzed as to whether the results fit the concept. In

general, an initial stress response was related to change in the soil organic maters

(SOM) and appear as glomalin in mycorrhizosphere whereas acclimation was

marked by increasing glomalin concentrations, increased related enzymes

activities, and/or a more reduced redox state of glomalin.

Another approach in this proposal is to improve understanding of the processes

behind the global change which will contribute to better maintenance of optimum

soil quality, an important component of soil fertility, and therefore is of increasing

interest in the sustainable management of marginal soils. Soil microorganism, in

particular, can modify the process of soil biological aspects—a key factor on the

concept of “environmental quality”—by mitigating soil organic compounds

to soil proteins such as glomalin. The pathway is supposed to be applied by

the operation of entire detoxification pathway through glomalin-conjugate in the

mycorrhizosphere.

A further goal of this chapter is to introduce data on the well-developed plant

metabolisms and proteomics analysis of some soil–plant ecosystems, which is

common at each ecosystem. Regarding this point sampling methods have been

carefully discussed in our recently published phytoremediation book [4], where

such complex data on the physical–chemical–biological soil-characterization is not

frequent. Among the soil biological tools the involvement of the PCR-based

genetically investigations is increasing nowadays.

Recently, predominant plant and soil microorganism species have been tested

for the general hypothesis that quality and quantity of glomalin depends strongly on

the combination of particular soil microorganism genotypes and the presence or

absence of N2 fixing bacteria. In this chapter we highlight the benefit from the high

complementarily of the participants—with ample experience in conducting field

studies in environmental biology, with novel and proprietary molecular tools aimed

at identifying AMF, and with expertise in the analysis of glomalin. The review is

able to contribute to the topics global change and management as: Use of natural

resources or matching with sustainable energy: To enhance the fertility and stability
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of environment by implement of microbial resources, increase in biological

diversity and the health of soil ecosystem and create sustainable energy supplement.

Furthermore, improvement in our understanding of the global change and impact of

soil microorganism to improve environmental tensions like soil pollutions.

Regarding the above points, research and development seem to be required

to improve existing measures of the environmental quality at several

environment–plant ecosystems. The following research gaps are to be considered:

1. Process underlying environmental functions

2. Spatial and temporal changes in environmental processes

3. Ecological, economic and social drivers of environment threats

4. Operational procedures and technologies for environmental protection and/or

restoration

15.3 Soil Microorganisms’ Symbioses Phenomena

It is a well-established fact that the majority of terrestrial plant roots (at about 80 %)

live in a symbiosis with soil fungi and form structures called mycorrhiza. Today,

arbuscular mycorrhizal fungi (AMF) are found in all ecosystems, regardless of the

type of soil, vegetation or growing conditions. AMF are microscopic soil fungi

which simultaneously colonize the plant and environment spread out up to several

centimetres into the soil proper in the form of ramified filaments. Given that the

majority of cultivated plants used for human and animal food purposes are

colonized by soil microbes like AMF, one could consider utilizing this symbiosis

for the benefit of agriculture and environment by selecting the best plant–fungus

combinations [5]. This could promote production of healthier cropping systems and

reduce the use of chemical inputs (fertilizers and pesticides), while ensuring crop

profitability and environmental quality. It has been shown that the diversity of AMF

is an important determinant of plant diversity and productivity [6, 7]. Majority of

current research deals with outcomes of hypothetical situations of reduced or

eliminated soil microorganism activity versus when it occurs. Some microorganism

like AMF fungi can adapt to physical and chemical changes of soil, the amount and

possible type, of external hyphae of some species of AMF fungi is affected by other

microorganisms, root exudates, pests, clay content, pH, organic matter, nutrient

content of soil and possible changes of the surface of the hyphae and the soil bulk

density and other physical status as much as environmental stress like as drought

and salinity [8–10]. However, beyond its conceptual merit, changes in AMF

population might actually occur in ecosystems subjected to severe and prolonged

soil mismanagement, disturbance or at any stress-conditions.

There is, however, another important dimension to soil microorganism research,

namely that the fungal isolates and species. It has been known that the composition

of the fungal community could change in the less disturbed (ploughed) soils as is the
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case in the so-called no-till cultivation. It is thus conceivable that in soils subjected

to mismanagement also a shift in the composition of fungal communities may

take place the outcome of which is not known. There are, however, indications

that different isolates of AMF may differ in their effects on the stability of soil

aggregate in water [11–13]. This ability should be in relation with the adaptation to

the conditions of the certain ecosystems, including its multifactorial manner. Adap-

tation therefore can be the result of a stress-pressure and a stress-selection procedure,

where both the macrosymbiont and microsymbiont partners can change their

ecophysiological character finally. Several previous experiments from different

European laboratories have shown that indigenous well-adapted strains can confer

their tolerance to the host-plants [14–17]. We confirm therefore that strains

originating from a particular stress-condition are more appropriate for the stress-

alleviation during the symbiosis with its hosts. This finding can develop a new

stage and a new area for the microbial inoculations in the agriculture and the

environment nowadays.

15.4 Methodological Approaches

Quantification of soil microorganism biomass and presence in field soils is hindered

by tedious techniques. Recently, researchers have documented large differences in

soil microbiota communities associated with the different AMF strains. Currently

glomalin is operationally defined, meaning that the identification of this protein

rests on the methods used to extract it (citric acid buffer, autoclaving at pH of either

7.0 or 8.0) and the assays (Bradford method/enzyme-linked immunosorbent assay)

used for quantification [18]. Among the biochemical markers the glomalin-related

soil protein (GRSP) assay can show a particular promise, due to the fact, that

glomalin identification resting solely on the methods used to extract it from the

soil. According to the current assumption technologies the most non-heat stable soil

proteins are destroyed during the harsh extraction procedure. This critical assump-

tion of glomalin is a safe and trustable measurement; however it has not been tested

yet, according to our knowledge, especially as influencing the role of these

symbionts in soil quality [19].

15.4.1 Complex Soil and Plant Sampling Methods
and Metabolic Profiling of Plant Proteomics

Analyses of xenobiotics and complex biological/environmental sample mixtures

require state-of-the-art instruments that can resolve different components of a

mixture, provide individual molecular identities, yield relative abundance or

concentration information, and unravel potential interactions among the various
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constituents of the sample at a high level of confidence. Performance characteristics

of modern instruments are continuously improved to address analytical

requirements in emerging areas of science, including “x-omics”. Ideally, for com-

prehensive characterization of a complex ensemble and in system biology studies,

three general questions regarding: (a) types, (b) concentrations, and (c) nature of the

interactions of all individual components of the mixture under investigation, must be

addressed (as a function of time).

Numerous organic xenobiotics and xenobiotic organic pollutants are detoxified

in plants to glutathione conjugates. Following these enzyme catalyzed reactions,

xenobiotic GS-conjugates are thought to be compartmentalized in the vacuole of

plant cells. These xenobiotics may interact deleteriously with an organism, causing

toxic and in animal sometimes carcinogenic effects. Nevertheless, plants are able to

detoxify organic pollutants by conjugation reactions, e.g. mediated by glutathione

S-transferases (GST). Some GSTs are constitutively expressed in certain tissues,

but GST regulation can be modified by agrochemicals, including herbicide safeners

(antidotes) and synergists. It is hypothesized that plant GST gene promotes have

multiple regulatory elements that respond differently to specific or more general

stress-related singles [20]. The role of GSTs and GSH (glutathione) in plants may

encompass several major functions. The first is the metabolism of secondary

products, including cinnamic acid [21] and anthocyanins [22]. A second function

may be the regulation and transport of both endogenous and exogenous compounds

which are often GS-X tagged for compartmentalization in the vacuole or cell wall

[23]. This is a particularly important aspect for herbicides [24], anthocyanins [22]

and indole-3-acetic acid [25]. Protection against oxidative stress from herbicides,

air pollutants [26], pathogen attack [27], and heavy metal exposure [28, 29] may be

their third and most important function.

It is generally accepted that xenobiotic glutathione conjugates are sequestered in

the vacuole of leaves. However, recent literature documents that vacuolar storage

might be either an alternative or temporary stage in the fate of xenobiotic, as

evidence accumulates for plasmalemma transporters for xenobiotic and extracellu-

lar degradation enzymes. Recently, we have been able to present evidence for long

range transport of conjugates in barley plants. From these data, it becomes clear,

that a significant fraction of the resulting metabolites reaches the plant growth

environment, where they may impact other plants’ roots and microorganisms in the

root zone. In this proposal specific enzymes and processes including glutathione

and other conjugation mechanisms will be investigated in microbial symbiosis

plants and bacterial cultures. The proposal also highlights concepts of degradation

in myco-bacteriosphere, organic xenobiotics metabolisms and in vitro methods for

studying organic xenobiotics biotransformation. It is expected that this study will

enlarge current knowledge of the metabolic action on organic xenobiotic in the

manner that will be useful to further research on soil microorganisms.

Our recent study on detoxification of organic xenobiotics by symbiosis plants

showed detoxifying phenomena in association with microorganisms [30]. The

beneficial symbiosis obtains a capability to use conjugation reactions, e.g. mediated

by glutathione S-transferases (GST). A significant fraction of the resulting
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metabolites reaches the plant growth environment, where they may impact other

plants’ roots and microorganisms in the root zone. In this work we investigated

the influence of a xenobiotic conjugate, dinitrobenzene–glutathione, on

non-mycorrhizal hairy root of barley (Hordeum vulgar L.) and roots colonized

with Glomus hoi. When hairy roots were incubated with glutathione conjugates, we

found that GST-CDNB activity and dichloromethane detoxification were tran-

siently induced during the first 18 hrs of treatment (Fig. 15.1) [30]. The roots

colonized with fungi reacted faster than non-mycorrhizal roots. The roots were

able to reduce conjugation of DCNB with glutathione at the cost of p-NBoC

activity [30]. These observations are the first report on synergistic impacts of a

soil fungus and a xenobiotic conjugate on plant roots since crucial studies on soil

microorganisms’ role in plant growth environment region has not yet been reported

earlier. This symbiosis enables plants to change the detoxification capacity of plant

roots significantly.

Averagely, 55 % of barley roots have the microorganism Glomus hoi at the end
of 4 weeks of plant growth. For study in a fluorescence microscope, roots of barley

seedlings were cut under water, and the end at which the conjugate was applied was

fixed in an aperture with a thin latex foil and transferred into a drop of water on a

cover slide. Monochlorobimane (MCB), a model xenobiotic, is conjugated rapidly

at the tip of mycorrhizal root. In the present study, evidence is presented from

experiments with mycorrhizal roots of barley that a part of these conjugates will

undertake long range transport in extraradical hyphae and spores of mycorrhizal

fungi and follow individual metabolisms.

15.4.2 Production of Glomalin and Parallel Measures of Soil
Microorganisms’ Occurrence

As a consequence, biochemical markers such as ergosterol, chitin and also the

glomalin have been considered for the study of AMF. Because several organisms

produce ergosterol and chitin, their usage as microorganism indicators is somewhat

limited [31]. Furthermore, other researchers found that AMF may not contain

ergosterol [32]. The C allocated to AMF and thus their contribution to soil C

could particularly high in the semi-arid because of the low nutrient levels in highly

weathered tropical soils [32]. One of the compounds produced by soil

microorganisms is a recalcitrant glycoprotein, glomalin [33]. Concentrations of

glomalin range from 2 to 15 mg g�1 of soil in temperate climates [33, 34] and over

60 mg cm�3 was found in a chronosequence of Hawaiian soils [18]. In addition to

containing substantial carbon (and up to 5 % iron; Nichols, Wright and Dzantor,

unpublished data), glomalin enhances soil aggregation [19, 34, 35]. AMF hyphal

growth has been related to GRSP production in sand cores from tropical forest soils

[36] and horticultural mesh traps from field soils [37]. The gene for the AMF
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protein glomalin has recently been sequenced in our laboratory; yet it remains

difficult to assess the relationship between GRSP obtained from soil and glomalin.

Hence a new nomenclature has been introduced [16], clearly separating glomalin

from soil derived protein pools (GRSP).
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Fig. 15.1 GST activities in

the roots of soil

microorganism (AMF)

plants and plants without

microorganism symbiosis

(non-AMF or Control)

under conditions of well-

watered (WW), drought

(D) and a combination of

drought and pharmaceutical

stress (D + P). Plants were

harvested 42 (grey bars),
48 (dotted bars) and 56 days
after sowing (empty bars)
after sowing (Error bars
represent standard

deviation) [30]
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15.5 Which Techniques Can Be Used to Study the AMF

in the Soil–Plant Ecosystems? (Morphology

vs Molecular Identification)

AMF hyphae are coenocytic, and asexual spores form on the termini of hyphae.

These spores may contain hundreds to thousands of nuclei per spore [38]. The

spores are the only form by which individual species can be identified on the basis

of morphological characteristics [39]. Several studies have shown that genetic

diversity of the internal transcribed spacer (ITS) exists among and within single

spores [40, 41]. The current project focuses on the use of molecular methods as a

key tool for the identification of AMF the various species, originating from a certain

ecosystem. The biosystematics, cultivability and field performance evaluation of

this group of fungi are still some areas lagging behind of suitable techniques, which

have become hurdles for further progress of research. rDNA region of the genome,

with its variable and conserved regions, has been found to be an ideal location to

offer solution to the issue. PCR-based techniques have become mandatory to obtain

sufficient quantities of DNA, as these organisms are nonculturable and thus only a

small quantity of DNA could be isolated from spores and infected roots. Employing

DNA-based molecular markers, some advancements and success have already been

achieved in areas like phylogeny, taxonomy and functional symbiosis.

Establishment of phylogenetic relations, identifications and classifications are

based on morphological features of the asexually produced propagules. In the

absence of spores, the intraradical structures at best allow identification up to family

level. These criteria besides being insufficient also added confusion to the existing

state of AMF classification and identification especially since more than one AM

fungus may colonize a given root segment simultaneously. Problems associated with

identification of different taxa based on spore morphology are brought froth ele-

gantly [42]. Molecular identification approaches based on DNA analysis have the

potential to revolutionize our understanding of AMF. The knowledge of mycorrhizal

functioning at molecular level could be used for the sustainable improvement of crop

plants. Few studies have also been made on taxonomic aspects of this group of fungi.

Though several methodologies have been followed in understanding the biology of

these organisms, molecular marker-based studies are almost missing. A welcome

feature in this respect is the recent advances in new AM fungal species which have

been described in molecular detail [43]. Other similar studies have shown by using

the molecular tool that during the adaptation to the strong and long-term environ-

mental stress the adapted AM fungi can survive and function in saline soils.

Molecular methods have been particularly successful for studying rDNA

sequences fromAMF [44]. Several investigators have reported that individual spores

of AMFwhich are multinucleate show a high level of genetic diversity in the internal

transcribed spacer (ITS) region of the nuclear rRNA genes [45, 46]. Ribosomal-based

DNA sequence analysis has revealed genetic variation both within and betweenAMF

species [41, 47]. ITS sequences in eukaryotic rRNA genes are located between the

18S and 5.8S rRNA coding regions (ITSI) and between the 5.8S and 28S rRNA
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coding regions (ITS2; Fig. 15.2). Studies on restriction site variation in the ribosomal

DNA (rDNA) in population have shown that while coding regions are conserved,

spacer regions are variable. These spacer sequences have high evaluation rate and are

present in all known nuclear rRNA genes of eukaryotes [48].

Molecular markers: Molecular research involving identification of genetic diver-

sity demands sufficient quantities of genomic DNA. However, the biggest con-

straint in case of AMF is their non-culturability due to their obligate symbiotic

nature. This roadblock to obtain sufficient quantities of DNA for DNA-based

molecular identification technique was removed by introduction of polymerase

chain reaction (PCR). PCR amplification of the desired part of the DNA has become

a mandatory step in any molecular techniques. With PCR, it is possible to amplify

the genome or part of it from a single spore, colonized root or soil sample, directly.

There are three main categories of molecular research on AMF, namely genes and

their expression, genomics and genetic variation. Although gene cloning from AMF

species has proved successful, genome size and structure could not be elucidated.

Our recent study using Nested PCR of the ITS-rDNA region of AMF with the

primer pair LSU-Glom1/SSU-Glom١ as specific primer for AMF and ITS4/ITS5 as

general primers, RFLP patterns, cloning and sequencing of the PCR products,

dominant species 153 were identified dominant AMF species including Glomus
mosseae (G2), G. intraradices (G1) and G. versiforme (G3) from soils with high

and moderate levels of HMs were isolated and propagated by trap and monospecies

culture. Along to the transect from mine to margin regions, root colonization rate in

the dominant native plants increased from 35 to 85 % and the spore numbers from

80 to 1,306 per 200 g dry soil along the transect. A total of ten AMF taxon were

morphologically identified, which nine of them belonged to Glomus (Glomus
mosseae, G. intraradices, G. versiforme, G. ambisporum, G. fasciculatum,
G. geosporum, G. sinosum and Glomus sp.) and one to Acaulospora. In this

research, the diversity and activity of different dominant arbuscular mycorrhizal

fungi (AMF) in the Anguran (Zanjan State, Iran) Zn and Pb mining region were

studied. For this purpose, 35 plots in the Anguran Zn and Pb mining region were

selected along a transect from the mine to 4,500 m away. Within each plot, a

composite sample of root and rhizospheric soil from a dominant indigenous plant

was collected. After that, colonization, arbuscular and vesicular abundance, mycor-

rhizal frequency and intensity, spore density and relative abundance of AMF

species were calculated for the soils with high, moderate and low levels of Zn

and Pb as well as for non-polluted soils (Acaulospora sp.). Glomus was the

dominant genus in all plots. Isolation frequency, spore density and relative abun-

dance of AMF species were different in HMs polluted and non-polluted sites.

G. mosseae was the “taxon” most commonly observed in different plots, with

rDNA unit rDNA unit rDNA unit
IGS IGS

ITS-1 ITS-2

18S 5,8S 28S

Fig. 15.2 Location and

details of rDNA genes. IGS
Intragenic space, ITS
Internal transcribed spacer
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higher spore density and relative abundance at high level of HMs pollution.

G. mosseae, G. intraradices and G. versiforme were more abundant than other

AMF species in the soils with moderate and low levels of Zn and Pb contents [49].

15.6 Impact of Global Changing on Environmental

Characters of Ecosystems

Understanding changes in the environmental characteristics of ecosystems is rele-

vant at a global scale. On the one hand, a more accurate knowledge would

contribute to a better environmental management and protection of environmental

structure thus reduce damages like soil contamination or erosion in ecosystem

subjected to pollution, drought—or other environmental-stressed conditions. On

the other hand, process of glomalin is particularly sensitive to the status of soil

water content, which makes an alteration of the biochemical mechanisms between

mycorrhizas and the beneficial N2-fixing bacteria [50]. It is prudent to study these

processes under conditions of periodic periods of drought which occurs in the sites

proposed in this study.

More locally, a sustainable use of the various environmental species is a prerequi-

site to an economically and ecologically balanced development of major area,

especially of we consider the global change conditions. In recent years funds for

research have been drastically reduced in both various ecosystems which exasperated

the problems dealing with the issues of sustainable ecosystems— i.e. providing

incentives to preserve environmental quality and ensure functional microbial

behaviour. The strong influence that environmental structure and physical-,

chemical-, biological status makes it imperative to pursue a better understanding of

the mechanisms, so as to appropriately control it. In particular, the impact of environ-

mental management on soil microorganisms is essential for the progress in the

knowledge applicable to keep the quality of such ecosystems. Recently, researches

have evidenced an interesting finding which indicates the selection of the AM fungi

during the various environmental stress conditions. Such adapted indigenous AMF

species (i.e.Glomus geosporum, in 80% of the population) were shown to cope better

with the abiotic environmental stress, and their colonization values, therefore, are

increasing during this process. Those results demonstrated that the use of natural

resources enable researchers to manage individual sustainable ecosystems.

15.7 What Is the Relationship Between Glomalin

and the Environmental Quality?

Glomalin is a fungal protein (or protein class) that is operationally quantified from

soil as glomalin (glomalin-related soil protein-GRSP). Glomalin, the actual gene

product, and glomalin need to be separated in this discussion, as it is not clear

whether the soil-extraction and quantification tools only captures material of AMF
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origin; in fact, recent evidence suggests that this is not the case [51]. Glomalin has

received attention in the context of soil aggregation owing to the frequently

observed correlation between glomalin and water stability of soil aggregates

[52]. However, evidence linking glomalin to soil aggregation remains correlative,

and the mechanisms involved are still unclear. Glomalin is hypothesized to act as a

“glue” with hydrophobic properties, but direct biochemical evidence for this is

lacking. Contrary to original expectations, glomalin (in a sterile hyphal culture

system) has recently been showed to be mostly tightly bound in the fungal myce-

lium, rather than being secreted into the medium. Given that it appears to not be

secreted primarily, this implicates glomalin to have a role in the living fungus;

functionality in the soil would then be only secondarily arising, perhaps by virtue of

its relatively slow turnover rate in the environment [53]. Gadkar and Rillig recently

sequenced the putative gene for glomalin, showing homology to a class of stress-

induced proteins (broadly found amongst fungi) with a known cellular function

(V. Gadkar & M.C. Rillig, unpublished); this provides additional evidence for

effects observed in soil arising secondarily, and may provide clues about its mode

of action in the soil. Research on glomalin provides an exciting possibility, espe-

cially with the molecular biology data available, to specifically link fungal physiol-

ogy with soil aggregation.

15.8 Soil Microbes and Sustainable Energy Strategy

The depletion of fossil fuel reserves and the necessity to reduce CO2 emissions to

limit Global Warming, in particular after the Kyoto agreements, are imposing the

need to research on renewable sources of energy. Among other alternatives, the

substitution of fossil diesel by biodiesel is a tempting alternative, as there is no need

to modify existing engine technologies. In recent years, biofuel research has aimed

to explore the elaboration of plant-based fuels. The use of plant-biodiesels is as old

as the engine itself, as Rudolf Diesel operated his engine with peanut oil, but its use

has been limited by the availability of cheaper petrol diesel. Biodiesels are

elaborated mostly from renewable vegetable oils composed of triacylglycerols

(TAGs), which contain different fatty acid classes bound to the glycerol backbone.

Acyl chains have lengths ranging from 16 to 24 carbons and may contain several

degrees of unsaturation (from one to three double bonds), the composition that

varies greatly between plant species. Most of the biodiesel produced in Europe is

obtained from Brassica species, which have been bred to accumulate TAGs suitable

for food and industrial applications. In addition, this variety also contains low level

of glucosinolate, a toxic metabolite that accumulates in most mustard species.

On the other hand, erucic acid has a relevant value in industrial applications

(plastics, lubricants), so for these uses it is desirable to increase its concentration

above the original 45 % level, varieties that are known as High Erucic Acid

Rapeseed (HEAR). Through conventional breeding approaches and using natural

and artificially induced mutations different Brassica varieties have been developed.
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For example, C22:1 accumulation in HEAR varieties is controlled by two loci with

additive interaction which encoded b-ketoacyl-CoA synthase (KCS), components

of an enzymatic complex elongase that catalyzes the elongation of fatty acid chains.

On the other hand, through conventional or transgenic breeding some soil microor-

ganism symbioses with energy crops like Brassica varieties contain for example

modifications in the activity of desaturases or thioesterases that accumulated less

polyunsaturated oils, which are more prone to oxidation and degradation.

Crop micro-biotechnology is one of the most effective and innovative tools to

improve the vegetable oil yield, with a second task of reducing the environmental

impacts with more sustainable energy strategy. So far, most research has been

focused on already available high oil yield crops used generally for food produc-

tion. In Europe and North America soil microbe symbioses with energy crops like

sorghum (Sorghum bicolor L.) has been the model plant of study, as commented

above. Despite this research effort, more research is needed to identify new

feedstock capable to reduce production cost and increase sustainability in compari-

son with petrol diesel, with a minimal input of irrigation, fertilization and other

labour practices. These new non-crop plants, grown on non-arable soils, could also

help to increase the social acceptance of biodiesel, as no deviation from food

supplies or valuable agricultural areas would occur. Research has been focused in

last few years to analyze the production of plants that are able to grow in hazardous

environments with high oil seed yield. Interactions of soil microbes and plants like

Jatropha curcas, Calophyllum inophyllum (Polanga oil) or Pongamia pinnata
(Karanja seed oil) produce high quality oils but are native from tropical or subtrop-

ical areas and are extremely sensitive to frost, i.e. unsuitable as feedstock producers

in countries with cold winters. On the contrary, pennycress (Thlaspi arvense) is a
non-edible plant that has been recently been identified as a good alternative. The

symbioses between soil microbes and some energy crops like Brassicaceae weed

that grows well occurs degradation of marginal soils in the Northern Hemisphere,

and some accessions are available at the National Plant Germplasm System

(USDA), isolated from Canada, The Balkans, France, Germany, Poland and the

USA. This plant is able to accumulate a large proportion of erucic (32 %; C22:1),

linoleic (22 %; C18:2) and oleic (11 %; C18:1) acids, with other unsaturated fatty

acids for the remaining fatty acid profile.

Transesterification rendered a biodiesel with reasonable good quality for com-

bustion in engines. The lowest scores were obtained for kinematic viscosity and

oxidative stability, parameters that could be improved by using blends with other

oils or by addition of antioxidants. Therefore, research has to be directed to

characterize the composition of oils extracted from different accessions or

ecotypes, to identify those meeting the most stringent quality specifications.

Another problem to reach the high demands of biodiesel production relies on

available arable soils, which is needed for edible crops. This could be solved by

growing high seed oil yield plants in waste land and on polluted soils, such as those

areas contaminated diffusely with toxic metals and metalloids. These inorganic

substances accumulated in many areas after extensive human activities such as

agriculture, melting and mining. Plants can be used to mitigate soil pollution based
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on their natural capability to take upmineral elements by their roots, decontamination

techniques known as phytoremediation. One alternative that could be exploited in

conjunction with the cultivation of energetic crops is the phytostabilization of metal

(oid)s to prevent mobilization of pollutants to other soil horizons and ground water.

The main goal is the valorisation of high value plant products obtained from polluted

soils caused by the global changing.

15.9 Conclusion

The potential beneficial effects of soil microorganisms and plant–microbe

interactions impact on environmental quality and global change are well

documented by a variety of studies. Some soil microorganisms named mycorrhiza,

as well as plant associated bacteria (rhizospheric or endophytic), can contribute to

the nutrient supply of their plant hosts, which is important for optimal plant growth

in normal conditions, but also for improving plant survival in hostile environments.

Mechanisms by which endophytic bacteria can promote plant growth include for

example biological nitrogen fixation, tolerance or the presence of contaminant

degradation pathways. The obtained biomass from those plants and soil microbes

association can be a high valued resource for producing bio-energy as alternative

fuels like biodiesel, bioethanol or biogas which are believed to reduce global

changing speeds. In consequence, this could have happened as part of the compati-

ble reaction during mycorrhization. Mycorrhiza may be beneficial to overcome

xenobiotic or environmental stress during global changing.
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Chapter 16

Environmental Consciousness of Local

People of Yakutia Under Global Climate

Change

Yury I. Zhegusov, Stanislav M. Ksenofontov, Trofim Ch. Maximov,

Atsuko Sugimoto, and Go Iwahana

Abstract This charter analyzes the results of social research on environmental

consciousness of Yakut people. Environmental consciousness regulates people’s

behavior in ecologically significant situations. Results of the sociological survey

show that local people of Yakutia observe some changes in environment, caused by

intensive industrial development and global changes in the nature. Changes in the

nature such as the climate warming in the winter, flooding because of a high water

during spring, and watering of meadows and forests are something that the local

people stress special attention to. Climate warming also affects the daily life of

northerners. Local people notice some changes in the state of health, conditions of

traditional housekeeping, etc. Social studies show that global changes in nature

gradually begin to affect daily life of the inhabitants of extreme north and influence

their environmental consciousness.
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16.1 Introduction

The Republic of Sakha (Yakutia) is situated in the North-Eastern part of Russian

Federation. The territory is 3.102 million km2 that is equal to 2/3 of the Western

Europe area. Yakutia is one of the coldest places in the world. The climate is

extremely continental, the main characteristics of which are dryness and large

fluctuations of both day and seasonal temperatures. Yakutia is the only place in

the world with a seasonal temperature range that is more than 100 �C.
Nowadays Yakutia is one of the environmentally successful regions in Russian

Federation, excluding ecologically challenging areas in urbanized and industrial

zones. The territory of the Republic fits 10 % of the world intact landscape, 1/3 of it

is reserved under specially protected natural areas, that don’t have legal confirma-

tion. Meanwhile, there are local problems in providing inhabitants with drinking

water, in solving problems of domestic wastes. The atmosphere air is getting worse

in Yakutsk, Neryungri, Mirny cities, where almost half of the Republic’s population

lives. These problems affect the inhabitants’ health directly. New environmental

threats occur with the beginning of new industrial development of Yakutia.

Due to global warming, there are changes in the natural environment of Yakutia

that arouse concern among the population and the academic community. In this

regard, over the past years, scientists in Yakutia have conducted research in

environmental science—in ecology, biology, climatology, geology, hydrology,

geocryology, etc. There are international research stations on studying environmen-

tal condition and global climate; foreign scientists visit the Republic regularly to

conduct their investigations.

Lately social aspects of global warming have become the subject of scientific

interest, and in particular, scientists are interested how environmental changes

affect the life and the consciousness of people. In this respect, conducting social

researches on environmental consciousness is highly important.

Investigations on global change impact on local people’s daily life and tradi-

tional husbandry have been carried out by some Russian [1] and foreign scientists in

Yakutia [2].

Social surveys on environmental consciousness have been conducted in some

other countries. Most of these focused on single topics, i.e., not connected with

global change, for example the impact of local environmental conflict on environ-

mental consciousness in Finland [3], the attitude of Jordanian consumers to Green

marketing [4], public estimation of environmental quality in China [5], and attitude

of Turkish farmers to pesticide use in greenhouses [6].

The Global Center of Excellence (Hokkaido University, Japan) and Green

Grants Fund (USA) supported the investigation on environmental consciousness

of the local people of the Republic of Sakha (Yakutia).

The objective of the survey was to determine ecological knowledge, estimation

of environmental condition, observation of the environmental change, thoughts and

opinions regarding global climate change. This information will serve as a basis and

advice for local people’s adaptation under global climate change.
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16.1.1 Methods of Survey

The research project was carried out in the different climatic and landscape zones:

Saskylakh village of the Anabarsky region (North Yakutia, tundra zone); Yakutsk

(the capital, Central Yakutia, bottomland of the Lena River); Ust-Maya (East

Yakutia, mountain and taiga zone); Aldan and Neryungry (South Yakutia, forest-

mountain zone).

The data of this research is based on three different methods: (1) questionnaire

research of 1,600 city and village dwellers, (2) focus-group research with local

people, and (3) face-to-face in-depth interviews with old residents, hunters, fishers,

farmers, and reindeer breeders. In the first method, questionnaires were given to

surveyed people by researchers and the respondents filled in the questionnaires

themselves. The second was used to collect qualitative information using group

interview and discussion with specially selected survey participants. The third

method was mainly used for people who have experience of observing nature

changes.

16.2 Environmental Consciousness of Yakutia Peoples

and Climate Change

16.2.1 Structure and Types of Environmental Consciousness

Environmental consciousness has three main functions (cognitive, estimative, and

regulative) that forms social and psychological components, the results of function-

ing and empirical parameters (Table 16.1). Firstly, ecological knowledge appears in

human consciousness because of ecological socialization. Then, according to

awareness, people estimate the environmental situation. Finally, based on knowl-

edge and estimation, people regulate their own environmental behavior.

In the context of ecological problems’ aggravation in the world, three types of

environmental consciousness have been formed. We made the following typology

of environmental consciousness based on the concern of ecological problems:

indifferent, local, regional, and global. Let’s discuss each of them.

Indifferent/passive ecological consciousness—the owner of this type of ecolog-

ical consciousness is characterized by the extremely indifferent relation to the

environment, he is not interested in environmental problems, does not participate

in any ecological actions.

Local ecological consciousness—the owner of this type of ecological conscious-

ness is interested in and excited by only the state of the environment of a district, in

which he lives. He is not excited about the ecological condition of other cities,

regions, and countries.
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Regional ecological consciousness is characterized by the interest and anxiety in

the condition of, not only the local nature, but also the region and the country’s

environmental problems. For example, the villagers of Yakutia are disturbed by the

industrial pollution in the cities of Yakutia or forest fires in Central Russia.

Global ecological consciousness means that the owner of ecological conscious-

ness is well informed of global changes in the environment and equally seriously

concerned about the local, regional, and the environmental problems.

16.2.2 Concern of Environmental Problems and Sources
of Ecological Information

The regional type of environmental consciousness is dominant (46.7 %) among the

citizens of Yakutia. First of all, the reason for this is probably the display of

patriotism, the idea that Republic and country must have a favorable environment

for a productive life and, secondly, fear of the negative impact of possible ecologi-

cal accidents and disasters near their home. Global type of environmental con-

sciousness is detected among 39.6 % of respondents, i.e., consciousness of

interconnection and interdependence of natural processes, the idea that nature is

integrated in the global system all this unites this group of respondents. Global

environmental consciousness is mostly distributed among people with higher edu-

cation (48.9 %), when index rates among the people with general secondary and

vocational secondary education are 29.1 % and 35.8 % respectively. 9.3 % of

respondents have a local type of environmental consciousness. Indifferent environ-

mental consciousness is discovered among few respondents, only 4.4 %. It is worth

mentioning, that people with incomplete secondary education predominate among

this type of consciousness (26.8 %). Thus, the social survey found out that the type

of environmental consciousness strongly depends on the person’s education, i.e.,

the higher the education, the deeper the consciousness of importance of global

environmental changes and impact on the mankind.

Information sources about the environment are an important aspect of the

environmental consciousness cognitive element. Yakut people, first of all, get

Table 16.1 Functional structure of environmental consciousness

Main

function

Social and psychological

components The results of functioning Empirical parameters

Cognitive Intellectual Ecological knowledge Ecological/environ-

mental awareness

Estimative Intellectual and emotional Individual and public

opinion about envi-

ronmental problems

Estimation of the eco-

logical/environ-

mental situation

Regulative Intellectual–emotional–conative Social and ecological

attitude and

orientations

Behavioral positions

regarding environ-

mental problems
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environmental information via TV (83.5 %) and print media (55.8 %). In spite of

geographical farness of Yakutia, Internet is getting much more popular, 33.6 % of

respondents use it to get information. Interpersonal communication, i.e., communi-

cation with people is also an important source in exchanging environmental infor-

mation (32.0 %). 17.9 % of respondents chose the version of “daily nature

observation.” The results show that mass media have great influence on knowledge

formation about the environment and ecological problems, i.e., environmental

worldview of the people is formed by indirect information, not comprehended on

their own, that affects objectivity of opinions and views.

The respondents’ answers to the question that reveals the interest level of the

environmental condition and ecological problems prove the great influence of mass

media on environmental consciousness. The majority of people (81.6 %) are

interested in this problem, “sometimes when it is written and shown by mass

media.” There is a small number of people, who are always interested in the

environment and purposely collect information (9.2 %). 6.5 % of respondents do

not care about the ecological problems at all, 2.8 % of people gave another answer.

16.2.3 People’s Observations of Climate and Nature Change

Some ecologists and climatologists believe that global changes in nature are greater

in the northern regions of the planet. What environmental changes are observed in

Yakutia? After considering the results of the questionnaire survey, the respondents’

answers were grouped, according to the period, when they were mentioned.

1. group of answers (60 % and more from the total amount of respondents), this

group includes answers such as “people often get sick with such infective

diseases, as ARVI and influenza” (78.7 %); “air temperature changes abruptly”

(75.6 %); “people often get sick with oncologic diseases” (73.2 %); “winter

roads are opened later” (39.8 %); “people often get sick with allergic diseases”

(70.5 %); “winters get warmer” (63.3 %)

2. group of answers (40 %–59 % of respondents’ answers): “the number of wild

animals decreases” (53.8 %); “there are more floods” (51.6 %); “the seasonal

changes are late” (48.5 %); wind power and direction changes” (43.4 %)

3. group of answers (20–39 % of mentions): “summer gets rainy” (39.9 %);

“summer gets colder” (36 %); “new bird species arrived” (25.5 %); much

snow in winter” (32.7 %); “forests and fields watering due to permafrost

thawing” (28.4 %); “found new insects species” (28.4 %); “animals’ migration

period changes” (23.1 %)

Qualitative methods were also used in this research, they are, face–face in-depth

interviews and focus groups. Respondents noted some changes in nature that can be

seen in daily life.

First of all, the citizens of Yakutia notice climate change. Very interesting

information was given by people living in the Arctic, in Saskylakh village of
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Anabarsky region. Respondent number 1 (male, 65 years old): “In winter, it gets

much warmer, if it used to be cold for a month or more, now the cold lasts only for a

few days. In general, the weather became unstable and unpredictable, there are

abrupt changes in temperature.” Respondent number 5 (female, 27 years old): “. . .
last year in November the temperature was �40� C, but the next day there was a

drastic warming, almost to plus degrees. I wanted to cook stroganina (raw frozen

fish), brought a fish into the house, and it was melted, the tail was hanging”

Respondent number 2 (Male, 50 years old): “The weather has changed, there

have been no strong winds in winter over the past 15–20 years. In the past, there

was a period of strong winter blizzards and storms, when a person was literally

knocked off his feet, but now this has changed.” Respondent number 3 (female,

72 years old): “In the summer it gets warmer, even hotter, especially last year we

had the heat. How do we feel? Earlier in the summer you can swim only 3 days and

then not always, but now the summer swimming season can last up to 10–12 days.

I’ve been watching from a window in the summer, how young people organized a

beach, swimming, sunbathing, and were drinking a beer in the river. Maybe it’s

fashion . . . .” The respondent number 8 (male, 57 years old): “I noticed the rain had

changed. Previously, there was small rain, with the mist and it lasted for a long time.

Recently, thunderstorms occur often. In our area, on the shores of the Arctic Ocean,

it is a particularly unprecedented phenomenon. Rain is intermittent, but very strong

almost like a tropical downpour.”

For several years, the citizens of Yakutia have noticed changes in flora and

fauna, which is reasonably connected with global warming. Respondent number

1 (male, 65 years old): “The tundra was overgrown with bushes and shrubbery is

gradually moving to the north, toward the Arctic Ocean. Crows appeared in large

numbers, some of them even spent winter in the tundra.” Respondent number

7 (male, 47 years old): “There are a lot of hares now, there were very few of

them before, then perhaps migration of animals occurred, now the tundra is full of

hares. Even gluttons came to the tundra, one could not see them before.” Respon-

dent number 3 (female, 72 years old): “I live in the village outskirts, hares run even

near my house. Every morning I see fresh tracks. There are a lot of Arctic foxes, but

it is due to the fact that the price of its fur has increased and people stopped hunting.

Arctic foxes sometimes come to the village, but those who are sick with rabies, and

it is dangerous! Fish gets worse, with ulcers and sores, as well as parasites. Water

quality has deteriorated, it were the diamond-miners, who poured out poisoned

water into the river.” Respondent number 6: (female, 55 years old): “I can see flies

that sting. Our local flies are not stingy.” Respondent number 4: “There are a lot of

berries and that is good. We can gather a lot of cloudberries now, it grows well.

Also, we collect red bilberries, it did not grow color till first snow before, but now

we gather buckets of colored bilberries.”

Research participants also noted changes in the period of seasons incoming.

Respondent number 1 (male, 65 years old): “The winter is late, that is why, winter

roads are opened late. Spring comes earlier, but it lasts very long. The interval

between winter and summer was short before, but now snow has melted, and then

summer comes in just 2 weeks. Now spring lasts for a long time and summer does
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not come at all. I also noticed that the ice drift has changed. In the past, ice was the

first to crack and then the ice drift began, but now the water comes over the ice, and

ice drift occurs only after that.”

During the interview, residents of the Anabarsky region noted changes in the

duration of light and dark time of a day. In particular, they observe the actual

disappearance of the polar night. If the polar night was very dark before and lasted

for a long time, now the Arctic circle’ residents note that the polar night is light and

short. Some respondents expressed an opinion that it happened due to the displace-

ment of the Earth’s axis.

The vast majority of respondents are sufficiently aware of the global climate

change: 35.3 %—“know well,” 57.7 %—“heard something,” and 7.1 %—“do not

know.” 40 % of respondents consider the reason of global climate change to be the

anthropogenic impact on the environment (industrial development, transport),

14.0 % believe that climate is affected by “the natural cyclic changes, independent

of human influence” and 31.4 % of respondents believe that global warming is

equally affected by people and natural changes. This shows that, despite of the

geographical farness, thanks to the development of information technology in

Yakutia, residents are well informed about the problem of global warming and

have an opinion on this matter.

According to subjective sensations, Yakut people notice climate change, and the

respondents’ answers vary depending on the survey sites. In northern Yakutia

respondents often note the warming weather in summer, and the residents of

South Yakutia, on the contrary, note steady cold summer. According to

respondents’ answers, we can see that the people living in the Northern and Central

Yakutia feel the climate warming, both in winter and summer (Table 16.2).

The comparison of the survey results with meteorological data [7] at the survey

sites shows the following tendency: the higher the observed average annual tem-

perature, the higher the percent of people who choose the answer “the weather got

warmer in summer, than before” and “the weather got warmer in winter, than

before.” The Anabarsky region is an exception, where an inconsiderable increase

of the average annual temperature is observed and large number of people notice

weather warming, especially in summer. Apparently, abnormal hot summer

weather for these places in 2010, that was perceived as global warming has

influenced the respondents’ answers (Table 16.3).

How long have the people in the Arctic been observing changes in nature? The

answers to this question show a specific character and principles of environmental

consciousness of the research participants. Nearly half of respondents observed

natural changes over the past 2–5 years, and only 1/3 noted a period of 10 years and

more (Table 16.3). Such conflicting data indicate that the respondents have a

different degree of observation. Research participants noted that environmental

changes occur gradually and only a person with good memory will notice

these changes. These events can attract the people’s attention only with the growth

of changes in nature year by year. Older people often notice environmental changes

for “10 or more years” longer, than the younger generation, because they begin

observing these changes in a more conscious age. But among the older respondents,
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the number of people correlated with the young people, who have noticed natural

changes 2–5 years ago. Perhaps it traces the properties of the human psyche, which

is more inclined to remember the events of the recent past, or more than a decade

ago (Table 16.4).

16.2.4 Public Opinion and Estimation of the Global
Warming Affects

In order to identify and estimate the attitude of the people living in Yakutia to

environmental changes we asked the following question: “What effect will the

global warming have in your life and traditional husbandry?” More than half of the

Table 16.2 Answers to the question: “Do you feel a change in climate?” (in %a)

Responses:

Regions

Yakutsk

Saskylakh

(Anabarsky region)

Ust-

Maya Aldan Neryungry

No, I don’t feel it at all 13.8 13.0 18.4 26.3 14.2

Yes, the weather in summer got

warmer, than before

43.6 60.5 32.6 11.1 14.2

Yes, the weather in summer got

colder, than before

6.3 9.8 17.1 39.1 29.1

Yes, the weather in winter got

warmer, than before

57.9 32.6 40.6 33.0 56.7

Yes, the weather in winter got

colder, than before

6.8 17.0 10.6 25.9 8.3

Yes, other 6.0 0.4 7.4 2.4 5.2
aRespondents chose a few options, and therefore the sum of answers exceeds 100 %

Table 16.3 Influence of average annual temperature increase to respondents’ subjective

sensations

Meterological data and responses:

Regions

Yakutsk

Saskylakh

(Anabarsky

region)

Ust-

Maya Aldan Neryungry

Average annual temperature increase in

1966–2009, �Сa
3.0 0.7 2.5 1.1 1.4

Total percentage of respondents who

answered that “the weather got warmer

in winter, than before” and “the weather

got warmer in summer than before,” %b

101.5 93.1 73.2 44.1 60.9

aData source: Skachkov YB. 2010. Climatic parameters. In a Review of Recent Climatic and

Environmental Changes in the Republic of Sakha (Yakutia). Yakutsk; 1–3 (in Russian)
bRespondents chose a few options, and therefore the sum of answers exceeds 100 %
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respondents believe that global warming will adversely affect the quality of life, as

well as agriculture, which is the main job of local residents (Table 16.5). They are

sure that global warming will, first of all, lead to permafrost thawing, it will increase

the Arctic Ocean level, that will cause floods in the local peoples’ land, and

secondly, permafrost thawing will lead to swamping and watering of meadows

and pastures, and thirdly, research participants consider that warm winters and hot

summers have caused infectious diseases spreading among people and animals.

Research participants shared their own observations of global warming effects.

Respondent No. 9 (male, 60 years old): “A further climate warming may lead to

fatal effects for inhabitants of the North in the future. Thawing of the Arctic ice will

cause an accident, in which the Anabarsky region will sink.” The Respondent№12

(male, 52): “. . . permafrost thawing effects can already be seen now. There was a

lake near the Anabar River, but because of underground ice thawing it had

completely flown into the river. I can’t believe—such a large lake, but there’s no

lake now.” Respondent No. 10 (male, 54): “I often travel to the Arctic Ocean coast.

During the past years it is extremely stormy in the summer, there are high waves.

One could not see this before. The ocean is boiling, powerful waves washed away

the melting permafrost ashore. The shore is falling from time to time. The Ocean is

under incursion, every year 30–100 m of land disappears into the depths of the sea.

There were buildings, 200 m far from the ocean before, remaining from the

scientific expedition of the USSR. Everything has gone under the water.”

Table 16.4 Answers to the question: “How long (last years) have you been observing the changes

in nature?” (in %) (analysis by age)

Responses

Age of respondents

18–29 30–44 45–54 55 and more Total

Over the last year 5.5 1.2 1.8 0.4 2.5

Over the last 2–3 years 18.5 8.6 10.3 8.4 11.9

Over the last 4–5 years 19.3 18.7 14.7 12.5 17.0

Over the last 6–7 years 1.1 13.7 12.3 9.2 13.1

Over the last 8–9 years 4.2 6.0 5.6 7.6 5.6

Over the past 10 years and more 15.7 37.1 43.4 49.4 34.1

Do not feel changes in the nature 4.0 1.8 0.9 1.9 2.3

Do not know 17.0 11.8 10.0 13.6 12.6

Other 0.6 1.2 1.2 2.3 1.0

Table 16.5 Answers to the question: “How drastic will the effect of global warming of climate

be?” (in %)

Responses To the best To the worse Don’t know

On your life 13.5 66.6 19.9

On the traditional farming (herding, hunting, fishing) 11.5 65.5 22.9
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16.3 Conclusions

The investigation shows that the people living in Yakutia have superficial knowl-

edge about the global climate changes, and at the same time, they express concern

for this problem. The respondents are mainly concerned about the regional and

global environment. Mass media has a leading role in the formation of environ-

mental consciousness. Most people get environmental information via TV, print

media, and Internet. People living in Yakutia observe considerable changes in

climate, flora, and fauna of the region. Comparison of the survey results with

meteorological data at four survey sites shows the following tendency: the higher

the observed average annual temperature, the higher the percent of people, who

consider that the weather got warmer than before in summer and winter.

Respondents consider that climate changes have impacts on the Yakut people’s

daily life, reflecting on human health and traditional husbandry. This problem

requires further interdisciplinary investigation for developing recommendations

in the field of the Far North inhabitants’ adaptation under global warming.
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Chapter 17

Environmental Impact Assessment

of Explosive Volcanoes: A Case Study

Faruk Aydın, Adnan Midilli, and Ibrahim Dincer

Abstract Although there are some parameters identified in the literature to

quantify environmental impact of volcanic eruptions, e.g., Dust Veil Index (DVI),

Volcanic Explosivity Index (VEI), and Volcanic Aerosol Index (VAI), no

parametric studies have been undertaken to assess the environmental impact of

explosive volcanoes. In this regard, this study deals with a parametric investigation

of the environmental impact of the explosive volcanoes through some key

parameters, such as (1) lateral blast effect, (2) debris avalanche effect, (3) lahars

effect, (4) pyroclastic flow effect, (5) earthquake effect, (6) pyroclastic surge effect,

(7) health effect, (8) tsunami effect, and (9) atmospheric effect. Considering these

and their impact levels, a new parameter for explosive volcanic eruptions, so-called

the “Environmental Impact Factor (EIF),” ranging from 0 to 1, is proposed as a

function of the VEI which ranges between 1 and 8. We also conduct a quantitative

evaluation of the environmental effects of the Mount St. Helens volcano (erupted

on May 18, 1980) in USA. For this purpose, a case study for the St Helens eruption

is conducted by taking into account the Volcanic Explosivity Index as 5, Environ-

mental Correction Factor as 1.6, and the actual influence distances of the products

and earthquake effect from the St Helens eruption. Of the above parameters, the

first five parameter and also ash effect that can be commonly observed after the

St. Helens eruption is considered. As a result of the analysis, the EIF will provide a
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quantitative record of environmental impact of the explosive volcanic products in

terms of the influence distance and the VEI. Moreover, it is estimated that, in the

case study, the environmental impact factors corresponding to the actual influence

distances of the explosive products and earthquake effect become 0.568 in 12.8 km

for lateral blast, 0.635 in 14 km for debris avalanche, 0.525 in 100 km for lahar,

0.875 in 8 km for pyroclastic flow, 0.978 in 16 km for ash (with an ash depth of

25 cm), and 0.921 in 1.6 km for earthquake effects.

17.1 Introduction

Environmental pollution, which affects human health and welfare, causes the

shortage of the water resources and serious natural disasters and so on, has been

one of the most significant problems in the world during the past three decades. If

so, the key question is: is it possible to combat and prevent from the environmental

pollution? It has two dimensions: man-made and natural cycles. It is of course quite

difficult to determine how much naturally happens and how much is caused by

man-made activities. Man-made activities are directly related to the following

important parameters: Pollution, population growth, energy and food demand,

energy shortage, transportation, energy production and consumption, methane

resources, etc. As a result of these, it can be said that environmental destruction

will increase all over the world. As known, environmental destruction is an

important result of the processes and systems affecting the livings and destroying

their livable environment. On the other hand, in terms of the natural cycles, the

volcanic eruptions can be considered one of the most important natural causes to

create and increase the environmental destruction. Volcanic eruptions are of many

different types. Some are termed effusive; they are dominated by the relatively slow

and well behaved flow of lavas at the Earth’s surface. However, others eruptions,

such as the eruption of the Mount St. Helens, are explosive, often involving huge

amounts of pyroclastic material (ash, lapilli, bombs, etc.). As a comparison between

the effusive and explosive eruptions, it can be said that the explosive eruptions have

primary effects on the environment, while the effusive types have secondary or

tertiary effects.

Considering these important facts, there is an urgent need to study the environ-

mental impacts of the products from an explosive volcanic eruption. In this regard,

a new environmental impact factor (EIF) is developed as a function of the

Volcanic Explosivity Index (VEI) and the influence distance of the explosive

volcanic products. Particularly, the VEI is taken as one of the most important

parameters and has greatest effect on this parameter, describing the magnitude of

explosive volcanic eruption and including some key volcanic parameters, e.g.,

volume of ash production, height of eruption cloud above the vent, and duration of

eruption [1]. As it is noticed, various aspects of the active volcanoes have been

studied to date by many researchers (e.g., [2–14]). However, no any parametric

investigation is found on the assessment of environmental impact of explosive
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volcanoes. Lack of such work in the literature makes the paper original and

becomes the main motivation behind this research. It is thus aimed to develop a

new parameter to identify and quantify the environmental damage caused by such

volcanic activities and provide an impact assessment methodology for practice.

On the other hand, in order to test and verify this new factor, the products from the

Mount St. Helens eruption (May 18, 1980) are taken into consideration for a case

study. Accordingly, it is expected that this study provides a quantitative record of

environmental impact of the explosive volcanic products in terms of the influence

distance and the VEI.

17.2 Model Development

17.2.1 Environmental Impact Assessment

Before parametrically studying and assessing the environmental impact of the

explosive volcanoes, and develop the EIF, the following key topics are discussed:

General Classification and Environmental Aspects of Volcanoes

According to some literature works [15, 16], in terms of structural characteristics,

volcanoes can generally be classified in two main types (Fig. 17.1): monogenetic

(nonexplosive or the least explosive) and polygenetic (moderate to very large

explosive). Monogenetic volcanoes have a simple magma conduit system and are

built up by the products of one eruption phase, while polygenetic volcanoes largely

have complex plumbing system and comprise the products of many eruption phases

[16]. Monogenetic volcanoes can be subdivided into several types. These are scoria

cones, tuff rings, maars and lava domes which have the least effect on the environ-

mental damage. On the other hand, polygenetic volcanoes are generally known as

shield volcanoes, stratovolcanoes, and caldera complexes. Of these volcanoes,

the shield volcanoes have secondary or tertiary effects on the environmental

damage, while the last two types have primary effect, and so on, as shown in

Fig. 17.1. Furthermore, Figure 17.2 illustrates the general environmental effects of

explosive volcanoes. These effects can be classified as primary, secondary, and

tertiary effects.

Of the general effects of an explosive volcanic eruption, atmospheric effect has

been discussed in this part. Volcanic gases (water vapor, carbon dioxide, and sulfur

compounds like sulfur dioxide) and particles (dust and ash) resulting from the

eruptions may be assumed to be some of the reasons changing the earth’s climate

in terms of the global warming and global cooling. Water vapor is typically the

most abundant volcanic gas, followed by carbon dioxide and sulfur dioxide. Other

principal volcanic gases include hydrogen sulfide, hydrogen chloride, and hydrogen
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Volcanoes

E n v i r o n m e n t a l  D e s t r u c t i o n  E f f e c t s

Strucuturally

Monogenetic

Cones

non-explosive Moderate explosive Large explosive Very large explosive

small explosive Teritiary to secondary
Environmental

Effects

Primary Environmental
Effects

Teritiary Environmental
Effects

Lava Domes Shield volcanoes Strato volcanoes Caldera complexes

Polygenetic

Fig. 17.1 A brief classification of volcanoes and their environmental effects (compiled from the

literature [15–17])

Effects of Explosive Volcanoes
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Burning effect
Death effect
Collapse effect
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activity
etc.

Poisoning the livings
Cooling effect on the
atmosphere
Global warming effect
Environmental pollu-
tion
etc.

Global, regional and local energy pollution and shortage; Climate change, acid rains and green-
house effect; Water shortage and desertification; Obstructing the local and regional air traffic;
Economic depression and natural resource depletion; Stopping the livings’ activities and lethal

effect; Increasing economic recession; Industrial collapse; etc.

Volcanic Eruption

Primary effects

Lava
flows

Hot pyroclastic
flow

Gas
emissions

Primary and secondary
effects

Lahars
(Mud lows)

Debris
avalanche Landslides

Earthquake
effect

Tsunami
effect

Atmospheric
effect

Flood effect
Erosion effect
Famine effect
Disease effect
Aridity effect
Lack of land
etc.

Health effect

Fig. 17.2 Schematic illustration of general environmental effects of explosive volcanoes
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fluoride. A large number of minor and trace gases are also found in volcanic

emissions, for example hydrogen, carbon monoxide, halocarbons, organic

compounds, and volatile metal chlorides. If so, it may be said that volcanic gases

and particles can cause the real problems as a result of their blocking the sunlight.

Actually, the volcanic gases affect the earth, people, and animals in different ways.

The volcanic gases that pose the greatest potential hazard to people, animals,

agriculture, and property are sulfur dioxide, carbon dioxide, and hydrogen fluoride

[18]. Of these gases, for example, H2O and SO2 can cause the air pollution, global

cooling, and ozone depletion, while CO2 can cause the global warming, and be

lethal to the living beings.

Explosive Volcanoes and Their Emissions

Generally, explosive volcanoes are stratovolcanoes or composite volcanoes, which

have characteristic volcanic landform and are found at subducting plate margins,

and are the most abundant type of large volcano on the Earth’s surface. They have

medium to high volatiles, volume and viscosity, which are the most important

features of explosive volcanoes, as well as caldera complexes of rift zones. The

moderate to high explosive stratovolcanoes produce generally the following

emissions [17]: pyroclastic flows, lahars (mud flows), debris avalanches, pyroclas-

tic falls (lateral blast, lapilli, ash), pyroclastic surge (especially ash), partly lava

flows, and gases such as H2O, HCl, H2S, HF, CO2, SO2, N2O, etc.

Regarding volcanic gas emissions, the explosive stratovolcanoes primarily

release water vapor, CO2, and SO2 as the most common volcanic gases emitted

by explosive volcanoes in different tectonic setting (convergent-plate, rift zone,

etc.). In lesser amounts, the explosive volcanoes release CO, H2S, carbonyl sulfide

(COS), carbon disulfide (CS2), HCl, H2, CH4, HF, boron, HBr, Hg vapor [3, 19]. Of

these gases produced by explosive volcanoes, water vapor is also a strong absorber

of infrared radiation more than carbon dioxide but this gas is usually not considered

to a greenhouse gas [20]. However, it is considered that water vapor greatly affects

the Earth’s heat balance [21]. Regarding SO2, stratospheric injection of SO2 is the

principal atmospheric and global impact of volcanic eruptions [4]. In fact, SO2

converts to sulfuric acid aerosols that block incoming solar radiation and contribute

to the stratospheric ozone depletion, and thus, the blocked solar radiation can cause

global cooling [12]. Regarding the carbon dioxide that has the highest global

warming potential, the CO2 produced by the volcanoes causes the global warming

as well as atmospheric pollution. Moreover, chlorine gas emitted from volcanoes in

the form of hydrochloric acid (HCl) can damage the environment [5]. In addition,

fluorine gas can condense in rain or on ash particles and coats grass and pollutes

streams and lakes with excess fluorine [9, 22]. Under these considerations, a

schematic illustration of maximum theoretical distance of the explosive products

for a stratovolcano has been presented in Fig. 17.3a, b.
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Volcanic Activity Indexes

Dust Veil
Index (DVI) [2, 25]

Common volcanic
activity indexes

Volcanic Explosivity
Index (VEI) [1]

Volcanic SO2
Index (VSI) [26]

Ice Core Volcanic
Index (IVI) [27]

Volcanic Aerosol Index
(VAI) [28]

Volcanic Energy Index
(VENI)

Possible volcanic activity

Volcanic Exergy Index
(VEXI)

Volcanic Pollution Index
(VPI)

Volcanic Global Warming
Index (VGWI)

Volcanic Global Cooling
Index (VGCI)

Present
Study

Environmental Impact Factor (EIF)

b

Fig. 17.3 (a) A generalized schematic illustration of the explosive products for a stratovolcano

(their maximum theoretical influence distances have been taken from the literature [23, 24]).

(b) A flowchart of volcanic activity indexes (Index data from [1, 2 and 25–28])
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Volcanic Activity Indexes

Volcanic activity indexes are commonly known in the literature, and some possible

indexes are presented in Fig. 17.3. In addition to these indexes, it can be

recommended that, for the future investigations, the following volcanic activity

indexes should be studied in order to find out the various aspects of an explosive

volcano. (1) Volcanic Energy Index (VENI) indicating the thermodynamic aspects

of an active volcano. (2) Volcanic Exergy Index (VEXI) indicating the useful

energy gain from an active volcano. (3) Volcanic Pollution Index (VPI) indicating

the global, regional and local pollution impacts of an explosive volcano. (4) Volca-

nic Global Warming Index (VGWI) indicating the global warming aspects of an

explosive volcano as a result of CO2, HF, etc. (5) Volcanic Global Cooling Index

(VGCI) indicating the global cooling aspects of an explosive volcano as a result of

H2O, H2S and S2O emissions. Meanwhile, it is emphasized that the indexes

recommended here require multidisciplinary efforts.

17.3 Development of the EIF

In the present study, a new parameter describing the environmental impact of the

explosive volcanic products, called Environmental Impact Factor (EIF) is devel-

oped. In order to develop such a parameter, some important assumptions are

necessary to make. In this regard, the main assumptions are listed below.

17.3.1 Assumptions

• The present parameter is a function of the influence distances of the volcanic

products and their effects as a result of the explosive eruptions, and of the VEI

taking into account the magnitude (erupted volume) and intensity (eruption

column height) of an eruption (e.g., [1]).

• The VEI is scale from 1 to 8 and not used to describe eruptions of lava which are

nonexplosive [1].

• The environmental damage potentials (from moderate to high explosive volca-

nic products) are considered as the main parameters in developing the EIF. They

are lateral blast effect, debris avalanche effect, pyroclastic flow effect, pyroclas-

tic surge effect, lahar effect.

• As the important environmental effects (for moderate to high explosive

volcanoes), the earthquake effect, health effect, and tsunami effect resulting

from the explosive volcanic eruption are also considered.

• Theoretical influence distances of the explosive volcanic products and their

environmental effects are taken in accordance with the literature (e.g., [23, 24]).
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Meanwhile, it should be emphasized that the theoretical influence distances of

ashes and gases indicating the atmospheric effect and tsunami effect are assumed

as 1,000 km.

• Theoretical influence distance is considered as a function of flow velocity,

temperature, viscosity, density, melt composition, friction, etc. of the explosive

volcanic products because these parameters affected practically the maximum

influence distance of the explosive volcanic products.

• The analytical form of the present parameter is considered in exponential form

due to the natural behavior of the environmental impact as a result of the time-

dependent volcanic eruption.

17.3.2 Parameters

In order to develop the EIF, the following parameters and their theoretical influence

distances considered in the study are listed in Table 17.1.

Of these parameters in Table 17.1, the VEI ranges from 1 to 8, as a function of

the volume of products, eruption cloud height, and duration of eruption. It provides

the most comprehensive geological record of past volcanism [1]. Considering the

above assumptions and parameters listed in Table 17.1, the following analytical

form of the EIF is developed:

EIF ¼ expð�β � αÞ ranging from 0 to 1ð Þ (17.1)

Table 17.1 Parameters considered for EIF

Parameter Symbol Unit

Maximum influence

distance for products References

Lateral blast Llbmax
km 35 [29]

Debris avalanche Ldamax
km 50 [23, 24]

Pyroclastic flow Lpfmax
km 100 [23, 24]

Pyroclastic surge Lpsmax km 200 [23, 24]

Lahar Llmax
km 250 [23, 24]

Ash and/or gases Lagmax km 1,000 Assumed from [23, 24]

General environmental effects of the moderate to high explosive volcanic eruption

Earthquake effect Leemax km 30 [23, 24]

Health effect Lhemax
km 60 [23, 24]

Tsunami effect Ltemax km 250 [23, 24]

Atmospheric effect Laemax km 1,000 Assumed from [23, 24]

Intensity and magnitude of a volcanic eruption

Volcanic Explosivity Index VEI – Scale [1]

1–8
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where β describes dimensionless influence distance, and α is the EIF correction

factor.

When Eq. (17.1) is analyzed in terms of the physical basis, it is understood that,

if α is equal to 1, the EIF has a maximum value of “1,” meaning that the explosive

volcanism causes the maximum environmental damage. However, if β is “1,” the

EIF will have a minimum value, suggesting a minimum environmental damage.

Additionally, using Eq. (17.1), the reference value of EIF is determined by

depending on the theoretical influence distance of any product (or the types of

environmental effects of the explosive volcano) of the explosive volcano that has

the maximum value of VEI (¼8), and the minimum of α (¼1). Moreover, Eq. (17.1)

makes us determine the critical influence distance of any product (or the types of

environmental effects of the explosive volcano) of the explosive volcano that has

the lower VEI values than 8, and higher α values than 1 (see Table 17.2).

Consequently, as a scientific importance of Eq. (17.1), the EIF provides a reason-

able environmental damage record of the explosive volcanic products in terms of

the influence distance and the VEI.

Furthermore, β and α in Eq. (17.1) can be described as

β ¼ L

Lmax

0 � L � Lmaxð Þ (17.2)

where L symbolizes the theoretical influence distance and Lmax, the maximum

theoretical influence distance.

Considering Eq. (17.2), for the explosive volcanic products and their environ-

mental effects, the dimensionless influence distance for explosive volcanic products

may be respectively written as

βP ¼ LP

LPmax

(17.3)

where βP indicates dimensionless influence distance of a explosive volcanic

product; LP , the theoretical influence distance of a product; LPmax , the maximum

Table 17.2 Some

calculated values

for EIF correction

factor (α)
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VEI

1.00
~1.14
~1.34
1.60
2.00

~2.67
4.00
8.00

8
7
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5
4
3
2
1

α
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theoretical influence distance of a product; LPmax is selected from Table 17.1 in

accordance with the product type.

For the environmental effects of volcanic eruptions, it becomes

βE ¼ Le

Lemax

(17.4)

where βE symbolizes dimensionless influence distance of the environmental effect

(earthquake, health, tsunami, etc.) of the volcanic eruption, Le, influence distance of
the environmental effect of the volcanic eruption; Lemax, the maximum theoretical

influence distance of the environmental effect of the volcanic eruption; Lemax is

selected from Table 17.1 in accordance with the effect type.

In Eq. (17.1), the EIF correction factor is assumed to be a function of VEI and

VEImax in order to determine the reference value of EIF and estimate the critical

influence distance of the explosive volcanic products and their environmental

effects corresponding to this reference value. Thus, we propose α as

α ¼ VEImax

VEI
(17.5)

where VEImax explains the maximum volcanic explosivity index (is equals to 8).

Based upon Eq. (17.5), the values of α are presented in Table 17.2, corresponding to
the VEI values.

17.4 Case Study

In the present study, in order to estimate the environmental impact factors (EIFs)

[30] of the explosive volcanic products from the Mount St. Helens eruption, a case

study has been accomplished by taking into consideration the following

assumptions: (1) the Volcanic explosivity index is 5 [1], (2) the effects of the

explosive volcanic products from the Mount St. Helens eruption, having the most

environmental destruction potential, are taken into consideration, which are lateral

blast effect, debris avalanche effect, lahar effect, pyroclastic flow effect, ash fall

effect, and earthquake effect, (3) the actual influence distances of the explosive

volcanic products and their environmental effects caused by the Mount St. Helens

eruption are taken in accordance with the literature [29, 31, 32] (4) the actual

distance is considered as a function of flow velocity, temperature, viscosity, den-

sity, melt composition, friction, etc. of the explosive volcanic products because

these parameters affected practically the maximum influence distance of the explo-

sive volcanic products, and (5) some of these hazards (e.g., lava flows) only affect

areas very near the volcano [31]. Therefore, lava flow and lava dome have not been

considered for the case study.
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17.4.1 Details of the St. Helens Explosive Volcano

Volcanic eruptions often involve several distinct types of hazards to people and

property, as well evidenced by the Mount St. Helens eruption. Major volcanic hazards

include: lateral blast, debris avalanche, lahar, pyroclastic flow, the ash fall, and

earthquake effect. Lateral blast, which occurs with violent eruptions, may have exces-

sive lethal effect on the lives near the vent of the volcano.Debris avalanche triggered by

eruptions or by earthquakes or simply by heavy rainfall, are the rapid downslope

movement of rocky material, snow and/or ice. Lahars that are a major hazard because

highly populated areas are built on lahar flows from previous eruptions are common

during eruptions of volcanoeswith heavy loading of ice and snow. Pyroclastic flows are

high-speed avalanches of hot ash, rock fragments and gases. Ash fall results when

explosive eruptions blast rock fragments into the air. Such blasts may include tephra.

In very large eruptions, the depth of ash falls may bemuchmore near the vent [31, 32].

Under these considerations, the general specifications of the St. Helens explosive

volcano can be presented as below [33]. The volcano’s elevation was 2,950 m

before eruption, 2,549 m after eruption. Time of initial blast was 8:32 a.m. Pacific

Daylight Time (UTC-7). Eruption triggered a magnitude 5.1 earthquake about

1.6 km beneath the volcano. As a result of the eruption, the following products

and effect were observed: Landslide/debris avalanche, which had 2.8 km3 volume

and the velocity ranging from 113 km/h to 241 km/h, covered 60 km2 areas. Lateral

blast, which had 0.19 km3 volume and 483 km/h velocity, and 349 �C covered

596 km2 area and released 24 megatons thermal energy, and caused 57 of human

fatalities. Lahars, which had the velocity ranging from 16 km/h to 80 km/h,

damaged 27 bridges, nearly 200 homes. Blast and lahars destroyed more than

298 km of highways and roads and 24 km of railways. Its eruption column and

clouds reached about 24,400 m in less than 15 min. Its ash volume was almost

1 km3, and the ash erupted from the volcano covered 57,000 km2, and its ash fall

depth was 25 cm at 16 km, 2.5 cm at 97 km, and 1.3 cm at 482.8 km. Pyroclastic

flows, which had the velocity ranging from almost 80 km/h to 130 km/h, and 700 �C
of temperature, covered 16 km2, and reached 8 km. A schematic illustration of the

explosive products for the St. Helens eruption has been presented in Fig. 17.4.

17.4.2 Key Parameters

In order to perform a case study to test the EIF in terms of the explosive products

from the Mount St. Helens Volcanic eruption (May 18, 1980), the following

products and influence distances which are available in the literature are taken

into consideration [29, 31, 32]. In the case study, (1) the actual influence distances

of lateral blast in direct blast zone (also called innermost zone), the channelized

blast zone (also called an intermediate zone), the seared zone (also called the

“standing dead” zone) have been respectively taken as 12.8 km, 30.4 km [34] and

35 km [29], (2) the actual influence distance of debris avalanche is 14 km, (3) the
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actual influence distance of lahar is ~100 km, (4) the actual influence distance of

pyroclastic flow is 8 km, (5) the actual influence distances of ash are 16 km (ash

depth ¼ 2.5 cm), 97 km (ash depth ¼ 2.5 cm), 482.8 km (ash depth ¼ 1.3 cm),

(6) the actual influence distance of earthquake effect is 1.6 km.

For the case study, the following parameters in Table 17.3 have been taken into

consideration.

17.5 Results and Discussion

17.5.1 Theoretical Results

In this paper, environmental impact factor (EIF), providing a quantitative record of

environmental impact of the explosive volcanic products in terms of the influence

distance and the VEI, has been developed. In its development of such a parameter,

we have then considered the significant aspects. Moreover, an EIF correction factor

has been derived as a function of the VEI. The critical influence distances of the

effects resulting from the explosive volcanic eruption are illustrated in (Figs. 17.5,

17.6, 17.7, and 17.8). Also, the variations of EIF with theoretical distances of the

explosive volcanic products are presented in Fig. 17.9a–f.

Fig. 17.4 A generalized schematic illustration of the main explosive products for the St. Helens

volcano (their actual influence distances taken from [29, 31, 32])
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Fig. 17.5 Variation of the EIF as a function of the theoretical distance of earth quake effect based

on the VEI [1] and EIF cf (VEI: Volcanic Explosivity Index; EIF: Environmental Impact Factor;

cf: correction factor)

Table 17.3 The required parameters used in Eq. (17.1) for the case study

Parameter Symbol Unit Actual distance for the products References

Lateral blast Llba1 km 12.8 [29, 31, 32]

Llba2 30.4

Llba3 35

Debris avalanche Ldab km 14 [29, 31, 32]

Lahar Llc km 100 [29, 31, 32]

Pyroclastic flow Lpfd
km 8 [29, 31, 32]

Ash fall Lage1 km 16 [29, 31, 32]

Lage2 97

Lage3 482.8

General environmental effects of the moderate to high explosive volcanic eruption

Earthquake effect Leemax km 1.6 [29, 31, 32]

Intensity and magnitude of a volcanic eruption

Volcanic Explosivity Index VEI – Scale [1]

1–8

EIF correction factor α – 1.6 Table 17.2
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Earthquake Effects

The general effects of an explosive volcanic eruption are considered as earthquake

effect, health effect, tsunami effect, and atmospheric effect. Figure 17.5 shows the

variation of the EIF as a function of the theoretical distance of earthquake effect

based on the VEI and the EIF correction factor. According to the literature [23, 24],

the maximum theoretical distance of the earthquake effect is 30 km for a very large

explosive volcanoes (VEI ¼ 8, and EIF correction factor ¼ 1). As shown in

Fig. 17.4, for VEI ¼ 8, and α ¼ 1, the minimum value of EIF corresponding the

maximum theoretical distance of earthquake effect is calculated as 0.368, which

indicates the reference EIF value meaning that the primary effect (lethal and

destructive effects, etc.) comes to an end, and also referring to the maximum

distance of the primary effects. Taking into consideration this reference EIF

value, the critical distances of the primary effects of the earthquake have been

determined for decreasing VEI ( from 8 to 2) and increasing EIF correction factor

(from 1 to 4). The critical distances corresponding the reference EIF value in case of

VEI ¼ 8 or EIF correction factor ¼ 1 give us those of the primary effects of the

earthquake in case VEI ranges from 2 to 7. For example, if VEI ranges from 2 to

7 and EIF correction factor ranges from 4 to ~1.14, the critical distances of the
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cf: correction factor)
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primary effect of earthquake are respectively estimated as 7.5 km, 11.2 km, 15 km,

18.8 km, 22.5 km, and 26.4 km by using Eq. (17.1) or as shown in Fig. 17.5. Thus,

it can be said that, considering the above discussions and the theoretical distance

of earthquake effect, the primary effect zone is between 0.368 and 1 of EIF.
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Fig. 17.9 Variations of the EIF as a function of the theoretical influence distance of the explosive

volcanic products (a–f) based on the VEI ¼ 5 and EIF correction factor ¼ 1.6 (VEI: Volcanic

Explosivity Index; EIF: Environmental Impact Factor; cf: correction factor)
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The values, which are lower than the EIF reference value (<0.368), indicate the

secondary or tertiary effects of the earthquake (Fig. 17.5). For example, if VEI ¼ 2

and EIF correction factor ¼ 4, the primary effect of earthquake can be observed

until maximum distance of 7.5 km from the vent of the explosive volcano. How-

ever, the secondary and/or tertiary effects of earthquake can be experienced after

critical distance of 7.5 km.

Consequently, for practical applications in determining the effects of earth-

quake, it is expected that this figure will help estimate the primary and the

secondary and/or tertiary effect zones and the EIF values of earthquake caused by

the active explosive volcano by depending on the actual influence distance of

earthquake, and to develop the required strategies concerning with determination

of the safe settling areas around the active explosive volcanoes, particularly, in

subduction zone or active continental margin.

Health Effect

Of the general effects of an explosive volcanic eruption, the possible health effect is

discussed here. Fig. 17.6 shows the variation of the EIF as a function of the

theoretical distance of health effect based on the VEI ranging from 1 to 8 and the

EIF correction factor from 1 to 8. According to the literature [23, 24], the maximum

theoretical distance of health effect is 60 km for a very large explosive volcanoes

(VEI ¼ 8, and α ¼ 1). As shown in Fig. 17.6, for VEI ¼ 8, and α ¼ 1, the

minimum value of EIF, corresponding to the maximum theoretical distance of the

active explosive volcano based-health problems, is also estimated as 0.368, which

indicates the reference EIF value meaning that the primary health problems (death,

etc.) stops partly, and also referring to the maximum distance of the active explo-

sive volcano based-primary health problems. Taking into consideration this refer-

ence value, the critical distances of the active explosive volcano based-primary

health effect are determined for decreasing VEI (from 8 to 1) and increasing EIF

correction factor (from 1 to 8). The critical distances corresponding the reference

EIF value in case of VEI ¼ 8 or α ¼ 1 give us those of the active explosive volcano

based-primary health effect in case VEI ranges from 1 to 7. For example, if VEI

ranges from 1 to 7 and EIF correction factor ranges from 8 to ~1.14, the critical

distances of the active explosive volcano based-primary health effect are respec-

tively estimated as 7.5 km, 15 km, 22.5 km, 30 km, 37.5 km, 45 km, and 52.5 km by

using Eq. (17.1). Thus, it can be said that, considering the theoretical distance of the

active explosive volcano based-primary health effect, the primary effect zone is

between 0.368 and 1 of EIF. The values, which are lower than the reference EIF

value (<0.368), indicate the secondary and/or tertiary health problems of the active

explosive volcano such as respiratory problems, ocular problems, skin irritation,

accident risks, etc. For example, if VEI ¼ 1 and α ¼ 8, the primary health effect of

the active explosive volcano can be observed until maximum distance of 7.5 km

from the vent of the explosive volcano. However, the secondary and/or tertiary

health problems can be mostly experienced after the critical distance of 7.5 km.
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Accordingly, for practical applications in determining the active explosive

volcano based-health problems, it is expected that this figure will be used to

designate the primary and the secondary and/or tertiary health effects and the EIF

values corresponding the influence distance indicating the active explosive volcano

based-health problems by using the actual influence distance getting from an active

explosive volcano, and to develop the required strategies concerning with

minimizing, stopping and remedying the health problems caused by the active

explosive volcanoes.

Tsunami Effect

Of the general effects of an explosive volcanic eruption, the tsunami effects

discussed here. The volcanic eruptions can cause the destructive tsunami effects

under the sea, and at the sea surface, and at the sea coasts (e.g., lethal effect on the

marine life and the livings, damaging the terrestrial plants, destructive effect on

the coasts, etc.). The lethal effect of tsunami created by the explosive volcanic

eruption can be assumed as the primary effects while the others are the secondary

and/or tertiary effects. Figure 17.7 presents the variation of the EIF as a function of

the theoretical distance of tsunami effect based on the VEI and EIF correction

factor. According to the literature [23, 24], the maximum theoretical distance of

tsunami effect is assumed to be 1,000 km of 10,000 km for a very large explosive

volcanoes (VEI ¼ 8, and α ¼ 1). As shown in Fig. 17.7, for VEI ¼ 8 and α ¼ 1,

the minimum value of EIF corresponding to the maximum theoretical distance of

the Tsunami effect is estimated to be 0.368, which indicates the reference EIF value

meaning that the primary effect (lethal and destructive effects, etc.) comes to an

end, and also referring to the maximum distance of the primary effects. Taking into

consideration this reference EIF value, the critical distances of the primary effects

of the Tsunami are determined for decreasing VEI (from 8 to 3) and increasing EIF

correction factor (from 1 to ~2.67). The critical distances corresponding the refer-

ence EIF value in case of VEI ¼ 8 or α ¼ 1 give us those of the primary effects of

the tsunami in case VEI ranges from 3 to 7. For example, if VEI ranges from 3 to

7 and EIF correction factor ranges from ~2.67 to ~1.14, the critical distances of the

primary effect of tsunami are respectively estimated as ~379 km, ~500 km,

~642 km, ~748 km, and ~872 km by using Eq. (17.1) or as shown in Fig. 17.7.

Thus, it can be said that, considering the above discussions and the theoretical

distance of tsunami effect, the primary effect zone is between 0.368 and 1 of EIF.

The values, which are lower than the EIF reference value (<0.368), indicate the

secondary or tertiary effects of tsunami (Fig. 17.7). For example, if VEI ¼ 3 and

EIF correction factor ¼ ~2.67, the primary effect of the tsunami can be observed

until maximum distance of ~379 km from the vent of the explosive volcano.

However, the secondary and/or tertiary effects of earthquake can be experienced

after critical distance of ~379 km.

Consequently, for practical applications in determining the effects of the tsu-

nami, it is expected that this figure will be used to estimate the primary and the
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secondary and/or tertiary effect zones and the EIF values of the tsunami caused by

the active explosive volcano by depending on the actual influence distance of the

Tsunami, and to develop some strategies to minimize the problems created by the

Tsunami as a result of the explosive volcanic eruption under sea and sea surface

and/or near the coasts.

Atmospheric Effect

Of the general effects of an explosive volcanic eruption, atmospheric effect has

been discussed in this part. Volcanic gases (water vapor, CO2, and sulfur

compounds like SO2) and particles (dust and ash) resulting from the eruptions

may be assumed to be some of the reasons changing the earth’s climate in terms

of the global warming effects. The water vapor is typically the most abundant

volcanic gas, followed by carbon dioxide and sulfur dioxide. Other principal

volcanic gases include hydrogen sulfide, hydrogen chloride, and hydrogen fluoride.

A large number of minor and trace gases are also found in volcanic emissions, for

example hydrogen, carbon monoxide, halocarbons, organic compounds, and vola-

tile metal chlorides. If so, it may be said that volcanic gases and particles can cause

the real problems as a result of their blocking the sunlight. Actually, the volcanic

gases affect the earth, people and animals in different ways. The volcanic gases that

pose the greatest potential hazard to people, animals, agriculture, and property are

sulfur dioxide, carbon dioxide, and hydrogen fluoride. Of these gases, for example,

H2O and SO2 can cause the air pollution, global cooling and ozone depletion while

CO2 can cause the global warming, and be lethal to the livings. Under these

considerations, the intensive air pollution, instantaneous regional warming, cooling

and climate change, acid rains, hot ash falls resulting from the explosive volcanic

eruption may be assumed as the primary atmospheric effect. They can cause the

livings’ death near the vent of the explosive volcano. Less environmental pollution,

long period-global warming, cooling and climate change, light effect-acid rains,

and low temperature-ash falls may be assumed as the secondary and/or tertiary

atmospheric effects. The primary atmospheric effects can be felt in a short time

after eruption while the secondary and/or tertiary atmospheric effects require long

time. In this regard, Fig. 17.8 indicates the variation of the EIF as a function of the

theoretical distance of atmospheric effect based on the VEI and α. According to the
literature (e.g., McGuire [23], Chester et al. [24]), the maximum theoretical dis-

tance of atmospheric effect is assumed to be 1,000 km of 10,000 km for a very large

explosive volcanoes (VEI ¼ 8, and α ¼ 1). As shown in Fig. 17.8, for VEI ¼ 8

and α ¼ 1, the minimum value of EIF corresponding to the maximum theoretical

distance of atmospheric effect is calculated to be 0.368. This shows the reference

EIF value meaning that the primary atmospheric effects are rarely felt or come to an

end, and also referring to the maximum distance of the primary atmospheric effects.

Considering this reference EIF value, the critical distances of the primary atmo-

spheric effect are determined for decreasing VEI ( from 8 to 1) and increasing α
(from 1 to 8). The critical distances corresponding to the reference EIF value in the
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case of VEI ¼ 8 or α ¼ 1 give us such results of the primary atmospheric effects

for VEI ranging from 1 to 7. For example, if VEI ranges from 1 to 7 and α ranges

from 8 to ~1.14, the critical distances of the primary atmospheric effect are

respectively estimated as ~122 km, ~250 km, ~379 km, ~500 km, ~642 km,

~760 km, and ~872 km by using Eq. (17.1). Thus, it can be said that, considering

the theoretical distance of atmospheric effect, the primary effect zone is between

0.368 and 1 of EIF. The values, which are lower than the EIF reference value

(<0.368), indicate the secondary or tertiary atmospheric effects (Fig. 17.8). For

example, if VEI ¼ 1 and α ¼ 8, the primary atmospheric effect can be observed

until maximum distance of ~122 km from the vent of the explosive volcano.

However, the secondary and/or tertiary atmospheric effects can be experienced

after critical distance of ~122 km. Thus, for practical applications, it is expected

that this figure will contribute to estimate the zones and EIF values of the primary

and the secondary and/or tertiary atmospheric effects by depending on the actual

influence distance of atmospheric effect.

Explosive Volcanic Products (VEI ¼ 5 and α ¼ 1.6)

Figure 17.9a–f illustrate the variations of the EIF as a function of the theoretical

influence distance from the vent of an explosive volcanic product based on the

VEI ¼ 5 and α ¼ 1.6. Meanwhile, it should be emphasized that the VEI is selected

to be 5 because the actual influence distances of the products from the Mount

St. Helens volcanic eruption in May 18, 1980 is considered for the case study. The

environmental impact factors are estimated as a function of the VEI and α as in

Eq. (17.1) for the common products from a large explosive volcano. As shown in

Fig. 17.9a–f respectively, considering the maximum theoretical influence distances

of the large explosive volcanic products such as lateral blast, debris avalanche,

lahar, pyroclastic flow, pyroclastic surge, and gases and ashes, the theoretical

profiles of the EIF are illustrated, and it is therefore noticed that the EIF values

range from 0 to 1. These theoretical profiles help determine the values of the EIF

corresponding to the maximum distance from the vent of a product erupted from a

large explosive volcano. This value of EIF indicates the environmental damage

effect (e.g., primary, secondary, or tertiary) of that product. Considering each

product as shown in Fig. 17.9a–f, the primary, secondary and tertiary effect zones

are considerably determined as follows: the minimum EIF values corresponding to

the theoretical influence distance of each product, resulting from a large explosive

volcano with a VEI of 5, is estimated to be 0.2. We understand from the graphs as

given in (Fig. 17.5, 17.6, 17.7, and 17.8), the reference value of EIF is 0.368. Thus,

in case of VEI ¼ 5 and α ¼ 1.6, the primary effect zone for each product ranges

from 0.368 to 1 while the secondary effect zone from 0.2 to 0.368, and the tertiary

effect zone or safe area from 0 to 0.2 in terms of environmental impact factor. These

zone values can change as a function of theoretical influence distance of the

explosive volcanic product and the VEI.
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17.5.2 Results for Case Study

In order to determine the EIF values corresponding the actual influence distances

of the explosive products from the Mount St. Helens volcanic eruption (May

18, 1980), the required values presented in Table 17.3 have been taken into account.

Moreover, the EIF value for the earthquake effect has been designated. For the case

study, the theoretical profiles of the products and earthquake effect have been

considered. The points that represent the actual influence distances of the products

and the earthquake effect on x-axis have been marked on the theoretical profiles

representing each product, and the corresponding EIF values on the y-axis have

been determined. Based on the actual influence distances and the EIF values,

the primary, secondary, and tertiary effect zones have been subdivided. This

procedure has been applied to determine the EIF values corresponding the actual

influence distances of each products and the earthquake effect, and subdivide the

effect zones.

Figure 17.10 presents the EIF value for lateral blast of the St. Helens volcanic

eruption (May 18, 1980). The harmful effects of lateral blast in the primary effect

zone (Direct blast zone, so-called the innermost zone that is 12.8 km far from the

vent) can be assumed as excessive lethal and destructive effects on the living beings

0 5 10 15 20 25 30 35 40

Theoretical influence distance of lateral blast (km)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1
E

IF
 f

or
 l
at

er
al

 b
la

st
 o

f 
th

e 
St

 H
el

en
s 

vo
lc

an
o 

for the Mount St. Helens Volcanic Eruption: VEI = 5; IF cf  = 1.6

The primary effect zone

The tertiary effect zone

Distance = 30.4 km
EIF  = 0.25

Distance = 12.8 km
EIF  = 0.568

The secondary effect zone

Reference EIF line (= 0.368)

Minimum EIF line (= 0.2)

AID: Actual influence distance

AID1 AID2
22 km

Fig. 17.10 The EIF distribution for lateral blast of the St. Helens volcanic eruption taken place on

May 18, 1980

17 Environmental Impact Assessment of Explosive Volcanoes 281



and environment that are closer to the vent of the volcano. Moreover, in the

secondary effect zone (Channelized blast zone, so-called an intermediate zone

that is 30.4 km far from the vent), the secondary effects of lateral blast can

be assumed as rarely lethal and less destructive effects on the living beings and

environment in this zone. If lateral blast reaches approximately 35 km, then, it can

be assumed that, in tertiary effect zone, lethal and destructive effects will minimize

and/or come to an end. Under these considerations, in order to determine the EIF

values, corresponding the actual influence distance of lateral blast from the

St. Helens volcanic eruption, theoretical lateral blast curve or profile derived by

means of Eq. (17.1) has been considered. As shown in Fig. 17.10, the actual primary

influence distance of lateral blast in direct zone has been assumed to be 12.8 km.

Moreover, the actual secondary influence distance has been assumed to be 30.4 km

[33], the actual tertiary influence distance has been assumed to be 35 km [29]. Con-

sidering the theoretical primary effect zone ranging from 0.368 to 1 of the EIF and

from 0 to 22 km of the theoretical influence distance in Fig. 17.10, it is noticed that

the actual primary effect zone of the lateral blast has been found between these

values. Thus, it is found that the primary EIF value corresponding the actual

influence distance of the lateral blast range from 0.568 to 1 of the EIF and from

0 to 12.8 km of the influence distance, which can be assumed to refer to the

excessive lethal and destructive effects on the living beings and environment that

are closer to the vent of the volcano. These vital effects of the lateral blast can be

observed up to 12.8 km of the influence distance. However, it is determined that the

secondary EIF values corresponding the actual influence distance of the lateral blast

range from 0.25 to 0.368 of the EIF and from 12.8 to 30.4 km of the influence

distance, which can be assumed to refer to rarely lethal and less destructive effects

on the livings and environment. These negative effects of the lateral blast can be

observed up to 30.4 km of the influence distance. On the other hand, it is found that

the tertiary EIF values, corresponding the actual influence distance of the lateral

blast, range from 0 to 0.2 of the EIF and from 30.4 to 35 km of the influence

distance, which can be assumed to refer to less destructive effects on the living

beings and environment. These minimum effects of the lateral blast can be observed

after 30.4 km of the influence distance. Accordingly, it can be said that the

increasing EIF values indicates the severely lethal and destructive effects.

Figure 17.11 shows the EIF values for debris avalanche of the St. Helens

volcanic eruption (May 18, 1980). The harmful effects of debris avalanche in the

primary effect zone that is 14 km far from the vent can be assumed to cause lethal,

severely injuring the living beings and destructive effects on the environment that

are closer to the vent of the volcano. Moreover, after 14 km, the secondary and/or

tertiary effects of debris avalanche can cause injury to the living beings and less

damaging the environment. Under these considerations, in order to determine the

EIF values, corresponding the actual influence distance of debris avalanche from

the St. Helens volcanic eruption, theoretical debris avalanche curve or profile

derived by means of Eq. (17.1) has been considered. As shown in Fig. 17.11, the

actual primary influence distance of debris avalanche is given to be 14 km in the

literature (see Table 17.3). Considering the theoretical primary effect zone ranging
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from 0.368 to 1 of the EIF and from 0 to 31.7 km of the theoretical influence

distance in Fig. 17.11, it is noticed that the actual primary effect zone of debris

avalanche has been found between these values. Thus, it is found that the primary

EIF value corresponding to the actual influence distance of debris avalanche ranges

from 0.635 to 1 of the EIF and from 0 to 14 km of the influence distance, which can

be assumed to refer to the primary effects stated above. These vital effects of debris

avalanche can be observed up to 14 km of the influence distance. However, the

secondary and tertiary effects of debris avalanche can be seen up to 31.7 km that is

the critical distance of debris avalanche.

Figure 17.12 illustrates the EIF variation for lahar of the St. Helens volcanic

eruption (on May 18, 1980). The harmful effects of lahar in the primary effect zone

that is 100 km far from the vent can be assumed to cause lethal damage severely

injuring the living beings and destructive effects on the environment that are closer

to the vent of the volcano. Moreover, after 100 km, the secondary and/or tertiary

effects of lahar can cause injury to the living beings and less damaging the

environment.

Under these considerations, in order to determine the EIF values, corresponding

the actual influence distance of lahar from the St. Helens volcanic eruption, the

theoretical lahar curve or profile derived by means of Eq. (17.1) has been consid-

ered. As shown in Fig. 17.12, the actual primary influence distance of lahar is given
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to be 100 km in the literature (see Table 17.3). Considering the theoretical primary

effect zone ranging from 0.368 to 1 of the EIF and from 0 to 157 km of the

theoretical influence distance that is the critical distance for the lahar in

Fig. 17.12, it is noticed that the actual primary effect zone of lahar has been

found between these values. Thus, it is found that the primary EIF value

corresponding the actual influence distance of lahar ranges from 0.525 to 1 of the

EIF and from 0 to 100 km of the influence distance, which can be assumed to refer

to the primary effects stated above (e.g., 27 bridges, nearly 200 homes destructed).

Moreover, lahars destroyed more than 298 km of highways and roads and 24 km of

railways (Web site 4). These vital effects of lahar can be observed up to 100 km of

the influence distance. However, the secondary and tertiary effects of lahar can be

observed up to 157 km that is the critical distance of lahar.

Figure 17.13 shows EIF value for pyroclastic flow of the St. Helens volcanic

eruption (on May 18, 1980). The harmful effects of pyroclastic flow in the primary

effect zone that is 8 km far from the vent can be assumed as the lethal effect on the

living beings and severely destructive effect on the environment that are closer to

the vent of the volcano. Moreover, after 8 km, the secondary and/or tertiary effects

of pyroclastic flow can cause injury to the living beings and less damaging the

environment. Under these considerations, in order to determine the EIF values,

corresponding the actual influence distance of pyroclastic flow from the St. Helens

volcanic eruption, theoretical pyroclastic flow profile derived by means of
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Eq. (17.1) has been considered. As shown in Fig. 17.13, the actual primary

influence distance of pyroclastic flow is given to be 8 km in the literature (see

Table 17.3). Considering the theoretical primary effect zone ranging from 0.368 to

1 of the EIF and from 0 to 62.7 km of the theoretical influence distance that is the

critical distance for the pyroclastic flow in Fig. 17.13, it is noticed that the actual

primary effect zone of pyroclastic flow has been found between these values. Thus,

it is found that the primary EIF value corresponding the actual influence distance of

pyroclastic flow ranges from 0.875 to 1 of the EIF and from 0 to 8 km of the

influence distance, which can be assumed to refer to the primary effects stated

above (e.g., About 600 km2 of forest were knocked down within an 13 km inner-fan

area, and extreme heat killed trees miles beyond the blow-down zone [35]). These

effects of pyroclastic flow can be observed up to 8 km of the influence distance.

However, the secondary and tertiary effects of pyroclastic flow can be observed up

to 62.7 km that is the critical distance of pyroclastic flow.

Figure 17.14 describes the EIF values for ash falls of the St. Helens volcanic

eruption (on May 18, 1980). The harmful effects of ash fall in the primary effect

zone can be assumed to be the intensive air pollution, instantaneous regional

warming, cooling and climate change, acid rains. They can cause death in the

places closer to the vent of the explosive volcano. Less environmental pollution,
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long period-global warming, cooling and climate change, light effect-acid rains,

and low temperature-ash falls may be assumed as the secondary and/or tertiary

atmospheric effects. Under these considerations, in order to determine the EIF

values, corresponding the actual influence distance of ash from the St. Helens

volcanic eruption, theoretical ash profile derived by Eq. (17.1) has been considered.

As shown in Fig. 17.14, Considering the theoretical primary effect zone ranging

from 0.368 to 1 of the EIF and from 0 to 640 km of the critical influence distance in

Fig. 17.14, it is noticed that the actual primary effect zone of the ash has been found

between these values. Thus, it is found out that the primary EIF values

corresponding the actual influence distance of the ashes range from 0.978 to 1 of

the EIF and from 0 to 16 km of the influence distance for 25 cm of ash depth, from

0.852 to 0.978 of the EIF and from 16 to 97 km of the influence distance for 2.5 cm

of ash depth, and from 0.463 to 0.852 of EIF and from 97 km to 482.8 km of the

influence distance for 1.3 cm of ash depth, respectively, which can be assumed to

refer to the primary effects stated above. After 482.8 km, the secondary and tertiary

effects can be observed up to 640 km.

Figure 17.15 presents the EIF value for earthquake effect of the St. Helens

volcanic eruption (May 18, 1980). The harmful effects of earthquake in the primary

effect zone that is 1.6 km far from the vent can be assumed as the lethal effect on the
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living beings and severely destructive effect on the environment that are closer to

the vent of the volcano. Moreover, after 1.6 km, the secondary and/or tertiary

effects of earthquake can be observed, which are injuring the living beings and

damaging the environment. Under these considerations, in order to determine the

EIF value, corresponding the actual influence distance of earthquake caused by the

St. Helens volcanic eruption, the theoretical earthquake profile derived by means of

Eq. (17.1) has been considered. As shown in Fig. 17.15, the actual primary

influence distance of earthquake is given as 1.6 km in the literature (see Table 17.3).

Considering the theoretical primary effect zone ranging from 0.368 to 1 of the EIF

and from 0 to 18.8 km of the theoretical influence distance that is the critical

distance for the earthquake in Fig. 17.15, it is noticed that the actual primary effect

zone of earthquake has been found between these values. Thus, it is found that the

primary EIF value corresponding the actual influence distance of earthquake ranges

from 0.921 to 1 of the EIF and from 0 to 1.6 km of the influence distance, which can

be assumed to refer to the primary effects stated above. The vital effects of

earthquake can be observed up to 1.6 km of the influence distance. However, the

secondary and tertiary effects of earthquake can be observed up to 18.8 km that is

the critical distance of earthquake.
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17.6 Conclusions

In this study we propose a new parameter as the “Environmental Impact Factor

(EIF)” to quantify the environmental impact of explosive volcanoes as a function of

the VEI, α, and the theoretical influence distances of the products and their effects.

Moreover, in order to test and verify the EIF by using the actual influence distances

of the explosive products from the Mount St. Helens volcanic eruption (on May

18, 1980), a case study has been performed. Based on the main findings, the

following concluding remarks can be drawn:

• The EIF correction factor (α) developed in this study is one of the most

important parameters that should be taken into account to estimate the critical

influence distances of the explosive products and their effects.

• The EIF values which are higher than the reference EIF value (0.368) and

correspond to the lower values of the theoretical influence distances indicate

the primary effect zone of explosive volcanic eruptions.

• The EIF values that are lower than 0.368 and correspond to the higher values of

the theoretical influence distances indicate the secondary and/or tertiary effect

zone of the explosive volcanic eruption.

• The EIF is a key parameter to estimate the environmental effects of the explosive

products and their effects and compare and rank them based upon their environ-

mental damage.

• The critical maximum influence distances indicate the primary effect zones

ranging from 0.368 to 1 of the EIF values.

• The critical maximum influence distances of the environmental effects caused

by the explosive volcanoes indicate the beginning of the safety zone of the

explosive volcanic eruption with the difference EIF correction factors and VEI

values.

• The actual primary effect-zone of lateral blast ranges from 0.568 to 1 of the EIF

corresponding from 0 to 12.8 km of the influence distance. In this zone, the

excessive lethal and destructive effects on the living beings and environment

that are closer to the vent of the volcano can be observed. However, its second-

ary effect-zone ranges from 0.25 to 0.368 of the EIF corresponding from 12.8 to

30.4 km, indicating rarely lethal and less destructive effects on the living beings

and environment while the tertiary effect-zone from 0 to 0.2 of the EIF

corresponding from 30.4 to 35 km of the influence distance, referring less

destructive effects on the living beings and environment.

• The actual primary effect-zone of debris avalanche ranges from 0.635 to 1 of the

EIF corresponding from 0 to 14 km of the influence distance, causing lethal

damage, severely injuring the living beings and destructive effects on the

environment that are closer to the vent of the volcano.

• The actual primary effect zone of lahar ranges from 0.525 to 1 of the EIF

corresponding from 0 to 100 km of the influence distance, causing lethal

damage, severely injuring the living beings and destructive effects on the

environment that are closer to the vent of the volcano.
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• The actual primary effect zone of pyroclastic flow ranges from 0.875 to 1 of the

EIF corresponding from 0 to 8 km of the influence distance, referring to lethal

effect on the living beings and severely destructive effect on the environment

that are closer to the vent of the volcano.

• The actual primary effect-zone of ash fall ranges from 0.978 to 1 of the EIF

corresponding from 0 to 16 km of the influence distance for 25 cm of ash depth

while the EIF from 0.852 to 0.978 corresponding from 16 to 97 km of the

influence distance for 2.5 cm of ash depth, and from 0.463 to 0.852

corresponding from 97 km to 482.8 km of the influence distance for 1.3 cm of

ash depth, suggesting the primary effects such as intensive air pollution, instan-

taneous regional warming, cooling and climate change, acid rains.

• The actual primary effect-zone of earthquake ranges from 0.921 to 1 of the EIF

corresponding from 0 to 1.6 km of the influence distance, indicating the lethal

effect on the living beings and severely destructive effect on the environment

that are closer to the vent of the volcano.

Thus, it is expected that this study will provide a quantitative record to compare

the environmental effects of the active explosive volcanoes all over the world.
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Chapter 18

Probabilistic Health Risk Assessment

of PCDD/Fs in Vegetable Foods at

Highly Polluted Area in Turkey

Seda Aslan Kilavuz, Ertan Durmusoglu, and Aykan Karademir

Abstract Polychlorinated dibenzo-p-dioxins and polychlorinated dibenzofurans

(PCDD/Fs) are highly toxic and persistent organic pollutants that are ubiquitous

in the environment. The main pathway of these compounds for human exposure is

animal food consumption. On the other hand, plant-derived foods should be also

considered for especially vegetarians in an exposure assessment. In this study,

dietary intake and health risks of PCDD/Fs have been assessed for adult population

living in Kocaeli, Turkey. Exposure levels have been calculated based on a combi-

nation of concentration data of locally and non-locally grown vegetable foods and a

matrix of environmental exposure factors. The Monte Carlo technique has been

applied to calculate dietary exposure and carcinogenic risk distributions. The

results have showed that the mean PCDD/F intake via the consumption of vegetable

foods are 0.652, 0.672, and 0.661 pg WHO-TEQ kg�1 body weight (bw) day�1 for

urban, semi-urban, and rural receptors, respectively. These results are within the

range of 1–4 pg WHO-TEQ kg�1 bw day�1 adopted by WHO as the tolerable daily

intake. On the other hand, estimated carcinogenic risks related to the PCDD/Fs

doses are above the acceptable carcinogenic risk level of 1 in 1,000,000, as

proposed by the US EPA. Sensitivity analyses indicate that the cereal consumption

has significance effect on the PCDD/F intake for all receptor groups.
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Acronyms

ADI Average daily intake

AhR Aryl hydrocarbon receptor

AT Averaging time (day)

BW Body weight of receptors (kg)

C PCDD/F concentration in food (pgTEQ/g fresh weight)

ED Exposure duration (year)

EF Exposure frequency (day year�1)

F Site-specific fraction of food (non-)locally produced

HQ Hazard quotient

HRGC/HRMS High-resolution gas chromatography coupled with a high-

resolution mass spectrometry

HRGC/LRMS-

NCI

High-resolution gas chromatography coupled with a

low-resolution mass spectrometry

IARC International Agency for Cancer Research

IR Ingestion rate of foods

Q Food consumption rate (kg day�1)

PCDD/Fs Polychlorinated dibenzo-p-dioxins and polychlorinated

dibenzofurans

POPs Persistent organic pollutants

TCDD Tetrachlorodibenzo-p-dioxin
TDIs Tolerable daily intakes

TEF Toxic equivalency factor

TEQ Toxic equivalents

US EPA United States Environmental Protection Agency

WHO World Health Organization

18.1 Introduction

Polychlorinated dibenzo-p-dioxins and polychlorinated dibenzofurans (PCDD/Fs),

commonly known as dioxins, are member of the persistent organic pollutants

(POPs) that are ubiquitous in the environment.

Although several studies have been conducted on the levels of PCDD/Fs in plant

food groups and their risks related to the consumption of these foods in the world,

there are only two studies reported for Kocaeli, Turkey, providing data on PCDD/F

levels in food and related health risks [1, 2]. In the study related to PCDD/F

exposure from plant food, PCDD/F intake from plant food groups consumed by

the population living in Kocaeli has been estimated between 3.195 and 12.14 pg

I-TEQ kg�1 bw day�1 for adult receptors, based on the limited data on the PCDD/F

levels in local food groups [2]. Plant food consumption has been also identified as

the main contributor to the intake of dioxins.
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The main objective of this chapter is to estimate the dietary intake of PCDD/Fs

via different plant foodstuffs for adult population living in Kocaeli, Turkey.

Another objective of the study is to assess the noncarcinogenic and carcinogenic

health risks, and to determine the parameters of significant effects on the PCDD/F

exposure. In order to evaluate the PCDD/F intake of individuals with different

consumption behavior and lifestyles, adult population living in Kocaeli have been

divided into several groups according to their specific traits. The PCDD/F doses and

related risks have been determined as distribution using Monte Carlo analysis.

18.2 Background

18.2.1 Properties and Environmental Fate of Dioxins

PCDD/Fs classified as halogenated aromatic hydrocarbons include 75 individual

polychlorinated dibenzo-p-dioxin (PCDDs) and 135 polychlorinated dibenzofuran

(PCDFs) compounds that are referred to as congeners. Only 17 of the 210 congeners

of PCDD/Fs, those with chlorine substitution in the 2,3,7,8 positions are toxicolog-

ically important. Among these congeners, 2,3,7,8-tetrachlorodibenzo-p-dioxin
(TCDD) is the most toxic compound of dioxins [3–6].

PCDD/Fs havewidely different physicochemical properties between congeners. In

general, they are highly lipophilic and have high octanol–water partition coefficients

and low vapor pressure and consequently they tend to bioaccumulate in fatty tissues.

PCDD/Fs have never been deliberately produced; they are by-products of

various combustion and chemical processes (waste incineration and other industrial

thermal processes, production of chemicals, traffic, etc.). Once PCDDs and PCDFs

are released to the atmosphere, they are dispersed in air and deposited at varying

rates on different environmental media such as land, surface water, or vegetation.

Due to their high lipophilicity and low water solubility, PCDD/Fs are primarily

associated with particulate and organic matter [3–6]. The compounds are generally

stable under most environmental conditions. In air, they are partitioned as gaseous

phase and particle-bound products based on their vapor pressure and ambient air

temperature. Photodegradation is thought to be a significant transformation process

for especially lower chlorinated PCDD/PCDF congeners in vapor phase. PCDD/Fs

bounded to particulate matter are extremely stable compounds and resistant to

degradation [5, 7]. Removal of atmospheric PCDD/Fs and their inputs to terrestrial

and aquatic ecosystem are via wet and dry deposition processes. Although small

amount of PCDD/Fs sorbed to soil can be returned to atmosphere through

re-suspension and some volatilization, most of them remain in undisturbed soil

surface. A portion of the contaminated soil can move to soil with erosion of soil and

then they undergo sedimentation. The ultimate environmental sink of these PCDD/

Fs is thought to be aquatic sediments [7].

It has been recognized that all 2,3,7,8-substituted PCDD/Fs are highly toxic.

Human and animal studies have shown their adverse health effects. Toxicological

effects of these compounds include dermal toxicity, immunotoxicity,
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carcinogenicity, and reproductive and developmental toxicity and chloracne. The

toxicity of PCDD/Fs is mediated through the binding of PCDD/F congener to the

intracellular aryl hydrocarbon (AhR) receptor present in animal and human tissues

[8]. As the most toxic congener of all dioxins, 2,3,7,8-TCDD has been classified as

human carcinogen (class I) by International Agency for Research on cancer (IARC)

[5].

In almost all environmental and biological samples, dioxins are found as com-

plex mixtures and they have different toxicity. In order to assess the risks of a

mixture and to express analytical results, toxic equivalency factor (TEF) to most

toxic ones (17 congener) has been developed by World Health Organization

(WHO). TEF values indicate the degree of toxicity of different congeners compared

to 2,3,7,8-TCDD. TEF value of this compound equals 1. Analytical results are

converted into toxic equivalents (TEQ) by multiplying the concentrations of each

congener by their corresponding TEF and total TEQ concentrations of the mixture

obtained by summing the individual TEQs [9–11].

Peoples may be exposed to dioxins via several routes including inhalation,

ingestion of contaminated soils, dermal adsorption, and food consumption. How-

ever, major exposure of human to PCDD/Fs occurs mainly through the food

consumption (more than 90 %). Due to the lipophilic properties of these compounds,

they tend to accumulate in fatty contents of foods [12]. Therefore, the main pathway

for human exposure is animal food consumption. On the other hand, plant-derived

foods should be also considered especially for people having different eating habits,

e.g., vegetarians. For example, in a study conducted in Turkey [2], consumption of

locally grown plant was indicated to be dominant pathway in PCDD/F intake.

18.2.2 Health Risks of Dioxins

PCDD/Fs cause both carcinogenic and noncarcinogenic effects in humans. Several

international institutions carried out numerous comprehensive epidemiological and

animal studies in order to identify the threshold levels of noncarcinogenic end

points (i.e., tolerable daily intakes (TDIs)). The TDIs recommended in these studies

generally range from 1 to 10 pgWHO-TEQ kg�1 body weight (bw). Recently, there

is a general tendency to accept TDIs between 1 and 4 pg WHO-TEQ kg�1 bw, as

proposed by WHO [13].

Human health risks of PCDD/F are divided into two parts:

• Noncarcinogenic risk: Total exposure (sum of all exposures) is compared with

TDI in ng kg�1 day�1, and the risk for noncarcinogenic pollutants is expressed

as the hazard quotient (HQ).

• Carcinogenic risk: Risk for carcinogenic pollutants expressed as the probability of

contracting cancer through exposure to related chemicals assessed by multiplying

total exposure (mg kg�1 day�1) by the carcinogenic slope factor (kg day mg�1).

Parameters in health risk assessment are not deterministic but variable and

uncertain. Data variability refers to true heterogeneity or diversity due to the
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distinctions in response or exposure. On the other hand, uncertainty due to the lack

of total knowledge should be reduced by more data. Probability density function

can be used to characterize uncertainty and variability of each parameter in risk

estimates instead of being explained by one point value [14].

18.3 Materials and Methods

18.3.1 The Study Area and Sampling

As a metropolitan city, Kocaeli is located on the South and North side of Izmit Bay.

Almost all types of environmental pollution in the region exist as the city has

undergone a dense industrialization and rapid urbanization since 1970s. Despite

some attempts to reduce the environmental pollution in the area since mid-1990s,

pollution levels in the area are still high and posing significant health hazards. Two

very busy traffic arteries, three major tire factories, an automotive industry, a pulp

and paper industry, several petrochemical and iron and steel industries, a hazardous

waste incinerator, and the largest petroleum refinery of Turkey are the major source

of environmental pollutants [2, 15].

Commercial plant food products have been purchased from supermarkets and

open market by checking the origin of samples. Sampling points of locally grown

food samples have been described in detail elsewhere [1]. Sampling points have

been selected according to the location of the pollutant sources, meteorological

conditions (i.e., dominant wind sectors), plant food-growing regions, and food

consumption habits of the people living in the area. Plant food groups have been

selected considering consumption behavior of dwellers in the area. These products

have been classified as fruits, flour, and vegetables (leafy, fruiting, and rooty). Daily

diet characteristics for the different receptor groups in Kocaeli have been provided

in previous study [15].

18.3.2 PCDD/F Concentrations in Plant Foods

In this study, the PCDD/F concentrations used in exposure calculations have been

taken from previous study [1], in which 131 plant and animal food samples have been

analyzed for 2,3,7,8-substituted PCDD/Fs. In the study [1], while majority of the

samples have been analyzed by a high-resolution gas chromatography coupled with a

low-resolution mass spectrometry (HRGC/LRMS-NCI), some of them have been

analyzed by a high-resolution gas chromatography coupled with a high-resolution

mass spectrometry (HRGC/HRMS). In that study, the PCDD/F concentrations in

local and commercial plant foods have been eliminated except for local leafy

vegetables since the majority of PCDD/F congeners in other plants measured espe-

cially byHRGC/LRMS-NCI have been lower than the detection limits. Hence, in this

study, the PCDD/F concentrations obtained from HRGC/HRMS for exposure
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calculations have been used. Since most of congeners in local leafy vegetables have

been detectable by HRGC/LRMS-NCI, the PCDD/F concentrations given by previ-

ous study [1] have been used in the exposure evaluation for these groups of foods.

The PCDD/F congener concentrations and their mean TEQ values calculated using

TEFs proposed by WHO [10] are summarized in Table 18.1.

18.3.3 Estimation of Exposure of PCDD/Fs

General exposure estimation has been given elsewhere [14, 16]. In this study, adult

receptors living in Kocaeli have been divided into three groups, i.e., rural, semi-

urban, and urban, on the basis of their lifestyles and behavior patterns. While the

residents living in the central area of the city have been considered in the urban

receptors, the farmers living in the rural area have been considered in the rural

setting. An additional group of people has been represented by the semi-urban

setting, a transition from rural to urban as a result of the irregular industrialization

and urbanization in Kocaeli. The individual exposure expressed as the average daily

intake (ADI) in pg TEQ kg�1 bw d�1 has been calculated as follows [17]:

ADI ¼ C� IR� EF� ED

BW � AT
(18.1)

For food ingestion, C is the concentration in food in terms of TEQ; IR is the

ingestion rate of foods calculated by multiplying site-specific fraction of food

(non-)locally produced (F) by food consumption rate (Q in kg d�1); EF is

the exposure frequency (day year�1); ED is the exposure duration (year); AT

is the averaging time to define noncarcinogenic exposure (d); and BW is the

body weight of receptors (kg).

Total exposure to PCDD/Fs from plant food has been determined by the

summation of the exposures through consumption of local and nonlocal plant

products for each setting. The site-specific food consumption data and their local

fractions related to receptor groups have been provided by previous studies

[2, 15]. The exposure parameters used in this study have been given in Table 18.2.

Table 18.1 Mean TEQ concentrations of PCDD/Fs in local and commercial plant foods collected

from Kocaeli

Foods

PCDD/F-TEQ local

(pg/g fw)

Sampling

number

PCDD/F-TEQ

commercial (pg/g fw)

Sampling

number

pg/g fresh weight

Rooted vegetables 0.031 1 0.046 1

Leafy vegetables 0.061 � 0.07 12 0.03 (0.028–0.031)a 2

Leafless vegetables 0.03 (0.0305–0.0308) 3 0.047 (0.046–0.049) 3

Fruit 0.028 � 0.003 4 0.031 (0.0316–0.0317) 2

Cereal 0.079 1 0.077 (0.076–0.078) 2
aConcentrations in the parenthesis indicate min. and max. levels for sampling number �3
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Table 18.2 Distribution functions for input parameters

Parameter Distribution type Explanation

PCDD/F Conc. (pg WHO-TEQ. g�1)

Local rooted

vegetables

Not distributeda Unpublished data

Commercial

rooted

vegetables

Uniformb (0-det. Lim.) Unpublished data

Local leafy

vegetables

Log normal (Geo mean; SD) Taken from pre. stud. [1]

Commercial

leafy

vegetables

Triangular (min; mean; max) Unpublished data

Local leafless

vegetables

Triangular (min; mean; max) Unpublished data

Commercial

leafless

vegetables

Triangular (min; mean; max) Unpublished data

Local fruits Triangular (min; mean; max) Unpublished data

Commercial

fruits

Triangular (min; mean; max) Unpublished data

Local cereal Uniformb (0-det. lim.) Unpublished data

Commercial

cereal

Triangular (min; mean; max) Unpublished data

Congeners below

det. lim.

Uniform (0-det. lim.)c Unpublished data

Exposure parameters

Body weight (kg) Lognormal (mean, SD) Taken from pre. stud. [2]

SD was taken as 20 % of the mean

Food ingestion

rates (g d�1)

Lognormal (mean, SD) Taken from pre. stud. [2]

SD was taken as 50 % of the mean

Local fractions

of foods

For urban and semi-urban

receptors: triangular

(low, most likely, high)

Taken from pre. stud. [2]

Low value is zero, the most likely value is

the mean value for corresponding

setting, and high value is the mean value

for a farmer

For rural receptors

Restricted lognormal (mean, SD,

minimum, maximum) SD was taken as 50 % of the mean, mini-

mum is 0 and maximum is 1

Exposure fre-

quency (d)

Triangular (low, most likely,

high)

(335, 350, 365)

Exposure dura-

tion (year)

Not distributed 30 years for urban adults, and 50 years for

semi-urban and rural adults
aA single value was used for calculation as only one sample could be analyzed
bAll PCDD/F congeners in the food were measured below the detection limit, so distribution was

chosen as uniform between zero and detection limit value
cDistribution functions were chosen for each congener separately and congeners measured below

the detection limits were distributed uniform between zero and detection limit value
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18.3.4 Risk Characterization

In this study human health risks of PCDD/F have been assessed in two parts:

• Noncarcinogenic risk: In order to evaluate the noncarcinogenic risks in this

study, daily intake data have been compared with the TDIs between 1 and

4 pg WHO-TEQ kg�1 bw, as proposed by WHO [13].

• Carcinogenic risk: In this study, carcinogenic slope factor of 156,000 kg daymg�1

recommended by the US EPA has been adopted [18]. According to the US EPA

[19], carcinogenic risks below 10�6 (i.e., one occurrence over one million

people) would be acceptable.

In this study, the Monte Carlo analysis has been applied to calculate the intake

levels and to determinate sensitivity and uncertainty. Each modelling parameter has

been expressed as a probability distribution function to characterize the variation of

the parameter within a given range of values. Here, the Monte Carlo approach has

been carried out using @Risk software (Palisade Inc.). This program calculates

risks on the basis of propagation of variability and uncertainty given by each

parameter probability function throughout the whole risk assessment model,

resulting in a final probability distribution function. An iteration size of 2,000 has

been used to produce the relative frequencies of the intake and the risk estimates

through consumption of plant foods for each receptor groups. Sensitivity analysis

has been performed to calculate the contribution of model inputs to model output

variability and uncertainty. Regression coefficients between the input parameters

and the risk outputs have been calculated and assessed in the sensitivity analysis

[12]. Table 18.2 provides the Monte Carlo input parameter distributions along with

the other details for the calculation of human health risks.

18.4 Results and Discussion

Dietary PCDD/F exposure estimated by the exposure model for each receptor group

is provided in Table 18.3. Intakes for each group of receptors have been expressed

as distribution percentiles (5th, 50th (median), and 95th) and mean, since input

parameters such as PCDD/F levels in foods have been considered as a distribution

function in the risk analysis.

Mean PCDD/F total exposure levels from the consumption of animal foods for

urban, semi-urban, and rural receptors are 0.652, 0.672, and 0.661 pg

WHO-TEQ kg�1 bw day�1, respectively. The results are fairly lower than the

total PCDD/F doses estimated in a previous study (between 3.7 and 13.1 pg

I-TEQ kg�1 bw day�1 for adult receptors) conducted for Kocaeli [2]. Furthermore,

in contrast to that study, in which rural adult receptors had the highest PCDD/F

intakes, no difference has been observed among the receptor groups. One reason for

this would be the lack of data in the PCDD/F concentrations used for exposure

298 S.A. Kilavuz et al.



calculations in the earlier study in which the PCDD/F concentrations in plant

products have been assumed to be equal to those measured in grass samples. Another

reason would be that commercial food data considered in this study have not been

taken into account in the earlier study. The PCDD/F intakes for rural receptors can

be expected to be higher than those for the other receptors depending on the higher

local plant food consumption rate of people living in the rural area. However, in this

study, the PCDD/F concentrations both in local and commercial plant foods are

fairly low and very close to each other. Hence, the PCDD/F intakes for each receptor

groups show similarity. In general, the 5th percentiles of the estimated PCDD/F

intakes are approximately 55 % of the mean value, while the 95th percentiles are

almost two times higher than the mean value in all settings. It can be concluded that

neither mean values nor worst-case values of PCDD/F intakes (95th percentiles)

exceed the threshold value of 1–4 pg WHO-TEQ kg�1 bw day�1 adopted by WHO

as the TDI of the PCDD/Fs for noncarcinogenic toxicological effects.

Contributions of each exposure pathway to total intake are presented in

Fig. 18.1. Although receptor groups have different consumption behaviors based

on their lifestyles and socio-economical situations, the contribution of food groups

to the total PCDD/F intake generally shows some similarities among the receptor

groups. Ingestion of cereals has the highest contribution in all settings and it is in an

agreement with a recent study conducted in another Mediterranean country

[20]. The contribution of ingestion of leafy vegetable pathways has been estimated

Table 18.3 Estimated PCDD/F exposure levels for receptor groups in Kocaeli

Receptor/exposure way 5th percentile 50th percentile 95th percentile Mean

Urban

Rooted vegetable ingestion 0.054 0.127 0.310 0.148

Leafy vegetable ingestion 0.012 0.025 0.070 0.032

Leafless vegetable ingestion 0.037 0.075 0.180 0.089

Fruit ingestion 0.074 0.141 0.336 0.165

Cereal ingestion 0.091 0.188 0.459 0.218

Total vegetable doses 0.380 0.610 1.040 0.652

Semi-urban

Rooted vegetable ingestion 0.060 0.133 0.320 0.156

Leafy vegetable ingestion 0.012 0.023 0.056 0.028

Leafless vegetable ingestion 0.027 0.053 0.133 0.063

Fruit ingestion 0.045 0.086 0.204 0.100

Cereal ingestion 0.142 0.285 0.643 0.325

Total vegetable doses 0.386 0.636 1.070 0.672

Rural

Rooted vegetable ingestion 0.062 0.127 0.301 0.150

Leafy vegetable ingestion 0.013 0.027 0.077 0.034

Leafless vegetable ingestion 0.026 0.048 0.111 0.056

Fruit ingestion 0.036 0.066 0.140 0.076

Cereal ingestion 0.154 0.300 0.660 0.345

Total vegetable doses 0.368 0.612 1.060 0.661
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to be lower than 10 % for all receptor groups. Moreover, consumption of fruits is

important for especially urban receptors in the PCDD/F intake.

Results of sensitivity analysis for the exposure levels are provided in Table 18.4.

The results show the similarities with the contribution percentages of the consump-

tion of different food groups given in Fig. 18.1. According to the regression

coefficients between the inputs and outputs for rural, semi-urban, and urban

settings, consumption rates of cereals are by far the most significant parameter

affecting the total intake. Fruit consumption has also considerable effects on the

total intake for especially urban and semi-urban receptors. On the other hand, the

PCDD/F concentrations in both local and commercial foods such as cereals, leafy

vegetables, and rooty vegetables are found as the most significant parameters in the

PCDD/F exposures in all settings.

For the assessment of carcinogenic risks, distribution of cancer risks for all

receptor groups is given in Fig. 18.2. The mean carcinogenic risks due to the total

PCDD/F exposure for urban, semi-urban, and rural receptors are 100.8 � 10�6,

104.2 � 10�6, and 102.17 � 10�6, respectively. The carcinogenic risks estimated

related to the PCDD/F doses are found to be above the acceptable carcinogenic risk

level of 1 in 1,000,000, as proposed by the US EPA [21, 22].

Rooted
vegetables
ingestion

23%

Rooted
vegetables
ingestion

23%

Rooted
vegetables
ingestion

23%

cereals
ingestion

48%

cereals
ingestion

33%

cereals
ingestion

52%

fruit
ingestion

15%

fruit
ingestion

25%

fruit
ingestion

12%

Leafy
vegetables
ingestion

4%

Leafy
vegetables
ingestion

5%

Leafy
vegetables
ingestion

5%

Leafless
vegetables
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10%

Leafless
vegetables
ingestion

14%

Leafless
vegetables
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8%

Semi-Urban
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Fig. 18.1 Contributions of each plant products to the total PCDD/F intake
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Table 18.4 Regression sensitivity for all receptor groups

Setting parameter Urbana Semi-urbana Rurala

PCDD/F Concentrations in

Local cereal 0.309

Comb. cereal 0.307 0.412 0.126

Local leafy veg. 0.137

Com root veg. 0.192 0.183 0.137

Com. fruit 0.232

Food consumption rate

Cereal 0.45 0.68 0.69

Root vegetables 0.376 0.347 0.312

Leafless vegetables 0.204 0.148 0.124

Fruit 0.409 0.202

Exposure frequency (day/year) 0.116

Body weight �0.462 �0.397 �0.399
aThe coefficients higher than 0.100 were shown
bCom. is commercial, i.e., nonlocal

Fig. 18.2 Distribution of carcinogenic risks
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18.5 Conclusion

The exposure methodology has showed that the PCDD/F exposure levels from plant

foods in Kocaeli are fairly lower than the recommended TDIs in all receptors. In

spite of the low PCDD/F intake levels, it should be noted that the levels determined

in this study would be higher if the animal data is included. Therefore, in order to

evaluate the health risks from PCDD/F intake, exposure from animal food and other

pathways should be considered. On the other hand, carcinogenic risks for all

receptors are found in considerable levels in terms of the US EPA carcinogenic

risk assessment.
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Chapter 19

Selenium Adsorption on Activated Carbon

by Using Radiotracer Technique

A. Beril Tugrul, Sevilay Haciyakupoglu, Sema Akyıl Erenturk,

Nilgun Karatepe, A. Filiz Baytas, Nesrin Altinsoy, Nilgun Baydogan,

Bulent Buyuk, and Ertugrul Demir

Abstract Selenium (Se) is an essential trace element for human beings and plays

important roles in human health but it is also toxic at concentrations above 1 mg of

selenium per kg of body weight. Therefore, elimination of selenium ions from

aqueous solutions is important. Se can be eliminated by using activated carbon as an

adsorbent. Radiotracer concept is applicable for observation of elimination mecha-

nism. For this reason, selenium radioisotope can be used as tracer. Selenium

dioxide is irradiated in the central thimble of ITU TRIGA Mark II Training and

Research Reactor for radiotracer production. Radioactivity measurements are car-

ried out by the gamma-ray spectroscopy system to determine the effect of different

experimental parameters. The relative importance of test parameters like concen-

tration of adsorbate, pH of the solution, and contact time on adsorption performance

of activated carbon for selenium ion is examined. Typical adsorption isotherms

(Langmuir, Freundlich, Dubinin–Radushkevich, and Temkin) are determined for

the mechanism of sorption process. Evaluation of experiments for different

parameters shows possibility of elimination of selenium from aqueous media by

using activated carbon.

Keywords Selenium adsorption • Radiotracer technique • Human health • Aqueous

solutions • Radioactivity measurement • Gamma-ray spectroscopy • Adsorbate
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Nomenclature

A Adsorption capacity (mg Se/g AC)

Ci Se concentration of the initial solution (mg/L)

Ce Se concentration of the solution in equilibrium (mg/L)

mAC Mass of activated carbon (g)

qe Amount of selenium ions sorbed onto activated carbon adsorbent

(mg/g)

Qm Langmuir constant related to sorption capacity and sorption energy

(μg/g)
b Langmuir constant related to sorption capacity and sorption energy

(g/L)

Kf Freundlich constants related to the sorption capacity and sorption

intensity (μg/g)
Xm Maximum sorption capacity (μg/g)
R Gas constant (kJ/mol)

T Temperature (K)

bt Constant related to the heat of adsorption

Kt Equilibrium binding constant (μg/L)
B1 Temkin constant related to heat of adsorption

Cads Adsorbed selenium onto activated carbon mol

SBET BET surface area

Vmi Micropore volume

VT Total pore volume

VCO2(D-R) Narrow micropore volume

Vsuper Super micropore volume

Greek Symbols

β The activity coefficient related to mean sorption energy (mmol2/J2)

ε Polanyi potential (kJ/mol)

Acronyms

AC Activated carbon

BET Brunauer, Emmett, and Teller

D–R Dubinin–Radushkevich

FTIR Fourier transform infrared

TRIGA Training Research Isotopes General Atomics
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19.1 Introduction

An essential trace element for human beings is selenium (Se) and it plays important

roles in human health. But, selenium is toxic at concentrations above 1 mg per kg of

body weight. Selenium is introduced in the environment from different sources,

both natural and anthropogenic [1, 2]. Naturally, Se is present in earth’s crust in low

amounts (0.05 μg/g). Selenium is an element in coal and mining can result in

leaching of Se into surface waters. Selenium mobility in the environment, avail-

ability for biota, and toxicity depend on its oxidation state and so its speciation is

necessary [3]. Anthropogenic activities interfere with the global selenium cycle

influencing it crucially as seen in Fig. 19.1.

It has been estimated that between 37.5 and 40.6 % of the total selenium

emissions to the atmosphere are due to anthropogenic activities [4]. In the atmo-

sphere, selenium is transported associated to particulate matter and subsequently

dry and wet deposited. Agricultural drainage waters, oil-refining wastewaters, and

coal combustion residues contaminate the lotic, lentic, and marine environment [3].

Once in the aquatic environment, waterborne selenium can enter the food chain

and reach levels that are toxic to fish and wildlife like some other radioisotopes

[5]. Impacts may be rapid and severe, eliminating entire communities of fish and

causing reproductive failure in aquatic birds [6]. Few environmental contaminants

ATMOSPHERIC

ANTHROPOGENIC
INFLUENCE

TERRESTRIAL

MARINE

Alkylation

Dust

Deposition

Dust

Bioaccumulation Bioaccumulation

Waste Water
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Combustion

Volcanos, Dust

Alkylation

Sediment

uplift

Fig. 19.1 Global selenium cycle with the interference of anthropogenic activities
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have the potential to detrimentally impact aquatic resources on such a broad scale,

and even fewer exhibit the complex aquatic cycling pathways and range of toxic

effects that are characteristic of selenium. This places added importance on

identifying potential selenium sources and taking steps to effectively control

discharges before aquatic habitats become contaminated.

Selenium can exist in different oxidation states, elemental selenium (Se), selenite

(SeO3
2), selenide (Se2�), selenate (SeO4

2�), and organic selenium in the environ-

ment. Selenate is the predominant form under ordinary alkaline and oxidized

conditions. In the most aqueous media selenite and selenate are found to be thermo-

dynamically stable under the pH and redox conditions that are found and are the

predominant chemical forms. Selenite is present in mildly oxidizing, neutral pH

environments and typical humid regions. In the view of biological effects of

selenium, it may be explained from its chemical form, which shows different

toxicities being exhibited for organic and inorganic compounds. Inorganic Se

(IV) has been found to be 500 times more toxic than common organo-Se compounds

and is considered more dangerous to aquatic organisms than Se(VI) due to its higher

solubility and bioavailability. As a result, inorganic Se speciation in the environ-

mental water is extremely desirable [7–9].

The most important principle to understand when evaluating the hazard of

selenium from mountaintop removal coal mining is its ability to bioaccumulate

[6]. This means that selenium is an element which is concentrated with carbon cycle

in the ecosystem. On the other hand, carbon is affected by global warming and

climate change, so selenium would be also affected by the environment when the

coal mining increases.

There are a variety of treatment technologies that have been reported for

selenium removal from contaminated waters [10–14]. The most widely used

methods for removing heavy metals from wastewaters include ion-exchange,

chemical precipitation, reverse osmosis, evaporation, membrane filtration, adsorp-

tion, and biosorption [10, 15, 16].

Adsorption onto activated carbon is one of the most effective and reliable

technologies for wastewater treatment. Generally, activated carbons are broadly

applied effective adsorbents for wastewater treatment. Many review articles have

appeared on activated carbon adsorption of heavy and toxic metals from water/

wastewater [17–26]. High efficiency for removal of contaminants over a wide range

of concentration and ease in operation can be counted as advantages of the method.

But, the usage of activated carbon has been limited by its high cost because the

carbon is derived from high-cost sources.

This chapter reviews selenium adsorption from aqueous media onto activated

carbon relating to the initial selenium concentration, pH, and contact time. Under-

standing of adsorption characteristic of selenium and adsorption isotherms such as

Langmuir, Freundlich, Dubinin–Radushkevich (D–R), and Temkin are described

for sorption data.
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19.2 Radiotracer Applications

For the selenium elimination in media, radiotracer technique can be used success-

fully. Therefore, tracer method is a technique for obtaining information about a

system or some part of a system by observing the behavior of a specific substance,

the tracer that has been added to the system [27]. The tracer method is clearly one of

the most powerful tools in scientific research. Radiotracing technique can be used

for physical, chemical, or biological properties of substance. System elements or

compounds can be selected as the tracer materials and used for radiotracer after the

irradiation. That is an advantage for radiotracer applications due to no chemical

impurity in the system. So, the radiotracers would be appropriate to studying

chemical reaction kinetics, solubility, vapor pressure, processes dominated by

atomic and molecular diffusion, and others.

Radioactive isotopes of the traced elements and labeled molecules are used as

intrinsic tracers. Therefore, the method provides for the identification, observation,

and study of the behavior of various physical, chemical, or biological processes [28].

Radioisotopes and their special properties have been widely used in industrial,

medical, and agricultural research with different types of flows and diffusion events

[29–31]. There are two requirements for a tracer. First, it must behave exactly like

the traced material. Second, it must have one property that distinguishes it from the

traced material so that it can be easily detected in the presence of another material.

The radioisotope, or radiotracer, however, is the most universal and practical tracer.

Radiotracer applications are appropriate for observing the related dynamic events in

the aqueous media [30]. So, Se radioisotope can be used for the investigation of

elimination mechanism in the substance.

The main particularity of radiotracers is their radiation emission. Generally,

gamma-emitted radioisotopes are preferred for the soil application. They offer

possibility of online and in situ measurements, providing information in the shortest

possible time. They have high detection sensitivity for extremely small

concentrations [28]. Se-75 is a radioisotope of selenium which emits gamma rays,

so it is appropriate for using as radiotracer with also high intensity and measurable

half-life.

19.3 Preparation of Radioactive Selenium Solution

Determination of selenium using as radioactive tracer differs from other methods of

chemical analysis because of its detection limit. Selenium can be determined in a

very low concentration (0.43 μg) using this method [32]. To produce radioactive

selenium isotope (75Se) with the (n, γ) reaction, the original selenium dioxide

compound in polyethylene tube is irradiated in a nuclear research reactor [33, 34].

An example for typical experimental conditions which is applied in the TRIGA

Mark II Training and Research Reactor at Istanbul Technical University is given in
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Table 19.1 to explain the irradiation properties of the samples. It is possible to

obtain high-level neutron irradiation in the vertical port located at the point of

maximum neutron fluence of ITU TRIGAMark II nuclear reactor. Thermal neutron

fluence rate can be obtained at ~1.13 � 1012 cm�2 s�1 in the central thimble of the

nuclear reactor. The samples are installed in the core region to provide high-level

neutron absorbed dose at the irradiated specimens [35, 36]. The mixed gamma/

neutron dose is determined at approximately 55 kGy using an equivalent gamma

dose approach for high-level neutron irradiation at that place of the reactor for

5-min irradiation [37, 38].

Gamma-ray energies, absolute decay intensities, and half-lives of radioactive

selenium isotopes are well known [39]. The stock solution of radioactive selenium

is prepared by dissolving appropriate amounts of irradiated selenium dioxide

compound.

19.4 Gamma Measurements for Selenium

GAMMA-X HPGe coaxial n-type germanium detector can be used to determine
75Se radioisotope activities of the samples. In the measurements, adjusting the

statistical confidence level to 1σ raises the accuracy of results [40, 41]. Counting

time can be applied as 30 min related to the expected activity. The area of the peak

in a gamma spectrum is a measure of the interested isotope resulting from interac-

tion of gamma radiation of corresponding energy in the radiation detector. Peak

areas of 75Se at 136 keV gamma rays in the spectrums are determined by using

nuclear analysis software programs [42]. Calibration of gamma detection system is

based on the rightly determination of net peak areas in the gamma-ray spectrum to

the amounts of the elements present in the sample under studied experimental

conditions. A standard point source such as 152Eu is used in energy calibrations

of the spectra [43].

19.5 Production of Activated Carbon

Activated carbon is one of the most widely used adsorbents due to their extensive

surface area, favorable pore size distribution, and high degree of surface reactivity.

Over the last few decades, adsorption systems involving activated carbon have

gained importance in purification and separation processes on an industrial scale.

Table 19.1 Irradiation properties

Original

isotope

Produced

radioisotope

Irradiation

time (h)

Irradiation

power (kW) Half-life (days)

Se-74 Se-75 1 250 119.769
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The characteristics of activated carbon depend on the physical and chemical

properties of the precursor as well as on the activation method [44, 45]. Activated

carbon can be prepared from a large number of materials. Coals and lignocellulosic

materials are commonly used as the starting material for preparing activated

carbon. The production of an active carbon must balance economic viability with

performance. Cheap precursor materials must be readily available and convertible

to an active carbon using a minimum of resources.

There are basically two methods for preparing activated carbon: physical and

chemical activation. Physical activation consists of two steps: the carbonization of

the starting material and the activation of the char by using carbon dioxide or steam.

In physical activation both the carbonization and the activation step proceed

simultaneously. The other method, chemical activation, consists of carbonization

at a relatively low temperature (e.g., 673–973 K) with the addition of a dehydrating

agent (e.g., ZnCl2, KOH, and H3PO4). These chemical reagents may promote the

formation of a rigid matrix, less prone to volatile loss and volume construction upon

heating to high temperatures [46].

An example study of activated carbon production can be given as follows:

Tuncbilek lignite is selected as raw material and grinded to the granule size of

�1,700 + 700 μm. The characteristics of lignite sample are reported in Table 19.2.

Activated carbon is prepared by applying physical activation using CO2 as the

activation agent for the experiment. Original lignite sample is first carbonized at

1,073 K for 1 h under N2 atmosphere and then activated with CO2 at 1,223 K for

3 h [47].

Characterization of the porous texture of activated carbon is of relevance since

many of their properties are determined or strongly influenced by this characteristic.

Information on the carbon pore structure is derived from N2 adsorption isotherms

obtained at 77 K and from CO2 adsorption isotherms obtained at 273 K on a NOVA

1200 apparatus (Quantachrome, USA). Samples are degassed under vacuum at

473 K for 2 h prior to all adsorption measurements. The BET surface area of the

activated carbon sample is calculated from the N2 adsorption isotherms using the

BET equation and is given in Table 19.3.

Micropore volume of the activated carbon sample is calculated by applying

t-plot equation to the experimental N2 isotherms measured at 77 K. The amount of

N2 adsorbed at pressures near unity corresponds to the total amount adsorbed at

overall pores. Total pore volume is assessed from the amount of N2 adsorbed

Table 19.2 Proximate analysis and BET surface value of Tuncbilek lignite

Sample Moisture (%) Volatile matter (%) Fixed carbon (%) Ash (%)

Tunçbilek lignite 15.42 34.11 35.61 14.86

Table 19.3 Porous textural properties of the activated carbon sample

Sample SBET (m2/g) Vmi (cm
3/g) VT (cm3/g) VCO2(D-R) (cm

3/g) Vsuper (cm
3/g)

AC 505 0.070 0.473 0.138 0.088
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at p/p0 ¼ 0.95. The Dubinin–Radushkevich equation is also applied to both N2 and

CO2 adsorption data to determine micropore volumes, such as narrow micropore,

and super micropore volumes. The D–R equation to the CO2 adsorption data is

applied to give the narrow micropore volume.

The surface functional groups on the activated carbon sample are also studied by

a FTIR spectroscopy. The spectra are recorded from 650 to 4,000 cm�1. By

comparison to the standard frequency patterns, various characteristic chemical

bonds or stretching are determined, from which certain surface functional groups

could be derived. Boehm titration method is also applied to the activated carbon

sample to obtain some functional groups quantitatively. The results are given in

Table 19.4.

19.6 Selenium Adsorption onto Activated Carbon

Batch and column techniques are used for the selenium adsorption studies to obtain

the equilibrium data [1, 10, 11, 16, 21]. Experimental data of the study applied by

batch technique is given as follows [48].

The experiments are performed in a thermostated shaker bath with agitating in

small volumes (2 mL) because of the high activity of selenium solution. Solid phase

is separated from liquid by centrifuging. After that, 1 mL of each initial adsorption

solution and separated solution are transferred into polyethylene tubes for activity

measurements at gamma spectrometry system. The amount of adsorbed selenium is

estimated from the difference between the initial and final relative activities of

selenium. The experiments are performed at ambient temperature and in duplicate.

The adsorption amount of selenium from aqueous solution is computed as follows:

A ¼ ðCi � CeÞ
mAC

(19.1)

where A: adsorption capacity (mg Se/g AC), Ci: Se concentration of the initial

solution (mg/L), Ce: Se concentration of the solution in equilibrium (mg/L), and

mAC: mass of activated carbon.

Table 19.4 Surface functional properties of the activated carbon sample

Sample

BOEHM Chemical characteristics

Basic

(meq/g)

Carboxylic

(meq/g)

Lactone + Lactol

(meq/g)

Phenolic

(meq/g)

The FTIR

band (cm�1)

AC 0.2289 1.2188 0.0164 0.7073 798, 1,091, 1,562, 2,055,

2,885, 2,961
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The adsorption behavior of selenium on activated carbon is investigated and

discussed as follows with respect to the effects of the initial selenium concentration,

pH, and contact time.

Effect of the initial concentration of the selected ion in the solution is one of the

most important parameters on the sorption process, which can influence the sorp-

tion behavior of the ion. To investigate the influence of the initial selenium

concentration on selenium removal from the aqueous solution, tests are made

under the conditions: a selected initial pH, concentration range, and contact time

at ambient temperature.

The effect of the initial selenium concentration (0.05–0.5 mgSe/mL) on the

adsorption for 2 h at pH 3.0 by activated carbon is shown in Fig. 19.2. It is clearly

seen that the amount of adsorbed Se (HSeO3
�, SeO3

2�) increases with increasing

initial selenium concentration in the aqueous solution: from 0.19 mg Se/g AC to

2.18 mg Se/g AC. According to the experimental data, the activated carbon

removes the low Se(IV) concentration from aqueous solution.

pH of the solution is another important parameter affecting selenium ion sorp-

tion onto adsorbent. Hydrogen and hydroxyl ions in the solution have an enormous

impact on the surface charge of the activated carbon. Furthermore, H+ and OH�

ions would strongly compete with selenium ions during adsorption process. Influ-

ence of pH values on the adsorption is given in Fig. 19.3 by keeping the conditions

of 40 mg activated carbon: 20 �C, 2 mL of 50 mg/L Se(IV).

Part of activated carbon might be dissolved in the solution at low pH value.

Therefore, a number of H+ ions will occupy many adsorption sites which should

belong to Se(IV); consequently, amount of activated carbon is not ideal. While a

strange phenomenon can be seen at the left of Fig. 19.3, the removal of Se

(IV) enhances when pH value is higher than 4.0. A similar study for selenium by

El-Shafey [12, 13] combines with this result. This author showed that the highest

selenium adsorption would be obtained at pH 1.5 because of proton sufficiency

relating to more reduction of Se(IV) to elemental selenium to take place on the

sorbent surface.

Impact of pH can be described with the different species of selenium in the

solution as a function of pH. As it is seen from Fig. 19.4, the formation of various

Fig. 19.2 The effect of initial concentration on the uptake of Se by activated carbon
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selenium complexes is important in the adsorption of Se(IV). H2SeO3, HSeO3
�,

and SeO3
2� complexes basically exist as a function of pH depending on selenium

concentrations. HSeO3
� complex is the dominant species in the wide pH range

from 1 to 10 for 50 mg/L Se concentration. The dominant species in the range of pH

lower than 4 is the H2SeO3 complex.

Adsorption capability depends on the adsorption surface charge of the

adsorbents. Low removal amount at close to weak acidic region may be due to

the type of anionic selenium complexes present in solution. Charge repulsion may

occur between selenium ions and activated carbon, which would lead to the

decrease of removal efficiency. Consequently, as shown in Fig. 19.3, the extent

of sorption increases with the increase of pH from 1.0 to 4.0. Adsorption surface

charge increases in higher pH values and adsorption capacity increases after pH 4.

Fig. 19.4 The occurred selenium complexes depending on pH for 50 mg/L Se concentration

Fig. 19.3 The effect of pH values on the uptake of Se by activated carbon
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Dobrowolski and Otto [49] have reported that selenium adsorption process using

Fe-loaded activated carbon depends strongly on its chemical form in the solution

and surface properties of adsorbent. They have obtained the highest selenium

adsorption capacity at equilibrium pH 4.8 onto adsorbent surface by positive

charge up.

The effect of contact time on sorption can be studied for different contact times

with fixed amounts of adsorbent at ambient temperature while keeping all other

parameters constant. The results are presented in Fig. 19.5.

Seen from Fig. 19.5, removal of selenium by activated carbon is increased with

increasing time and reaches equilibrium within 60 min. The selenium adsorption by

the adsorbent reaches a plateau after these contact intervals. For this reason, the

optimum contact time is chosen as 60 min for activated carbon. As noted by

El-Shafey [11, 12] Se(IV) can reach equilibrium in longer contact times such as

260 and 330 h for another adsorbent and system.

19.7 Adsorption Isotherms

Sorption equilibrium isotherm is important for describing how the adsorbate

molecules distribute between the liquid and the solid phases when the sorption

process reaches an equilibrium state [50]. The isotherm models are widely used

parameters to examine the relationship between sorption capacity and sorbate

concentration at equilibrium. Langmuir, Freundlich, Dubinin–Radushkevich, and

Temkin models are widely used for fitting the data, among the various sorption

isotherm models.

Recently, adsorption isotherms are studied by mixing a known amount of

activated carbon with various initial selenium solution concentrations (between

0.05 and 0.5 mg/mL) at ambient temperature and at pH 3. The adsorption isotherms

are obtained by analyzing solutions in contact with activated carbon before and

Fig. 19.5 The effect of contact time on the uptake of selenium by activated carbon
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after equilibrium and plotted in terms of the equivalent fraction of selenium in the

activated carbon phase against the equivalent fraction in the solution phase. Exper-

imental data obtained is tested with the Langmuir, Freundlich, Dubinin–Ra-

dushkevich, and Temkin isotherm equations. Linear regression is frequently used

to determine the best-fitting isotherm, and the applicability of isotherm equations is

compared by judging the correlation coefficients.

The Langmuir model represents one of the first theoretical treatments of nonlin-

ear sorption and suggests that sorption is monolayer and the strength of the

intermolecular attractive forces is believed to fall off rapidly with distance. The

Langmuir adsorption isotherm is tested in the following linearized form:

Ce

qe
¼ 1

bQm
þ Ce

Qm
(19.2)

where Ce is the equilibrium concentration of selenium in solution (mg/L), qe is the

amount of selenium ions sorbed onto activated carbon adsorbent (mg/g), and Qm

and b are Langmuir constant related to sorption capacity and sorption energy,

respectively. Linear plot is obtained when Ce/qe was plotted against Ce over the

entire concentration range of selenium ions investigated. From the slope and

intercept of this plot the values of Qm and b are evaluated as shown in Fig. 19.6a.

The Langmuir model is developed to represent chemisorption on a set of well-

defined localized adsorption sites having same sorption energies independent of

surface coverage and no interaction between adsorbed molecules. Maximum sorp-

tion capacity (Qm) represents monolayer coverage of sorbent with sorbate and b

represents enthalpy of sorption and should vary with temperature [51].

The Freundlich equation is an empirical expression based on sorption on a

heterogeneous surface and the exponential distribution of active sites and their

energies [52]. Therefore, the sorption data obtained are then fitted to the Freundlich

sorption isotherm, which is the earliest relationship known describing the sorption

equilibrium and is expressed by the following equation:

log qe ¼ log Kf þ 1

n
log Ce (19.3)

Ce here denotes the equilibrium concentration (μg/L) of the adsorbate and qe, the

amount sorbed (μg/g) and Kf and n are the Freundlich constants related to

the sorption capacity and sorption intensity, respectively [53]. Freundlich isotherm

for selenium is shown in Fig. 19.6b. The constants Kf and n are calculated from

Eq. (19.3) using Freundlich plots.

The values for Freundlich constants and correlation coefficients (R2) for the

sorption process are also presented in Table 19.5. The numerical value of 1/n < 1

indicates that sorption capacity is only slightly suppressed at lower equilibrium

concentration. This isotherm does not predict any saturation of the sorbent by the

sorbate; thus infinite surface coverage is predicted mathematically, indicating a
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multilayer sorption of the surface. The values of n between 1 and 10 (i.e., 1/n less

than 1) represent a favorable sorption. The values of n, which reflects the intensity

of sorption, also reflected the same trend. The n values obtained for the sorption

process represented a beneficial sorption [54]. The Freundlich isotherm model best

fitted with the equilibrium data since it presents higher R2 value.

D–R model has been applied to the sorption data. It is postulated within an

adsorption space close to sorbent surface. If the surface is heterogeneous and an

approximation to a Langmuir isotherm is chosen as a local isotherm for all sites that

are energetically equivalent then the quantity β1/2 can be related to the mean

sorption energy, E, which is the free energy of the transfer of 1 mol of selenium

ions from infinity to the surface and sorbent. According to Polanyi and later

developed by Dubinin and his co-workers, the difference in the free energy between

the adsorbed phase and saturated liquid sorbate is referred as adsorption potential.

The D–R equation is examined in the following linearized form:

ln Cads ¼ ln Xm � β ε2 (19.4)

where Xm is the maximum sorption capacity, β is the activity coefficient related to

mean sorption energy, and ε is the Polanyi potential which is equal to

ε ¼ RT ln 1þ 1

Ce

� �
(19.5)

Fig. 19.6 Adsorption isotherms ((a) Langmuir isotherm, (b) Freundlich isotherm, (c) D–R

isotherm, (d) Temkin isotherm)
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where R is the gas constant in kJ/mol K and T is the temperature in K. The quantity

of ε between 8 and 16 kJ/mol corresponds to a chemical sorption process while the

value of ε < 8 kJ/mol represents a physical process. If the surface is heterogeneous

and roughly near to the Langmuir isotherm is chosen as a local isotherm for all sites

that are energetically equivalent, then the quantity of β1/2 can be referred to the

mean sorption energy, E, the free energy of the transfer of one mol of selenium ions

from infinity to the surface of the sorbent. The numerical value of the mean free

energy of sorption is calculated from the experimental data as 0.028 kJ/mol,

indicating that the sorption mechanism may be followed as physical sorption

process type. The saturation limit (Xm) may represent the total specific micropore

volume of the sorbent. The sorption energy can also be worked out using the

following relationship [55, 56]:

E ¼ 1ffiffiffiffiffiffiffiffiffi�2β
p

� �
(19.6)

Figure 19.6c indicates D–R isotherm. From the slope and intercept of the plot of

ln Cads versus ε
2 the values of β ¼ �1 � 10�5 mmol2/J2 and Xm ¼ 0.0672 mg/g

have been estimated. Here, the value of E is estimated to be 0.2236 kJ/mol.

Temkin and Pyzhev [57] developed a new isotherm firstly and it is based on the

assumption that the heat of adsorption would decrease linearly with the increase of

coverage of adsorbent [58]. They considered the effects of some indirect adsorbate/

adsorbate interactions on adsorption isotherms. They suggested that, because of

these interactions and ignoring very low and very large values of concentration, the

heat of adsorption of all molecules in the layer would decrease linearly with

coverage [59]:

qe ¼ RT

bt ln ðKTCeÞ (19.7)

Table 19.5 Adsorption

isotherm constants for

the adsorption of selenium

onto activated carbon

Isotherm model Constants

Langmuir Qm ¼ 0.0303 μg/g
b ¼ 5.4091 g/L

R2 ¼ 0.0207

Freundlich n ¼ 1.0549

KF ¼ 3.8424 μg/g
R2 ¼ 0.9562

Dubinin–Radushkevich Xm ¼ 67.20 μg/g
E ¼ 0.2236 kJ/mol

R2 ¼ 0.9780

Temkin B1 ¼ 1.1613

Kt ¼ 1.10 μg/L
R2 ¼ 0.9385
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Equation (19.7) can be linearized as

qe ¼ B1 ln Kt þ B1 ln Ce (19.8)

where B1 ¼ RT/b, in which R is the gas constant, T the absolute temperature in

Kelvin, bt the constant related to the heat of adsorption, and Kt the equilibrium

binding constant (mg/L).

The Temkin isotherm equation has been applied to describe adsorption on

heterogeneous surface [60, 61]. The Temkin isotherm equation assumes that the

heat of adsorption of all the molecules in layer decreases linearly with coverage due

to adsorbent–adsorbate interactions, and that the adsorption is characterized by a

uniform distribution of the bonding energies, up to some maximum binding energy.

The Temkin isotherm equation is given in Eq. 19.8 above. B1 is the Temkin

constant related to heat of adsorption (kJ/mol). Kt is the equilibrium binding

constant (L/mol) corresponding to the maximum binding energy (Fig. 19.6d).

19.8 Conclusion

Adsorption of selenium from aqueous media has been performed successfully with

batch technique by using activated carbon via radiotracer applications. Characteri-

zation results of the adsorbent activated carbon produced from the Turkish

Tunçbilek lignite by applying physical activation method show that properties are

appropriate. The adsorbate selenium obtained by irradiation of selenium dioxide

compound has supplied the investigation of adsorption.

The adsorption characteristics have been quantified with the variations in the

parameters of initial concentration of Se(IV), pH value, and contact time. It is

shown that activated carbon is effective for the removal of the Se(IV) ions from

aqueous solutions. The amount of adsorbed selenium (HSeO3�, SeO3
2�) increases

with increasing initial selenium concentration in the aqueous solution. Removal of

selenium by activated carbon enhances with increasing time and reaches equilib-

rium within 60 min. The adsorption efficiency of selenium anions at low pH values

is high; because of the formation of various selenium complexes and solubility of

adsorbent atoms the usage of pH values higher than 4.0 could be more reasonable

for practical applications.

Langmuir, Freundlich, Dubinin–Radushkevich, and Temkin equations are used

for analyzing the experimental results. The Freundlich model appears to be the

best-fitting model for Se(IV) sorption on the adsorbent due to its high correlation

coefficient and indicates a multilayer sorption of the surface. Dubinin–

Radushkevich model points out the sorption mechanism as physical sorption. The

Temkin isotherm specifies the uniform distribution of the bonding energies, up to

some maximum binding energy. Consequently, the results provide information for
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the elimination of Se(IV) and its species in natural surface and groundwater. In this

frame, it can be also said that activated carbon can be used to remove toxic Se

(IV) ions from aqueous solutions or wastewater under optimized conditions to

impede their environmental impact. Therefore, it can be said that the increasing

carbon inventory due to coal mining that is affected on global warming and climate

change, and also the rising selenium amounts in the environment, the remedition of

Se is being important increasingly.
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Chapter 20

Teaching the Carbon Cycle Using IBL

in the Secondary Schools

Francesca Ugolini and Luciano Massetti

Abstract Inquiry-based learning (IBL) is a didactic approach that stimulates

pupils to experiment, observe, and investigate, to answer the questions on phenom-

ena and find problem solutions. In certain countries the approach is widely and

ordinarily used in science teaching while in other contexts the use of textbooks is

still rooted as traditional teaching method. IBL can be applied even through a

variety of learning models which include knowledge-building, learning by design,

and computer simulation. In this chapter the application of the 5E Instructional

Model developed by the Biological Sciences Curriculum Study in the context of

30 secondary schools of Tuscany region, Italy, is described.

The model was applied as a learning tool for the production of didactic modules

on environmental issues and thematics, among which the carbon cycle.

The model is structured in five steps characterized by different activities in order

to stimulate the active participation of the pupils. Pupils involved in the module on

carbon cycle were engaged with games, practical experiences during which they

analyzed and interpreted real data. The module was highly appreciated by both

target groups of teachers and pupils although it was out of the ordinary work and in

some classes it was limited by the time restriction.
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20.1 Introduction

One of the greatest challenges for human communities is the reduction of CO2

emissions and the increase of actions aiming at a sustainable development. Envi-

ronmental scenarios are recording extra CO2 in the atmosphere which increases the

natural greenhouse effect and changes the climate. It becomes very important that

future generations get the awareness about the causes of these phenomena and their

effects on the ecosystems.

Education should give people the means and the knowledge to understand these

issues and form own opinions and choices of lifestyle. Education plays an important

role on the awareness of the responsibility of human activities in the climate

crisis [1].

On the base of this educational objective, “Acariss” (Italian Acronym for

Increasing the knowledge on environment and risks of pollution involving schools

through experimental activities) was ideated and then funded by the Tuscany

Region Government (PAR-FAS Action Line 1.1.a.3.). The project was a collabora-

tion between scientific partners (Institute of Biometeorology—Italian National

Research Council and Polo Valdera of the Scuola Superiore Sant’Anna) and

psychologists (Department of Education and Psychology—University of Florence)

for offering didactic modules and innovative communication abilities to teachers.

A group of scientists developed activities on such thematics targeted to second-

ary schools. These activities were implemented in didactic modules, arranged in a

way to engage and stimulate pupils’ interest on science and scientific issues. Pupils

were involved for several weeks in a learning process during which they could

interact and debate with scientists and teachers, reproduce and study natural

phenomena, and therefore learn by doing.

School science is often perceived as boring, theoretical, and disconnected from

social issues and real life [1]. For this reason, it was also important to introduce a

new way of teaching scientific topics. In the Italian context, many science teachers

(depending on the school typology) have only a few hours of science lessons a week

and more extra work at home and moreover, many school laboratories are scarcely

equipped. These conditions very often discourage any willingness to make science

lesson more attractive for pupils and more related to actual environmental issues.

Acariss project aimed to sustain teachers by giving them didactic material

(disciplinary contents, exercises, experiments, etc.) on thematics related to pollu-

tion and environmental risks in a new didactic methodology.

From educators and bibliography nowadays it is confirmed that an effective

research-based instructional model can help students to learn concepts and prefera-

bly it should be supported by relevant research [1]. Inquiry-based learning (IBL)

can be applied even through a variety of learning models which include knowledge-

building, learning by design, and computer simulation.

Among them, the 5E Instructional Model, developed by the Biological Sciences

Curriculum Study [2], was the pillar of Acariss project since it was considered

appropriate for the Italian context, not much used to inquiry.
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The project, at regional scale, involved about 70 teachers and more than 2,000

pupils.

In this chapter the module about the “carbon cycle” is described according to the

structure of the 5E Model.

20.2 Background

In recent years, several studies have highlighted at international level an alarming

decline of the interest of young generations for science and mathematics and in

addition the imbalance of genders sees males more interested to science than

females [3].

For these reasons, schools and teachers have a great responsibility concerning

science education while being policy makers concerning the cultural model of the

society. It is proved that scientific thematics are fascinating for young people but

the teaching methodology may affect this interest through the “top-down” trans-

mission of concepts and the use of textbooks instead of experimentations and

investigations. Moreover, teachers have to face difficulties such as the limitation

of time and scarcely equipped laboratories. Some teachers also demonstrate a sort

of shyness to learn and apply new methods of teaching.

On the other hand, scientists have rare opportunities to communicate their

research to the public and only a few scientists are sensitive to science dissemination

so as to give specific seminars or open the doors of their laboratories in special events.

Science at schools has also the key role to attract pupils to a scientific career.

Thus the way of transferring contents becomes very important and particularly the

introduction of a method which attempts to stimulate students’ hypothesis and

experimentation.

IBL mainly involves the learner and leads him or her to understand by making

questions and finding answers or solutions while gaining new information. The 5E

Instructional Model is a structured model of IBL based on five steps: engagement,

exploration, explanation, elaboration, and evaluation.

First, the model engages pupils using activities which stimulate pupils’ curiosity.

In this step, teachers’ ability to communicate with pupils has core role, because it is

expected that students propose activities and experiments on the subject of study.

The next step deals with exploration. Pupils are involved in experiments and

hands-on activities as scientists. Results and observations from their experiments are

explained through the data elaboration and the clarification of doubts with teachers

and scientists. The acquired knowledge is extended to other contexts or new

situations through the elaboration of concepts. Teachers and scientists support pupils
with useful information and provide further knowledge from scientific research.

Eventually, pupils produce outcomes which are evaluated by teachers and scientists.
The carbon cycle has great interest by scientists because it implies the

relationships between different terrestrial systems and it is also linked to current

environmental issues (e.g., rising of atmospheric CO2, climate change).
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It is also one of the main research areas of the Institute of Biometeorology which

has been working on carbon fluxes in different natural ecosystems. The carbon

cycle is also part of the science curriculum and connected to photosynthesis which

is studied in all grades of schools.

The module on “carbon cycle” engages pupils using a game in which pupils play

as carbon atoms and move between Earth systems (atmosphere, hydrosphere,

lithosphere, biosphere). In this step, pupils are expected to formulate ideas to

reproduce one or more processes explaining the carbon movements.

Pupils of seven classes have focused on carbon exchange between atmosphere

and biosphere through two experiments. The first one was the demonstration of

photosynthesis by terrestrial plants, and the second one was the demonstration of

carbon dioxide efflux from soil (soil respiration).

It is worthy to notice that experiments and hands-on activities are rather chal-

lenging for the students. More than learning the scientific issue, they identify the

responsibility of own actions especially in group work. Moreover, they have the

opportunity to test their ability to present results to general public.

20.3 Methodology: The 5E Instructional Model

The methodology applied in this project was based on the 5E Instructional Model

[1] for IBL which aims to stimulate pupils on scientific issues. The model suggests

the application of five phases defined with five actions beginning with “E”:

• Engagement begins the learning process and exposes students’ current

conceptions.

• Exploration: In this phase students gain experience with phenomena reproduc-

tion or descriptions of events.

• Explanation: The teacher may give an explanation to guide students toward a

deeper understanding.

• Elaboration: Students apply their understanding in a new situation or context.

• Evaluation: Student understanding is assessed.

The module of carbon cycle was developed according to the previous steps with

diverse activities which are described in the next paragraph.

The module was tested in seven classes of secondary schools (three middle

schools and four high schools). Critical observations by scientists and teachers

raised during the application of the module allowed a partial modifications to the

module itself in order to make it simple enough to be autonomously run by

the teacher. Apart from the use of expensive technical devices (which are lent

by the research institute), the teachers should be able to conduct the module on

their own.

Nevertheless, the scientist has also the role of major supervisor, and he or she

also plays an important role for the students: he or she brings new knowledge and

new tools and makes easier their understanding.
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20.4 The Carbon Cycle Structured on the 5E Model

Carbon cycle is a scientific thematic of great interest since carbon is the most

present element on Earth, being part of abiotic and biotic compounds. Carbon can

make links with other carbon atoms but also with other elements; for this reason it is

found in carbonates, shells, living organisms, organic matter, sugars, atmospheric

gases, etc.

Carbon is present in atmosphere such as in trace gas, carbon dioxide and

methane, and organic volatile compounds but it can move also from the atmosphere

to other spheres. For instance it can move to biosphere through the photosynthesis

of plants and turn back to the atmosphere through the respiration of living

organisms and the combustion of organic material. Beyond this, volcanism and

decomposition processes move carbon from the lithosphere and soils into the

atmosphere. In terrestrial environments, carbon is also stored in lithosphere as

fossil compounds and fossil fuels. In water bodies it is present as ion and CO2

can move toward the deep or it is exchanged between air and water surface. But also

in the waters, carbon can be absorbed by plants or deposited as carbonate in the

lithosphere.

So, many processes are involved in the carbon cycle and many of them can be

proved and experimented in the classroom. Some of these passages have been

explored within the module according to the Instructional 5E Model.

Phase 1: Engagement

The first part of the module engages the pupils using the game with dice “the

incredible journey through the carbon cycle” [4].

The game involves the whole class: pupils play as carbon atoms. They are

grouped in four groups, each representing one Earth system (atmosphere, hydro-

sphere, lithosphere, biosphere). Each Earth system is physically identified with one

of the room corners. Each Earth system has also its own dice (Fig. 20.1, left). The

dice faces represent the probability of one carbon atom to move to another Earth

system or to sink in the same system like it happens in real. They also bring a brief

description of the reason of the command “stay” or “move.”

The game has a duration of about 5 min (Fig. 20.1, right) during which pupils

roll their dice and move (or stay) to the other systems.

The game is followed by discussions. This part aims to fix on the blackboard the

movements done by the carbon atoms (pupils) during the game. The impressions

and the movements are gathered and written. This is useful to resume in a theoreti-

cal way the processes involved in the carbon cycle. The debate should bring to the

next phase. Rarely pupils are promptly willing to invent experiments or deepening

activities on their own; thus the teacher has the important role to stimulate their

curiosity. A way is to ask pupils in which way they would like to focus on a certain

process or represent that process.

Once they start to think how to do that, doubts and questions begin to rise. They

list the materials and propose the methodology to carry out the experimental part.
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Phase 2: Exploration

In this phase students reproduce one or more phenomena. In the best case, they

develop the practical activity on their own. However, teachers and scientists

support students. In most of the classes, the experiments concerned the exchange

of carbon between atmosphere and biosphere through the observation of

photosynthesizing plants.

A small plant of Hedera helix L. was put under a small greenhouse. The system

was connected to the gas analyzer which measures atmospheric CO2 concentration

instantaneously. The behavior of the plant exposed to sunlight or artificial light was

detected through the observation of carbon dioxide values recorded by the device.

In 15 min it is possible to observe what the plant does when exposed to the light.

After that, the system was placed in the dark (Fig. 20.2). Pupils recorded the CO2

changes during 15 min.

All recorded data were used in the next phase of the module.

The second activity concerned soil respiration (or carbon dioxide emission from

soil). This activity was proposed by the scientist and encouraged by the teachers.

Fig. 20.1 Left: Example of dices of the game “the incredible journey through the carbon cycle.”

Right: Pupils plays the game in the classroom

Fig. 20.2 Pupils observe the carbon dioxide concentrations inside the greenhouse, detected by the

gas analyzer
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This is a hands-on activity which presumes field work in which pupils make real

scientific research (Fig. 20.3). The carbon dioxide in the soil is produced by the

respiration of plant roots and living organisms. Then, it diffuses in the atmosphere

through soil porosity. Therefore, soil physical characteristics and biological mass

are the main factors which control the process.

In this activity, pupils used the gas analyzer for atmospheric CO2 connected to

the gas accumulation chamber. Pupils were assisted by the scientist: they learnt the

functioning of the device and made measurements in the field (school garden).

Pupils were directly responsible for the data recording and had to take care of the

work sheets. Measurements were taken over a long period in order to compare

measurements taken in different seasons or in different soil covers.

In this kind of activity, pupils make experience of the scientist’s field work.

Other kinds of activities concerning the carbon cycle can be run, such as

experiments on the water acidification by carbonic acid, carbonate degradation by

acidic rains, and carbon dioxide produced by combustion.

Phase 3: Explanation

In this phase pupils elaborate the data collected during the exploration (Fig. 20.4).

They interpret the results and find the relationships between the observed variables.

Teachers and scientists give support guiding them during the discussion of results

and providing scientific knowledge and sources like web sites and papers.

In the first experiment, students identified the variables connected to the

exchanges of carbon dioxide between ivy and atmosphere. They learnt that ivy,

like many other species, under a light source absorbs CO2 from the air and in the

dark it produces CO2, by respiration.

Students sometimes face with unexpected results and they have to make

assumptions about the causes.

In the second experiment pupils observed that soil covered by grass recorded

the highest CO2 emissions in comparison to bared soil. They identified also the

environmental variables like soil temperature and soil moisture to explain the

changes of soil respiration over the weeks.

Fig. 20.3 Pupils measure the carbon dioxide emission from the soil of their school garden
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Phase 4: Elaboration

In this phase students should fix the concepts and extend the acquired knowledge to

other contexts.

In this module, they were encouraged to discuss about the results and, guided by

the teacher or the scientist, extended their knowledge to a wider scale.

The discussion, indeed, brought to the definition of ecosystems in terms of their

carbon storage capacity. They learnt that ecosystems can be sink and/or source of
carbon and that human activities play an important role on the alteration of carbon

exchanges between ecosystems and atmosphere. The discussion was the moment in

which pupils made questions and articulated opinions and believes.

Phase 5: Evaluation

This final phase aims to summarize the students’ activities in a final outcome.

The evaluation is done by the teachers who should take into consideration what

has been learnt by the students as well as skills and attitudes (field work, responsi-

bility in carrying on the activities, data elaboration, ability to synthesize and present

the work).

20.5 Discussion

A first challenge concerned the application of IBL in the Italian context which is

still anchored to the teaching through textbooks and frontal lessons even because

there is an ordinary scarcity of equipped laboratories.

The teachers involved in this project (coming from a variety of school typologies

like technical high schools or middle schools) were highly motivated and formerly,

they expressed willingness to learn a new methodology. They were also keen to

attend the courses on communication techniques (organized by the University of

Florence) in order to enhance competences on the relationship of student–teacher

and to learn tools of empowering and self-monitoring. The module on the carbon

cycle was applied by a subsample of teachers.

Fig. 20.4 Pupils elaborate

the data taken from

field work
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The scientist played an important role. He or she was precious in supporting the

teachers and the pupils during the exploration and elaboration phases bringing his

or her experiences and latest results from scientific research. The scientist, together

with the teacher, planned the field work and gave tips and instructions for tools and

protocols.

The challenge of IBL in teaching science at schools is represented by the

limitation of time. Pupils might act and research on their own on a certain subject

but this usually needs teacher’s time to guide their work.

A structured model perhaps limits the pure investigative spirit of pupils because

in a certain way teachers have to decide which activities are feasible and how much

time to spend for them.

On the other hand, pupils seemed to be interested and active during the imple-

mentation of the project. They could make experience of a variety of works and

discover their skills and favorite abilities. Moreover this approach enabled pupils to

interact in work groups and live innovative experiences like real scientific research.

So far, the quality of learning was not evaluated by the researchers, but teachers

were satisfied by the application of the 5E Model. Many studies have evidenced the

positive impact of some level of inquiry in science education especially if the

activities engage pupils in hands-on projects. An improvement of content learning

has been demonstrated thanks to the stimulation of active thinking and more

participation in the investigation [5]. Benefits of hands-on activities include not

only science concept learning but also the improvement of inquiry skills, accuracy

in data acquisition, group work responsibility, communication skills, and student

responsibility for learning.

20.6 Conclusions

This chapter refers to the implementation of the didactic module on the “carbon

cycle” developed within the frame of the project Acariss, which offered to teachers

and pupils didactic modules based on the 5E Instructional Model of IBL. Hands-on

activities are generally very much appreciated by the students, as documented also

from the European project Carboschools, thanks to the stimulation of active think-

ing and more participation in the investigation.

Finally, we may conclude that IBL structured according the 5E Model can be

highly worthy and useful for teachers regardless of the school context.
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Chapter 21

BTEX in the Exhaust Emissions

of Motor Vehicles

Dragan Adamović, Jovan Dorić, and Mirjana Vojinović-Miloradov

Abstract Transportation involves the combustion of fossil fuels to produce energy

translated into motion. Pollution is created from incomplete carbon reactions,

unburned hydrocarbons, or other elements present in the fuel or the air during

combustion. These processes produce pollutants of various species, including

carbon monoxide, soot, various gaseous and liquid vapour hydrocarbons, oxides

of sulphur and nitrogen, sulphate and nitrate particulates, and ash and lead. These

primary pollutants can, in turn, react in the atmosphere to form ozone, secondary

particulates, and other damaging secondary pollutants. Benzene, toluene ethylben-

zene, and xylenes, known collectively as the BTEX group, are an important fraction

of non-methane hydrocarbons and have been found to be ubiquitous in the urban

air. BTEX are known to be toxic and genotoxic and they also actively participate in

the photochemical reactions. This chapter presents the results of research in the

field of BTEX concentration in the exhaust gases of spark ignition engines under

different operating conditions. The aim of this chapter is to obtain a clearer insight

into the impact of different engine working parameters on the concentration of

BTEX gases. Exhausts have been sampled directly at the tail pipe. Detection and

quantification of BTEX concentration levels have been performed by using mobile

GC Voyager Photovac equipped with capillary column Supelcowax 10 and

photoionisation detector. The results indicate high concentration levels of target

compounds, especially in conditions of incomplete combustion simulated by creat-

ing hydrocarbon–air-rich mixtures, low engine load, and low revolutions per

minute of the experimental motor.
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• Carbon monoxide • Soot • Oxides of sulphur • Nitrogen • Sulphate • Nitrate

particulates • Ash • Lead

Nomenclature

SOx Oxides of sulphur

NOx Oxides of nitrogen

Greek Symbols

λ Air–fuel ratio

Acronyms

BTEX Benzene, toluene, ethylbenzene, and xylenes

ECU Engine control unit

GC Gas chromatograph

HC Hydrocarbons

LOD Limit of detection

MTBE Methyl tertiary butyl ether

NMHC Non-methane hydrocarbons

PID Photoionisation detector

RPM Revolutions per minute

SI Spark ignition

VOC Volatile organic compound

21.1 Introduction

Increasing air pollution is one of the most important problems of developed

countries today. Exhaust emissions from motor vehicles occupy a main role in

this pollution [1]. Almost all motorised means of transportation today involve the

combustion of fossil fuels, which produces energy to be transformed into motion.

This combustion is the reaction of the hydrogen and carbon present in the fuels with

oxygen in the air to produce—in the ideal world—water vapour (H2O) and carbon

dioxide (CO2). Neither of these products is damaging to human health. However,

CO2 is the principal gas responsible for the “greenhouse” effect, an increase in the

average temperature of the planet resulting from the trapping of solar energy, with

which the increased presence of this gas in the atmosphere is associated. The more

energy consumed for transportation, the more CO2 emitted. Increase in the average

temperature of the planet is believed to lead to unpredictable changes in the global
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climate, potentially creating, exacerbating, or increasing the frequency of natural

disasters. The combustion of hydrocarbons produces a number of other by-products

more directly damaging to human health than water vapour and CO2. These other

pollutants have three possible origins: (1) the carbon present in the fuel does not

adequately react with the oxygen during combustion, for a variety of complex

reasons, either producing carbon monoxide (CO) or condensing to form solid

carbonaceous particles (soot), a basic component of particulate matter; (2) the

hydrocarbons do not combust completely (or evaporate prior to combustion), and

are released as gaseous hydrocarbons called volatile organic compounds (VOCs) or

adsorbed onto carbonaceous particles, thereby increasing the particulate mass; and

(3) other elements present in the fuel and air (including sulphur, lead, nitrogen, zinc,

and magnesium) also become involved in the combustion process, producing

various oxides of sulphur (SOx), oxides of nitrogen (NOx), sulphate (SO3) aerosols,

and ash—also important components of particulate matter—and lead aerosols.

These by-products directly cause damage to human health, but they can also react

in the atmosphere, producing “secondary” transport pollutants such as sulphuric

acid, sulphates, and ozone, all of which are also damaging for human health. The

type and extent of secondary-pollutant production are heavily dependent on local

atmospheric and climate conditions. Atmosphere and climate, together with urban

form, population densities, and street densities, also influence the extent to which

populations are exposed to primary and secondary pollutants [2].

The degree to which people may be exposed to these primary or secondary

pollutants depends on what kinds of activities they engage in, and where, because

the highest concentrations of pollutants tend to be in urban areas. The relative dose

of the pollutants individuals receive depends on their own physiological conditions

during exposure, and responses to doses can vary from one person to another. The

principal pollutants from the transport sector responsible for adverse health effects

include lead, various types of particulate matter, ozone (formed from atmospheric

reactions of oxides of nitrogen [NOx] and VOCs), various toxic VOCs (for example

BTEX), nitrogen dioxide, carbon monoxide, ammonia, and sulphur dioxide. How-

ever, the proportion of these various pollutants attributable to the transport sector

varies significantly across different cities. Transportation accounts for about 21 %

of greenhouse gas emissions worldwide; it is projected that this proportion will rise

significantly in certain regions such as Europe and Latin America. In conditions of

limited industrial production in Serbia, the traffic is certainly the dominant source

of greenhouse gases and BTEX emissions.

The term VOC refers to a range of non-methane hydrocarbons (NMHCs) which

evaporate at normal surface temperatures. NMHCs are released during combustion

because of the incomplete burning of the fuel, usually because the flame tempera-

ture is too low or the residence time in the combustion chamber is too short.

Changes in engine calibration that increase temperatures and residence times will

therefore decrease hydrocarbon emissions. VOCs are usually regulated as a class

because of their contribution to ozone formation. Ozone seems to impair respiratory

function as a short-run response to exposure, but the long-term effects are less clear;

some pieces of evidence suggest “reason for concern” [3]. The production of ozone
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in the atmosphere occurs through complex reactions in sunlight of VOCs and

oxides of nitrogen (also produced in combustion). Some VOCs also contribute to

particulate formation, by coagulating onto soot and other particles, increasing their

size and mass. In addition, some VOCs are in and of themselves toxic and

hazardous to human health; they include BTEX, polycyclic aromatic hydrocarbons,

1,3-butadiene, aldehydes, and, through groundwater seepage, methyl tertiary butyl

ether (MTBE).

Hazardous BTEX are the simplest alkylbenzenes. They are all liquids at room

temperature and are characterised by high vapour pressures and moderate solubility

in water. BTEX come mainly from anthropogenic sources, and vehicle exhaust has

been recognised as the dominant source in the atmosphere, followed by gasoline

evaporation, emissions from the use of solvents and paintings, leakage from natural

gas and liquefied petroleum gas, etc. [4–6]. BTEX have become the most abundant

component of VOCs in the atmosphere of most urban areas, and their negative

impacts on environmental and public health have already triggered general concern

[7–9]. The components of BTEX are known to cause serious health-damaging

effects in humans. Benzene exposure can cause damage to bone marrow, decrease

in red blood cells, excessive bleeding, and damage to the immune system [10]. Ben-

zene is also a known carcinogen that can lead to leukaemia [11]. Toluene is known

to cause liver and kidney damage as well as disruption of the function of the

nervous system [12]. Ethylbenzene exposure has been found to cause damage to

the inner ear and hearing [13]. The IARC also lists it as being a possible human

carcinogen [14]. Xylene can have effects on the nervous system, and is believed to

cause damage to the kidneys [15]. This chapter presents the results of research in

the field of BTEX concentration in the exhaust gases of spark ignition engines

under different operating conditions. The aim of this chapter is to obtain a clearer

insight into the impact of different engine working parameters on the concentration

of BTEX gases.

21.2 Background: Combustion of Fuel

In a conventional spark ignition (SI) engine, the fuel is, as a rule, added to the air

outside the combustion chamber, via carburetors in older engines and via injection

into the intake manifold before the intake valve in newer engines. Load regulation

of the engine occurs quantitatively, i.e. air and fuel always exist globally in the

same (stoichiometric) ratio; the load is adjusted by adjusting the amount of mixture

via the throttle. In direct fuel injection, the fuel is injected directly into the

combustion chamber. Load regulation occurs in this case both quantitatively and

qualitatively, i.e. via the mixture ratio between air and fuel. Engine performance is

regulated, contingent on the load, through both fuel quantity as well as air mass.

The mixture formation process has the task of creating a mixture distribution

optimal for the combustion process in question, e.g. a mixture which is as homoge-

neous as possible for the normal combustion process and the so-called stratified
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charge for the lean combustion process. The majority of petrol or spark ignition

engines operate on a four-stroke cycle of suck (draw in petrol and air mixture),

squeeze (compress the mixture), bang (ignite the mixture with a spark), and blow

(exhaust the waste gases). For both petrol and diesel engines, complete and

incomplete combustion of the fuel generates a complex mixture of gaseous and

particulate pollutants, many of which are detrimental to human health [16].

21.2.1 The Importance of Air–Fuel Ratio

All of the gaseous emissions vary systematically in air–fuel ratio. This variation is

central to the understanding of recent developments in engine management and

emission reduction.

The chemically optimal air–fuel ratio, regardless of air pollution production, is

called stoichiometric (just the right weight of oxygen to be (exactly) combined with

the available fuel on a molecule-for-molecule basis). This ratio is typically about

14.7 kg of air per kg of fuel, although it varies with fuel composition. At this ratio,

NO production is close to a peak, while CO and HC are both low. With richer

mixtures (lower air–fuel ratio, λ < 1), there is not enough oxygen to fully combust

the available fuel, so CO and HC increase. Less energy is released, so less NO is

created in the cooler conditions. When the air–fuel ratio is increased above

16 (leaner combustion, λ > 1), there is excess oxygen so that CO and HC stay low.

21.3 Materials and Methods

21.3.1 Engine

Engine tests have been performed on a fiat 1.2 SI engine. Table 21.1 lists the engine

specifications and operating conditions used in this study.

21.3.2 SI Engine ECU

For this experimental investigation a special category of engine control unit (ECU),

which is programmable, has been used, in order to achieve different working

parameters. This ECU unit does not have a fixed behaviour, but can be

reprogrammed by the user. The examples include adding or changing of the

turbocharger, adding or changing of the intercooler, changing of the exhaust

system, and conversion to run on alternative fuel. As a consequence of these

changes, the ordinary ECU may not provide appropriate control for the new
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configuration. In these situations, a programmable ECU can be wired in. These can

be programmed or mapped with a laptop connected using a serial or a USB cable

while the engine is running. The programmable ECU may control the amount of

fuel that is injected into each cylinder. This varies depending on the engine’s RPM

and the position of the accelerator pedal (or the manifold air pressure). The engine

tuner can adjust this by bringing up a spreadsheet-like page on the laptop where

each cell represents an intersection between a specific RPM value and an accelera-

tor pedal position (or the throttle position, as it is called). In this cell, a number

corresponding to the amount of fuel to be injected is entered. This spreadsheet is

often referred to as a fuel table or a fuel map. By modifying these values while

monitoring the exhausts using a wide-band lambda probe to see if the engine runs

rich or lean, the tuner can find the optimal amount of fuel to inject into the engine at

every different combination of RPM and throttle position. Figure 21.1 provides a

schematic view of the equipment used in the experimental studies.

Target VOC compounds (benzene, toluene, ethylbenzene, and xylenes) have

been sampled directly at tailpipe and analysed in exhaust air samples by Perkin

Elmer Photovac Voyager-mobile GC. The Voyager uses the principles of gas

chromatography (GC) to separate and identify VOCs. The Voyager mobile GC

employs a unique set of analytical columns and preprogrammed temperatures and

flow rates to optimise the separation of complex VOC mixtures found in exhaust

gases. The sample components become separated from one another as they are

carried through the column due to the differences in their rates of interaction with

the sorptive material. For the separation of sample components Supelcowax

10-Polyethylene glycol (PEG) column has been used. The target VOCs have been

identified by GC retention times in comparison with authentic Messer standards.

Ideally, each compound will be retained in the column for a different length of time,

having a unique retention time (benzene 284.3 s, toluene 482.0 s, ethylbenzene

825.1 s, p,m-xylene 854.4 s, and o-xylene 1,105.0 s). Photoionisation detector has

been used for detection of target compounds. The limit of detection (LOD) of the

applied method is 0.01 ppm.

Table 21.1 Main

engine data
Engine parameter Description

Engine model Fiat 1.2

Engine type In-line, 4-stroke

Total engine displacement 1.1 L

Firing order 1-3-4-2

Valves per cylinder in tale/exhaust 1/1

Aspiration Atmospheric

Injection system Multipoint

Peak power at 6,000 RPM 40 kW

Peak torque at 3,500 RPM 60 Nm

Engine speed 1,000–6,000 RPM

Testing load range 10–50 %

Fuel Euro premium

338 D. Adamović et al.



21.4 Results and Discussion

The first series of measurements has been conducted at engine load of 10 % and a

speed of 3,000 RPM. During the implementation of measurements lambda value

was varied in order to determine the correlation between the concentration levels of

BTEX compounds and different combustion conditions. The results of the first

series of measurements are shown in Fig. 21.2.

Obtained results indicate high concentration levels of all pollutants from the

group BTEX, especially benzene and toluene. With the increase of air–fuel ratio,

decrease in concentration levels of BTEX has been observed as a result of a more

powerful combustion in the presence of air excess. It has also been observed that at

a given engine load and RPM, concentration levels of toluene have been twice

higher in comparison to the benzene concentrations. During the implementation of

measurements lambda value has been changed and controlled by ECU. Concentra-

tion levels of BTEX compounds have been in range from 2.305 to 81.300 ppm.

A second series of measurements has been carried out under conditions of

considerable increase in engine load and the same speed as in the previous series

of measurements. These results point to the high concentrations of BTEX

compounds in exhaust gases. Motor load increase has resulted in reduction of the

concentration levels of BTEX compounds in comparison with the previous series of

measurements. The results of second series of BTEX measurements are shown in

Fig. 21.3.

Concentration levels of BTEX compounds have been in range from 3.292 ppm

for o-xylene to 63.300 ppm for toluene. The increase of the engine load has resulted

in the reduction of BTEX concentrations.

Fig. 21.1 Schematic layout of the experimental setup: 1 engine, 2 dynamometer, 3 dynamometer

controller, 4 high-speed data acquisition board, 5 pressure transducer, 6 optical encoder, 7 ECU,

8 computer
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Next series of measurements has been carried out under conditions of slightly

higher RPM (3,500) with the unchanged value of engine load (10 %). The results

are shown in Fig. 21.4.

The results indicate that the increase of speed by 500 RPM, at the same load,

does not significantly effect the change in concentration levels of BTEX

compounds. Concentrations of target compounds have been in range from 3.125

to 102.000 ppm.

Fig. 21.2 The results of BTEX measurements at the engine load of 10 % and 3,000 RPM

Fig. 21.3 The results of BTEX measurements at the engine load of 30 % and 3,000 RPM
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21.5 Conclusions

Transport emissions include greenhouse gases, most notably CO2, as well as

particulate matter, lead, nitrogen oxides, sulphur oxides, and VOCs, all of which

have negative impacts on local and often on regional levels as well. We cannot

ignore the presence of aromatic organic compounds in exhaust emissions due to the

proven harmful effects to human health and the environment. In interpretation of

the experimental results it is important to note the following facts:

• The unambiguous conclusion is that the increase of lambda value reduces the

concentration levels of BTEX components.

• Concentration levels of toluene have been twice higher than the concentration

levels of benzene at λ ¼ 0.85. With the increase of lambda value this ratio

decreases.

• Increasing the engine load, at the same RPM, reduces the concentration levels

of BTEX.

• The speed increased by 500 RPM on the same load does not significantly effect

the change in concentration levels of BTEX.

The data obtained as a result of experimental research in this chapter finds its

application as a basis for the development and improvement of detection and

propagation models of ubiquitous BTEX by GC/PID as a completely new method.
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Fig. 21.4 The results of BTEX measurements at the engine load of 10 % and 3,500 RPM
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Chapter 22

Construction Criteria for the Sustainable

Ecosystem

Necat Ozgur

Abstract During the present global warming process it is taken for granted that

human activities whereby ecological balance or the integrity of ecosystem is not

considered cannot be sustained after a while. Various new economic structures,

namely, eco-agriculture and ecotourism which claims integration with the ecologi-

cal balance, are increasing in time. Eco-building or eco-construction is now under

consideration in the construction sector to contribute to the life quality in the planet.

It is observed in every part of the world that several big investments that have

destroyed the ecosystems are no more allowed to be used and that the resources

exploited for their realization have been wasted. Many wrong investments could

have been prevented if it were possible to price the environmental losses incurred in

the feasibilities that dwell on simple cost/benefit ratio, disregarding the environ-

mental constraints of the economy. However, engineering should also challenge the

nature in search for the solutions to meet the basic requirements of the mankind.

This chapter tries to give some approaches towards the ecological balance concept

to be followed up in different implementations of the construction sector for an

acceptable “environmental impact assessment.”
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22.1 Introduction

Organisms are systems operating together with their physical environment by the

transfer of material and energy. Such a functional structure that has attained internal

dynamic equilibrium is called “the ecosystem.” The number of individuals who are

satisfied by the natural resources to survive a qualified living is called the “carrying
capacity” of the region for the certain species.

The chain of “technological progress-population increase-diversified economic

life” has given way to new implementation types to support the overlapped urban

carrying capacity, by artificial ways. Urban life which is characterized by intensive

human settling necessarily brought in the concept of “physical planning” as the first

issue to tackle the overcapacity problems. Planning is still not necessary in the

rural area.

In the beginning of the twentieth century when world population has reached

two billions, wastewater treatment starts as a remedy to increasing overcapacity.

Then (in the middle of the century with the world population of three billion)

sanitary landfill and towards the end—with six billion to take care of—desalination

for drinking water are under way. Natural ecosystems, defined as the functional

structures with internal dynamic equilibrium, have been replaced by new ones

designed by very fine calculations.

Let us recall: Before urbanization, the carrying capacity of the world was not
under threat. Like all creatures mankind also did not follow up special precautions
for the provision of the needs, nor for the disposal of the wastes. When it became
necessary to look for solutions to the problems of overlapped carrying capacity,
engineering underestimated the ecology.

Ecology, the science investigating the interaction of organisms with each other

and with nonliving things, warns that chain reactions follow, once an ecosystem has

been disturbed. The sustainability of the relation of settlement places with natural

ecosystems necessitates serious scientific investigation.

It is not a must to go to extreme ecological examples like the so-called eco-town

or Cittaslow in order to be happy in the urban life. It is sufficient if we can follow an

investment planning to apply the principles of ecological balance in our ecosystem.

The balance must also include services for other species that we share our

geography with. In this respect it is worth mentioning that living area access for

various wild species is achieved by “ecological corridors.” Human access might as

well be limited to rare regions of biodiversity announced as “sensitive zones.”

The high probability of threats to the life quality encountered in the engineering

techniques has become the subject of the “environmental impact assessment” (EIA)

studies since 1970s. EIA is aimed to find out the dimension of the risk that is created

by an investment to the sustainability of the ecosystem and to prevent the environ-

mental hazards of investments during the construction and operation phases.

Construction is an inevitable human activity that is also not friendly with nature

and environment. However, the level of human knowledge and sensitivity achieved

as the result of bad experiences must overcome this contradiction that had an
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antagonistic character by now in disturbing the landscape, air, and water and land

sources. Basic principles should be set forward to diminish the hazards to tolerable

levels.

Several systems and models proposed in the following sections are oriented

towards sustaining the ecological balance—disturbance of which is a main factor of

global warming—during the construction process.

22.2 Engineering and Ecology

22.2.1 Background

The main ecological balance issue is to search for the means of consuming the CO2

emission incurred in all human activities. This emission is highly remarkable in the

construction sector due to the intensive use of the heavy equipment.

Protection of landscape and wetlands, maintaining occurrence of natural pro-

cesses, planning proper commissioning phases, waste reduction, reuse, recycle, not

making concession in the quality criteria, risk assessment, and realistic and bank-

able feasibilities are the other tools in the sector that help hinder climate change.

Systems and models to approach these tools and avoid environmental destruc-

tion are discussed herewith.

22.2.2 Eco-Design

The vital importance encountered in the relation of the building and the ecosystem

has lately been the prerequisite of the civil engineering designs. The fuel and waste

management during the construction–operation phases must guaranty the confor-

mity with the nature (by definition, nature is the medium where human activity

should not result in any impact) and with the environment (defined as the nature

exploited by the mankind). Below is a simple example to explain the impact of the

disturbance of ecological balance in civil engineering, in the small ecosystem of a

construction site:

Kralkizi Dam construction in southeast Turkey started in 1985. Site buildings were

assembled; construction machinery began to work. To the surprise of the site people,

mice covered the entire site in a short time. People were not able to sleep on their beds.

Then it was understood: The operation of heavy excavation equipment scared the snakes,

forcing them to leave the territory. The mice free from their predators were overpopulated

and had to look for food in the places where site people lived. Then, a new ecosystem had to

be developed in order to survive in the construction site, by bringing cats from neighboring

settlements into the site.
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It is observed in all parts of the world that various big investments that disturb

the ecosystems cannot be used after a while, which means that resources have been

wasted. It is known that many heavy industry and mining investments in the

developed countries have been stopped for this reason, shifting this sector to

other countries where environmental sensitivity is still not the governing factor.

The way to have sustainable investments is to integrate the feasibilities with nature-
and environment-oriented site selection and proper technology and precise man-

agement methods, beyond the cost of only “digging the land.” Economy is in the

ecology!

Presently, each engineering branch—apart from environmental—is learning and

implementing protection and pollution prevention techniques in its area. “Mine area

rehabilitation” has become the main course in mining engineering. “Evaluating

saline aquifers for CO2 disposal purposes” in petroleum engineering is researched.

The need for solution to land and groundwater contamination by means of rehabili-

tation design has created a new civil engineering branch, geo-environment. If

realistic material equivalents of environmental losses were assigned in the

feasibilities, many wrong investments would have been prohibited before start.

The idea of pricing environmental losses through EIA approach can now be applied

by several methods, namely, “minimum discharge,” “willingness to pay,” and

“contingent evaluation” [1].

We are in a medium where a variety of international widely echoing environ-

mental agreements are being signed [2]. A period marked with nature and

environment destruction has possibly come to an end at least in certain geographies.

The period that hopefully is over was no doubt connected to production types

motivating wild earnings, beyond only ignorance.

22.2.3 The Ecological Balance to Be Considered
in the Constructions

To secure the condition of sustainability of the interaction between the ecological

balance and the engineering structures, detailed studies interpreting the

opportunities rendered by the hi-tech period we benefit have to be done within

the framework of resource economy and ecosystem consideration.

However, it is a fact that investment is not composed of just the technology and

the ecology dimensions. The public is to be sufficiently trained on environmental

values, to put the public pressure when necessary. Modern projects of excessive

CO2 emission and awful resource wastes without any ecological concern like the

indoor ski hall or man-made islands—now under threat of sinking—in a rich hot

country (Fig. 22.1a, b) where latest technologies are tested indicate how environ-

mental exploitation is shifted to parts of the world with low level of public

awareness.
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The concept of ecological balance in civil engineering is installed into the

student’s mind with the (transverse and longitudinal) “cut-and-fill” equilibrium

requirement which may be the main issue to decide on the alignment in the highway

design. This awareness must prevail in every area covered by the engineer. There

will be some radical change in the look of our profession to the concept of balance,

in case various branches of science mainly biology take place in engineering

education.

The most important ecological balance in the global sense can be attained by the

landscape design favoring sufficient photosynthesis to utilize CO2 emitted during

construction–operation phases. This is especially crucial in inlands which lack the

microorganisms of oceans that contribute to the atmospheric balance with their high

O2 production rate. It is also to be mentioned that the CO2 to come out from the

respiration of the plants at night is negligible in increasing the atmospheric pollu-

tion, whereas the O2 produced by the plants during photosynthesis can really help

reset the balance.

The processes in the world, the largest ecosystem, necessitate that the

investments in the regions without sufficient plant cover must be buffered by

constructed forests and/or vegetation that will emit O2 during their photosynthesis,

using the CO2 produced by the construction equipment and later by the operations

of the power plants, factories, and houses. That is, O2 “from the emission of

photosynthesis” must at least be equal to CO2 “from the construction and operation

activities.”

Besides this general equilibrium formula, the engineering projects may tackle

with various balance problems in their small-scale ecosystems. There is certainly

something to be said especially for the concrete mix, from the viewpoint of

ecological balance. Easy but threatening way of producing construction materials

in civil engineering whereby basic balance issues are neglected is schematized to

indicate the negative consequence in the arrow direction:

“Sand-aggregate excavation” ! “Coastal loss”

Millions of tons of sand-aggregate used each year to produce concrete are

obtained somehow by preventing the natural process. Extraction of this material

from riverbeds increases valley erosion and coastal loss as a result of the decrease in

Fig. 22.1 (a) Dubai Indoor Ski center, (b) Dubai Palm Islands [4]
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the alluvial feeding in the deltas where rivers meet with the sea. This is a direct

impact on the agricultural activity of the delta.

The environmentalist alternative for concrete production is to use crushed stone

from the stone pit as concrete aggregate as shown by the below consequence chain:

Rock excavates (open/tunnel) ! Protected landscape + Provision of aggregate

It is to be added that ecological quarry administration must also take into account

preserving the sight during the operation period and landscaping at the end of the
operation period. This is something written in the regulations but still many

highways have such disturbed quarry sites within their horizons.

It will be a milestone in environmentalist construction engineering if a design

approach prevails whereby an interior balance of “rock excavation-crushed stone-

concrete aggregate and stone fills” is attained in big construction projects. This

simply means a kind of closed system where all excavated rock is used in concrete

and in designed stone fills, not taken to dump areas.

Had we realized the Black Sea Motorway by this approach in Turkey, how

different our observations would have been now? Our beautiful valleys would not

be sand–gravel quarries; the farmers of the valleys would not sit in the coffee

houses spending their expropriation income; the coasts would not be banned to

pedestrians by the road embankments under the protection of easy-solution sight-

polluting products, the so-called the spurs (Fig. 22.2). We would have owned a

monumental engineering work of art oriented behind the settlements passing

through tunnels and viaducts. The excavated rock of the tunnels would be

transformed to concrete aggregates. The loss of environment and landscape has

never been reflected in the feasibility of this motorway.

The Drammen Harbor in Norway is a brilliant example that goes back to 1961,

for the material balance in construction. A 7 km long spiral tunnel had been

excavated from the sea level to the summit to use the excavated rock as harbor

embankment and crushed stone for the concrete.

The tunnel later has become a highway with six spirals to reach a nice-view park

area attracting visitors. The landscape of the hillside previously planned for the

open pit has been protected. Thanks to public awareness, an integrated project is

realized whereby transportation and recreation have been solved together, without

any impact to the nature (Fig. 22.3).

Fig. 22.2 Spurs of the Black Sea Motorway (upper right: place in Turkey) [4]
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22.2.4 The Wetland Balance

A wetland in an ecosystem has a vital function. The main issue of balance is the

enormous capacity of the microorganisms in a wetland to contribute to the O2

content of the medium. The reeds of the wetland provide the natural treatment of

the agricultural and household pollution of the region. The birds, natural visitors

of the wetland, keep the insect population in balance. The balance is also valid for

the hydrologic cycle in water collecting capacity.

In Ankara a project supported by international funds to reconstruct the Temelli

Lake (Fig. 22.4) was realized in 2007, upon the insect problem that could not be

handled when birds left the region after draining the lake for land development

purposes in 2004. (There are engineers—underrating the ecology and landscape

dimensions—who think that shortening the distance by aligning the road in the

middle of the lake is economic.)

Fig. 22.3 Harbor and undisturbed general view at Drammen–Norway [4]

Fig. 22.4 Reconstructed Temelli Lake–Ankara (upper right: place in Turkey) [4]
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The Amik Lake in Hatay—Turkey was dried in 1950s to obtain land for

agriculture and for building airport. The airport was out of service for months in

early 2012 after a flood inundating the region (Fig. 22.5).

22.3 Environmentalist Approach in Various Constructions

22.3.1 Network Projects

The importance of planning the construction stages of network projects such as rail

systems, roads, sewerage, and water distribution from the ecological and economic

viewpoints, once the main design has been decided on, must not be underestimated.

In rail systems, “synchronous start and completion of several lines together” is a

spendthrift logic. The financial, managerial power and urban operational comfort

are so arranged that a line will be opened, and with its income the other line will

start without hindering the urban life in all directions. In the Moscow subway which

is said to be the most developed underground network, new lines in the develop-

ment areas are still and continuously constructed and added to the main system with

only minor disturbance to the public.

Urban water distribution must follow the logical link below:

“Source (treatment) ! collector ! distribution”

On the other hand, sewage disposal system must start from the end point:

“Wastewater treatment plant ! collector ! distribution”

To emphasize the importance of the construction stages, a case frequently met in

small settlements is to be revealed: Local administrators, who like to appear

hardworking, allocate the limited finance opportunities to sewerage networks

before the treatment and the collector construction so that they may commission

Fig. 22.5 Flood in Hatay airport (bottom left: place in Turkey) [4]
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the system in a short time. However, wastewater is collected without being treated

and sent to the receiving medium with concentrated contamination, to result in an

unforeseen environmental disaster, in opposition with the purpose of the

investment.

22.3.2 Energy Investments

It is not foreseen that sufficient quantity of renewable energy (the inconvenience

regarding the noise and the landscape contamination should not be underestimated

while evaluating the clean energy sources like the wind) will be produced to

meet all the human requirements in near future. Therefore we will survive together

with unclean energies. Appropriate precautions for ecological balance have to be

taken against the hazards of such energies.

Let us start with nuclear plants that produce energy by the steam coming from

the boiler to rotate turbines with the principle just as the same as the other types of

thermal plants. The heat necessary for this process is the result of exothermic

nuclear reaction that does not emit CO2 opposite to the other thermal power plants

burning fossil fuel.

We have assigned the most beautiful and untouched coasts of Turkey for nuclear

plant building: Sinop and Silifke (Fig. 22.6). There is a coastal obligation in site

selection due to the cooling water need. The negative impacts of this issue to the

marine ecology including various professions, mainly the fishery, are inevitable.

Let us assume that the feasibility of the nuclear power plant is positive in spite of

the price and safety factors. Do we not have coasts already broken down? Why not

the abandoned open coal mines on the Black Sea coast of the European part of

Istanbul (Fig. 22.6), if a technology comprising high safety is going to be used! This

region is close both to the industrial and consumer centers. Moreover, its environ-

ment destroyed as a result of previous activities will possibly be rehabilitated

through new investment. However, this does not solve the problem; the disposal

plans of the nuclear waste should also satisfy the public.

The extraction and combustion of fossils that stay in bottom layers of the Earth

harmlessly is a direct threat for the CO2 balance in the atmosphere. This source

which previously has given way to welfare increase by the production blowup as of

the industrial revolution now makes the world uninhabitable, by global warming.

Interesting chats are heard regarding oil production, like for instance “oil price is

increasing, so to extract deeper oil will be economic.” Petroleum and its products

have certain calorific values. The basis of evaluation must be the calorie value

rather than the monetary value of the efforts to bring these materials ready for use.

If you spend two calories from a cheaper source in order to attain oil of one-calorie

value, you waste the resources and contribute to the global warming.

Imported coal with high calorific value has been added to the fuels of our thermal

power plants besides the imported natural gas and oil. There is a strong objection to

the usage of low-calorie lignite abundant in our country because of the sulfur and
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exhaust gas pollution related to this fuel. Such issues must be well investigated by

experts not influenced by lobbies. In essence, the “fluidized bed” technology

replacing the “flue gas desulfurization” has brought the waste levels to sustainable

ratios.

More than half of our electricity production is realized by the natural gas plants.

The agreements of natural gas purchasing have to be made on daily fixed quantity.

However, the consumption is mostly in the winter period. Adopting the natural gas

as the main item of our electricity production is a political conformism and

weakness. Instead, the quantity necessary for heating must be the basis for import,

the excess to be used in electricity production during the warm months.

How clean are the renewable sources? The destruction of nature caused by the

plants built for exploiting the potential and/or kinetic energy of water may end the

“green” characteristic of this energy, as in the Coruh Basin in Turkey.

The reality that there will be no place for rafting and for scarce local products of

this microclimate such as tomato and olive that will no more be grown upon the

completion of the projects in the Coruh Basin which is going to be a continuous lake

system instead of the high-discharge 376 km long Coruh River (Fig. 22.7) is not a

phenomenon to pass over lightly, saying “energy benefit is higher than the loss of

tourism and agriculture incomes.” The river will not flow any more. Who knows

what we are going to face with after years, upon a vanishing ecosystem and a living

style? The main idea in such basin planning should be the integrated regulation of

flood prevention, energy and landscape issues, and protecting the human activities

of the region in a certain ratio, instead of 100 % regulation of flowing water.

It is an ecological must to clear off vegetation in the reservoir area of the dams

before filling the reservoir, both for recycling and for prevention of CO2 emitting

for years. In dam body design, the criterion for the material selection must be

“minimum intervention to nature” instead of “easiest access.” The logical

Fig. 22.6 Nuclear sites planned on Turkey coasts (bottom left: picture from proposed site) [4]
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conclusion of this proposal is to use rock derivatives like cement instead of erosion

products like clay, sand, and gravel to attain the stability with less quantity.

In river-type power plants the minimum water needed for natural life in the bed

between intake and tail water, called the ecological water, should be reliably

calculated. Energy production must be planned with respect to the net flow.

22.3.3 Industrial Investments

“Integrated Pollution Prevention and Control,” IPPC, principles [3] have been

formed as a directive, to state the main rules of permission to be applied to the

industrial plants in the EU. All environmental performances such as the emissions

of the plant to air, water and land, waste formation, raw material use, energy

efficiency, noise, accident prevention, and risk management are taken into consid-

eration by this method in advance, before the operation phase.

The concept of industrial ecology that covers environment, economy, and

technology together now presents the principles of transferring the resources to

production without damaging natural ecosystems. The main approach is to trans-

form the production process from the “open system producing waste” to the “close

system using wastes as input,” instead. The construction sector should adopt this

principle in all aspects. Engineers can easily follow these in the sites: Tire wastes

can be additives in asphalt material. Demolished concrete can be used as aggregate

in low-strength concrete.

Fig. 22.7 Coruh Basin dams (upper right: Basin’s place in NE Turkey) [4]

22 Construction Criteria for the Sustainable Ecosystem 353



22.3.4 Irrigation Schemes

The underestimation of the balance of incoming-discharge water in the irrigation

sources results in environmental disasters in many implementations. The Aral Lake

in Central Asia, once fourth big inland sea of the world, is almost completely drying

up. The resource of the lake, Amuderya River, has been diverted to Karakum

Channel for irrigation of the Karakum Desert to grow cotton, leaving almost no

water neither in the lake nor in the channel, in time (Fig. 22.8).

Several lakes have also been dried in Turkey with similar reasons. Streams

flowing to the Apolyont Lake in the Marmara Region have been diverted to

channels ending Lake’s crayfish economy, just to favor the irrigation of some

thousands of hectares.

Basin diversion may have more significant impact if underestimated: Now water

is going to be transmitted by the Mavi Tunnel from the Goksu Basin to support the

Konya Plain in Central Turkey where the groundwater level excessively dropped

down as the result of wrong agricultural policies. No one deals with how to

compensate the inevitable water and alluvium loss of the Goksu Delta (Fig. 22.9)

following this operation.

22.3.5 Transportation

Build–operate–transfer (b.o.t.) method is highly relied upon in the transportation

sector. This may make the investment more costly for a country in the absence of

positive feasibility and competition. The efforts to increase bankable feasibility will

Fig. 22.8 Amuderya River–Karakum Channel (upper left: Aral Lake after diversion) [4]
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not necessarily be compatible with the total benefit of the society. Let us investigate

the near-future Istanbul projects (Fig. 22.10). The third bridge—deriving only 4 %

of the drivers—which is too far north from the center of gravity of the city transport

has not attracted the investors. The Black Sea–Marmara canal does not include any

incentive for tankers to shift their routes. The third airport (it is not known if it will

be a b.o.t. project) is planned at a remote place that passengers will not prefer. Is it

not a market failure?

Fig. 22.9 Goksu Basin and Delta on Mediterranean (upper right: Delta’s place in Turkey) [4]

Fig. 22.10 Sketch of Istanbul projects (upper right: Istanbul–Izmir Motorway) [4]
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It is declared by officials that 2 one-million-population cities (one in Europe and

the other in Asia) are planned in the vicinity of the third bridge piers to make it

feasible for the investor. Moreover, profit guaranty will also be secured. The bridge

will be joined to the canal by a highway. Two sides of the canal will also be

populated to use the land rant in the canal investment. The third airport’s location

will be justified when the canal project is accomplished together with the

settlements. Three very big projects without solving Istanbul’s transportation

problems will have increased the population by at least three million, thus

multiplying the problems as well. Their ecological impacts have never been

discussed by now: the loss of forests, loss of water basins, loss of fish life, and

unresolved marine movement. It is not decided where to dump the 200 million m3

excavated canal soil. Let us propose to dump them into the sea to form two new

islands (one in the Black Sea, the other in Marmara).

On the contrary, the Istanbul–Izmir Motorway attracted interest of investors

(Fig. 22.10). It will start once the EIA problem has been resolved. However, it is for

sure that the b.o.t. solution is more expensive compared with public tender process.

Investors do not care about high interest rates of banks on credits because of the

presumed very high user prices due to the Izmit Bay Bridge at Gebze that decreases

the travel time by 1 h. Another type of market failure!

22.3.6 Services

The settlement planning in the towns must reflect lines to make people feel that they

are part of the nature. Settlement is to take place on the slopes, not on the summits

or in the valley bottoms. Thus, the infrastructure is secured and the individual

perceives the surrounding topography while looking around. Even such simple

settlement rules may also control global warming.

The unplanned housing that we underrate in our country is generally composed

of houses respecting each other and well adjusted to the topography. Look at

those built as “urban transformation” (Fig. 22.11a, b) where parcel settlement rights

are excessively increased! Ask yourself where you would prefer to live in, the

high rise or the unplanned. If urban transformation has been made protecting

Fig. 22.11 (a) Fikirtepe–Istanbul, (b) Mamak–Ankara [4]
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the human character of the old tissues, all society would have benefited instead

of the speculators.

We are surrounded by buildings which do not reflect the quality criteria in the

construction sector, namely, the performance, reliability, durability, accessibility,

and aesthetics. Quality assurance and control are still not applied in the regular

sense. Consequently, insurance will be either too expensive or a losing sector.

The missing items regarding safety tolerated in buildings are calls for disasters.

The media is full of news about buildings collapsed due to after-interventions to the

main frame, burnt buildings due to fake electrical ware, and many more. Cinema

halls converted from underground parking places which will be graves of hundreds

in panic operate in front of the municipality officials. This is the “reliability” side.

The “accessibility” factor must remind us how the N.Y. World Trade Center, a

sample for perfection in the building technology, failed during the 9/11 attack when
3,000 people died.

Many things can be said on anomalies regarding the environmental health of our

buildings. Incentives for ecological design approaches such as solar energy-

supported house heating systems and rain water collecting for garden or cleaning

needs do not take place in the specifications of our municipalities.

It is a fact that the expenses made by the building residents for repairing all kinds

of insulation like water, heat, and noise which is the first principle of ecological

approach will pay back after the first season. In our ten-house building we have

made 15 % economy in fuel, just by changing the leaking valves of the heating

system.

22.4 Results and Discussion

The negative impact of the construction activities on ecosystems triggers global

warming. The basic factor causing the ecological imbalance is the CO2 emission of

the heavy machinery.

Investments must be buffered by constructed forests and/or plants that will emit

O2 during their photosynthesis with the CO2 they receive from the surrounding

produced by the construction equipment and following operations of the power

plants, factories, and other buildings commissioned. The landscape design of the

construction projects of all type and scale must secure this balance on a computa-

tional basis as a basic EIA requirement. However, nuclear sources which do not

emit CO2 are still far from being reliable in that their fuel and waste management

have not been fully resolved yet.

Generally speaking, proper site selection, correct technology, and precise man-

agement techniques must govern investment strategies to secure the ecological

balance whereby global warming components can be controlled.

Production sector must shift from the “open system producing waste” to the

“close system using wastes as input.” In the construction sector there are also other

special methods and models to follow, shown as the results of below discussions.
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The environmentalist alternative for concrete production is to use the crushed

stone from the stone pit or tunneling as the aggregate of the concrete, as indicated

by the chain “Rock excavation ! Protected landscape + Provision of concrete

aggregates,” to overcome “Riverbed sand-aggregate excavation ! Coastal loss”

consequence. Significant physical balance issues have to be followed up, in order to

secure the sustainability of the resources. Millions of tons of sand-aggregate used

each year to produce concrete are obtained in a way hindering the natural process.

Extraction of this material from riverbeds increases valley erosion and coastal loss,

resulting in decrease in the alluvial feeding of the deltas. This is a direct impact on

the agricultural activity of the lands in the deltas.

Wetland in ecosystems also has a vital function. Moreover, the wetland balance

is another significant factor for the favorable hydrologic cycle in flood protection

with its high water storage capacity.

The role of “planning the construction stages” of network projects such as rail

systems, roads, sewage, and water distribution must not be underestimated in

feasible commissioning. In urban rail systems, only when a certain line is completed,

the construction of another line is to start so as to be financed by the income of

the commissioned line. Similar logic is true for other networks: Urban water

distribution must be implemented in the order “source–collector–distribution” and

sewage disposal must follow the order “treatment–collector–distribution.” Other-

wise, economic and ecologic wasting of public resources is inevitable.

Appropriate precautions for ecological balance have to be taken, knowing the

hazards of unclean energies with which we will have to survive together for years.

Destruction of nature caused by the improper hydropower plants built for exploiting

the potential and/or kinetic energy of water may also end the “green” characteristic

of this energy.

Balance of incoming-discharging water is to be secured for the sustainability of

resources in the irrigation schemes. River basin diversion will certainly have even

more significant impacts on the environment if downstream conditions are

underestimated.

B.o.t. method is highly relied upon in the transportation sector. This may make

the investment more costly and environmentally unfriendly for a country in the

absence of positive feasibility and competition.

“Urban transformation” aimed to modernize buildings, where parcel settlement

rights are excessively increased compared to the present unplanned low-intensity

dwellings, will, on the contrary, result in a crowded unhappy society in increased

global warming.

The quality criteria in the construction sector which still misses the proper

quality assurance and control techniques in implementation should take the ecolog-

ical balance into consideration, as well. In this respect, incentives for ecological

design approaches must take place in the technical specifications of our

municipalities, to include the contributions of renewable energy sources, rainwater

usage, and recycling in the urban parcel settlement.
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22.5 Conclusions

A period marked with nature and environment destruction has possibly come to an

end at least in certain geographies. The period that hopefully is over was—beyond

ignorance—no doubt connected to production types motivating wild earnings.

Many wrong investments would have been prohibited before start, in case realistic

material equivalents of environmental losses were assigned in the feasibilities. The

historical weakness of the mankind is repeated in environmental issues too: we

started to think of the resolution, only when we were actually faced with the trouble.

The main issue in “construction factor in global warming” is that the “investor’s

feasibility” is not necessarily the feasibility of the whole society which we can

name as the “total feasibility.” Cost–benefit evaluation of the investor has no

meaning for the whole community and in struggle with “global warming” if the

costs do not include the loss of natural and environmental values as a cost item in

the feasibility studies. Engineering must include the “ecological approach” in

solving the problems of the mankind with its “struggle with the natural forces.”

This appears to be the basic contradiction.

A radical change in the look of civil engineering to the concept of ecological

approach or rather ecological balance may occur if—as the first prerequisite—in the

education phase, biology as a basic course—like chemistry and physics—is

included in the schedule. The engineer, above all, should gain the ecological

awareness.

It is strange that the mankind with an unpleasant experience in environmental

protection shifts hazardous investments to some parts of the world with low level of

awareness. However, nature has no borders. The single atmosphere we live under is

a source of threat to all mankind and nature, not only to those who are responsible

for the global warming. One final word to those who underestimate world ecology:

Now, science works on measuring and preventing possible impacts of total

activities in the world to the space system, by the methods of “galactic ecology.”
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Chapter 23

An Approach to Assessment of Sustainability

of Energy Systems

Kevork Hacatoglu, Marc A. Rosen, and Ibrahim Dincer

Abstract Measuring progress towards sustainability is an important step in

achieving sustainable development, but a standard and universally accepted

approach for measuring sustainability does not yet exist. Here, a sustainability

assessment methodology for energy systems is developed based on a systems

approach. A set of 22 indicators is identified that link a community energy system

to technology, economy, society, environment, and institutional subsystems. The

new approach is illustrated on a gas-turbine power plant and a single-flash geother-

mal steam power plant. The results of the sustainability analyses demonstrate that

the gas-turbine power plant is more technologically sustainable but its renewability

and environmental impacts are serious concerns, while the single-flash geothermal

steam power plant rates well with the society and environment subsystems although

reliability of energy supply is identified as an area where improvement is necessary.

The new sustainability assessment methodology is expected to prove useful as a

tool for understanding and fostering sustainable energy systems, alone or in concert

with other approaches.

Keywords Sustainability • Energy • Sustainable development • Sustainability

assessment methodology • Technology • Economy • Society • Environment • Insti-

tutional subsystems • Gas-turbine power plant • Geothermal
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CRF Capital recovery factor
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h Specific enthalpy (kJ kg�1)

HHV Higher heating value (kJ kg�1)

i Interest rate

_m Mass flow rate (kg s�1)

N Plant lifetime (year)

P Pressure (kPa)
_Q Heat rate (kW)

s Specific entropy (kJ kg�1 K�1)
_S Entropy rate (kW K�1)

T Temperature (K)
_W Work rate (kW)

Greek Letters

η Energy efficiency

E Exergy efficiency

Subscripts

0 Reference environment

C Compressor

T Turbine

D Destruction

Gen Generation

Acronyms

ARI Advanced Resources International

CFC Chlorofluorocarbon

EROI Energy return on investment

ESI Environmental Sustainability Index

ExROI Exergy return on investment

GHG Greenhouse gas

IAEA International Atomic Energy Agency

IPCC Intergovernmental Panel on Climate Change

UOIT University of Ontario Institute of Technology

WCED World Commission on Environment and Development
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Chemical Compounds

CH4 Methane

CO2 Carbon dioxide

CO2e Carbon dioxide equivalent

NO Nitric oxide

NO2 Nitrogen dioxide

NOx Nitrogen oxides

SO2 Sulfur dioxide

23.1 Introduction

The struggle to achieve a sustainable society is not unique to the modern age.

Sustainability has been a goal since the earliest human civilizations. Ever since the

Neolithic Revolution approximately 10,000 years ago, when human beings

transitioned from mobile hunter-gatherers to agriculture and settlements, the

sustainability of the local lifestyle has been essential to avoid societal collapse.

A classic example of how an unsustainable lifestyle can lead to societal collapse

is that of the Polynesians on Easter Island. The inhabitants of Easter Island

exhausted the resources of their remote habitat at an unsustainable rate to the

point where they could no longer feed themselves or even build canoes to escape.

The ecological destruction of Easter Island led to a catastrophic societal collapse

that decimated its population [1].

Another notable illustration of societal collapse is the decline of the Western

Roman Empire which, unlike the circumstances of Easter Island, occurred without

complete environmental destruction. Although diminishing returns from natural

resource production played a role in the decline, there were also contributing social

factors, highlighting the multidimensional nature of sustainability [2].

The concept of sustainable development was popularized by the World Com-

mission on Environment and Development (WCED) of the United Nations and its

report “Our Common Future,” published in 1987. The report defines sustainable

development as “meeting the needs of the present without compromising the ability

of future generations to meet their own needs.” The subsequent United Nations

Conference on Environment and Development in 1992 produced an international

environmental treaty known as the United Nations Framework Convention on

Climate Change based on the first assessment report of the Intergovernmental

Panel on Climate Change (IPCC). This eventually led to the adoption of the legally

binding Kyoto Protocol in 1997. The purpose of the treaty and the protocol is to

stabilize greenhouse gas (GHG) concentrations in the atmosphere at a level that

avoids dangerous anthropogenic climate change.
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The long-term goal of achieving a sustainable society requires sustainable

development—an ambiguously defined multidimensional concept. Sustain means

to continue without lessening and develop means to improve, but not necessarily

grow bigger [3]. The aforementioned WCED report defines sustainable develop-

ment as “meeting the needs of the present without compromising the ability of

future generations to meet their own needs” [4]. The Committee on Earth Resources

[5] defines sustainability based on physical resources and human living standards

but acknowledges that measuring the socioeconomic component is a challenge.

According to Dincer and Rosen [6], the sustainability of a path of development

can be assessed based on its impact on social, environmental, economic, and

resource dimensions (Fig. 23.1). This model of sustainable development extends

the concept of sustainability beyond carrying capacity to include economic and

social factors.

There is an ongoing debate between advocates of weak sustainability (usually

economists) and those who favor strong sustainability (usually natural scientists).

The debate is centered on the substitutability of human-made versus natural capital.

Adherents of weak sustainability argue that sustainability is equivalent to

non-decreasing total capital stock, which is the sum of manufactured and natural

capital [1]. Advocates of strong sustainability hold that natural capital provides

essential ecosystem services that human-made capital cannot substitute. Adherence

to the precautionary principle favors the strong sustainability perspective due to our

limited knowledge of the complexity and functioning of ecosystems and the

unknown services they provide.

Fig. 23.1 A model illustrating the link between sustainable development and social, environmen-

tal, economic, and energy and resource dimensions (modified from [6])
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Although sustainable development is generally regarded as a positive evolution-

ary course, making sustainability operational is a challenge. Before a system can be

declared sustainable, a method for measuring sustainability has to be in place.

Otherwise, the practical value of sustainability and sustainable development

diminishes. Although there are numerous methods of assessing sustainability, a

standard and universally accepted approach does not exist.

The dominant energy paradigm in modern capitalist economies is centralized

generation using hydrocarbon fuels. However, there are growing concerns related

to access to adequate and affordable energy supplies as well as accelerated rates of

climate change. The combination of reliable energy supplies and climate change

undermines sustainability. The purpose of this chapter is to develop a methodology

for assessing the sustainability of energy systems.

23.2 Background

23.2.1 Sustainability Assessment Methodologies

In one of the earliest studies on sustainability assessment methodologies, Daly [7]

develops operational principles of sustainable development for renewable resources

and quasi-sustainable use of nonrenewable resources. Daly’s assessment approach

follows the strong sustainability paradigm, where the substitutability between

capital and natural resources is limited.

Another early treatment analyzes indicators based on both weak and strong

sustainability. Rennings and Wiggering [8] propose indicators measuring sustain-

able development that link ecological (physical) and economic (monetary)

approaches. They argue that economic approaches can be used to develop strong

sustainability indicators as long as they are supplemented by physical indicators

that consider threshold values of critical ecological functions.

Ness et al. [9] review an umbrella of sustainability assessment tools discussed in

the literature. The first umbrella is comprised of sustainability indicators and

indices. Indicators are defined as simple quantitative proxies that measure eco-

nomic, social, and environmental factors. An aggregate of indicators forms an

index. Non-integrated indicators measure a single aspect of sustainability, while

integrated indicators combine different nature–society dimensions. Although it

follows a reductionist approach, integrated indicators offer a more holistic perspec-

tive on complex human–environmental systems. The second umbrella consists of

product-related assessment tools built on evaluating flows in connection with

production and consumption of a good or service. Well-known tools such as life

cycle assessment focus on resource use and environmental impact while others

may integrate the economic and environmental dimensions (e.g., life cycle costing).
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The third umbrella includes integrated assessment tools used as decision-support

methods for managing complex issues. Tools based on systems analysis approaches

such as multi-criteria analysis, vulnerability analysis, and cost–benefit analysis can

be extended across disciplinary boundaries and used in sustainability assessment.

A comprehensive review of sustainability assessment methodologies is

conducted by Singh et al. [10]. They discover that only a few of the methodologies

have an integral approach that considers economic, social, and environmental

aspects of sustainability. Furthermore, they find that the construction of composite

indicators involves subjective decisions in data normalization, weighting, and

aggregation methods.

Parris and Kates [11] identify over 500 attempts at developing quantitative

indicators of sustainable development in the literature. However, although the

conflicting objectives to be both sustained and developed are often acknowledged,

the indicators developed are mostly one-dimensional. Their review of twelve

popular assessment methodologies concludes that there are no indicator sets that

are universally accepted. One of the 12 methodologies analyzed was the Environ-

mental Sustainability Index (ESI), which ranks nations according to an aggregation

of several indicators. An analysis by Morse and Fraser [12] concludes that the ESI is

misleading and biased towards Western countries, resulting in overly simplistic

ideas correlating economic growth to environmental sustainability.

There are numerous indices that aggregate sustainability indicators to provide a

one-dimensional metric of valuation. According to Böhringer and Jochem [13],

policy makers demand an aggregate sustainability index that can be easily

interpreted and communicated to the general public. Their analysis of eleven

prominent sustainability indices reveals that scientific rules for normalization,

weighting, and aggregation towards composite indices are not taken into account.

Since the indices also fail to adequately represent the different dimensions of

sustainability, Böhringer and Jochem conclude that sustainability indices currently

employed in policy making are ineffective and misleading.

Gasparatos et al. [14] review reductionist methodologies in measuring progress

towards sustainability. Although the reductionist paradigm simplifies the task of

assessment, those authors are critical of some of its other characteristics such as

single-variable measurements of dimensions of sustainability. Another criticism is

the loss of useful information that occurs when aggregating indicators from differ-

ent dimensions into a single composite index. They also consider monetary- and

biophysical-based approaches to sustainability assessment. Financial approaches

attach monetary values to social and environmental capital. However, the valuation

of non-market goods and services is controversial and not well developed. Bio-

physical approaches such as exergy and ecological footprint analysis [6] apply a

natural science perspective to sustainability assessment. Although biophysical

models do a good job of quantifying resource use and environmental impact, they

are inadequate in addressing social issues and some economic aspects of

sustainability.
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Bossel [15] applies a systems approach to develop comprehensive indicators of

sustainable development, identifying seven basic orientors essential for system

viability and sustainability: existence, effectiveness, freedom of action, security,

adaptability, coexistence, and psychological needs. Reed et al. [16] extend the work

of Bossel [15] by integrating reductionist and participatory approaches to measure

progress towards sustainability. They identify reductionist and participatory

approaches as the primary methodological paradigms in the literature on develop-

ing sustainability indicators. They argue that participatory approaches are essential

to engage communities in sustainability assessment.

23.2.2 Sustainability Assessment of Energy Systems

Afgan et al. [17] develop a set of sustainability indicators related to resource,

economic, social, and environment criteria. Resource indicators measure the fuel,

carbon steel, copper, and aluminum intensity of energy services. Economic

indicators measure the efficiency, capital investment, and local economic impact.

Social indicators measure impacts on job creation, standard of living, and energy

diversification. Environment indicators assess carbon dioxide (CO2), nitrogen oxide

(NO and NO2), and sulfur dioxide (SO2) emissions as well as waste generation.

Subsequent works by Afgan and Carvalho [18] and Afgan [19] employ a multi-

criteria evaluation to create a general index of sustainability based on aggregation

of a selected number of energy indicators.

Vera and Langlois [20] summarize the efforts of an international partnership

initiative led by the International Atomic Energy Agency (IAEA) to identify indi-

cators for sustainable energy development [21]. The project identifies 30 energy

indicators within the economic, social, and environmental spheres. Economic indi-

cators are related to patterns of energy use, supply efficiency, diversification of

supply, price, and security. Social indicators include concerns over equity and

accessibility, affordability and disparities, and health and safety. Environmental

indicators are mostly concerned with air and water emissions, deforestation, and

waste production. Due to an uneven distribution across the various spheres, an

index for sustainable energy development is not generated by aggregating

indicators.

Evans et al. [22] assess renewable electricity generation technologies against a

range of indicators and rank their relative sustainability. The indicators used in their

study are price of electricity generation, GHG emissions, availability of technology,

conversion efficiency, land use requirements, water consumption, and social

impacts. Each indicator is then ranked on a scale of 1–4 for photovoltaic, wind,

hydro, and geothermal energy, where lower numbers indicate better performance.

Genoud and Lesourd [23] develop a decision-support method for selecting

power generation technologies based on sustainable development criteria.
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The criteria for assessing technologies are based on economic, social, and

environmental considerations. Economic criteria are exergy efficiency, renewabil-

ity, storability, flexibility, growth potential, and production cost. Social criteria

include non-rivalry in the consumption of a primary energy source (i.e., similar to a

public good), land area requirements, energy payback ratio, job creation, supply

risk, and local energy resources. Environmental criteria include life cycle emissions

of several pollutants such as CO2, SO2, nitrogen oxides, particulate matter, bio-

chemical oxygen demand, cadmium, methane (CH4), and radioactivity as well

as noise.

Gnanapragasam et al. [24] derive an energy system assessment methodology by

considering indicators within the technological, sociological, and ecological

dimensions of sustainability. Dimensions contain ten indicators each, which are

assigned performance values between 0 and 1. The usefulness of this methodology

is to compare alternative energy systems based on their final numerical score.

Measuring the approach of an energy system to sustainability is only possible by

comparing system performance to actual reference values.

Neves and Leal [25] develop local energy sustainability indicators for

municipalities based on a review of existing sets of sustainability indicators. They

build a core set of 8 local energy sustainability indicators and a complementary set

of 18 indicators. Case studies of municipalities employing sustainability indicators

reveal that very few local authorities are using indicators as decision criteria.

Brent and Rogers [26] perform a sustainability assessment of a stand-alone

renewable energy system in a rural village in Africa. Their sustainability assess-

ment model is based on the principles of sustainability science: transdisciplinarity,

resilience, complexity, adaptive management, and adaptive capacity. A systems

approach to sustainability assessment decomposes the overall system into techno-

logical, economic, ecological, institutional, and social subsystems. The integrated

renewable energy system is not viable for a number of reasons such as the high-cost

of electricity and lack of resilience of the technological subsystem.

Some of the studies in the literature relate sustainability to entropy generation

and the second law of thermodynamics. Dewulf et al. [27] and Ferrari et al. [28]

quantify the sustainability of a technological process by its degree of irreversibility.

Both studies develop an exergy-based sustainability coefficient, and each concludes

that a process can only be sustainable if driven exclusively by renewable resources.

Dewulf and Van Langenhove [29] use second-law approaches integrated with

industrial ecology principles to evaluate environmental sustainability. Production

pathways are assessed according to five exergy-based indicators: renewability

of resources, toxicity of emissions, input of used materials, recoverability of

products, and process efficiency. Zvolinschi et al. [30] calculate exergy-based

sustainability indicators to compare gas- and hydrogen-fired combined-cycle

power plants. The indicators are exergy renewability, environmental compatibility,

and exergy efficiency. The analysis reveals that there is often a trade-off between

exergy renewability and exergy efficiency. Frangopoulos and Keramioti [31]
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implement a multi-criteria approach to determine a composite sustainability index

of energy systems. The index aggregates technical, economic, social, and environ-

mental sustainability indicators. Exergy efficiency indicators consist of half of the

technical indicators.

23.2.3 Discussion and Comparison

Based on reports in the literature on sustainability assessment, a number of

shortcomings with existing methodologies exist. As shown by Singh et al. [10],

very few of the methodologies follow an integral approach and the construction of

composite indicators is often done incorrectly. Even when aggregation of indicators

is done correctly, there is an inevitable loss of information since the resulting

composite index does not identify where the system under investigation needs

improvement.

Another difficulty with some of the existing approaches is when indicators are

ranked on a numbered scale to estimate the approach to sustainability. This method

is only useful when comparing different systems and does not indicate

sustainability. To measure sustainability, there need to be sustainability reference

values for indicators and systems have to be compared to those targets.

Assessment methodologies that take a weak sustainability approach tend to

concentrate on economic considerations and neglect the biophysical aspects of

sustainability. However, biophysical approaches are mostly concerned with envi-

ronmental sustainability while neglecting the socioeconomic dimension. A com-

prehensive sustainability assessment methodology needs to consider all aspects of

sustainability without any disciplinary bias that favors one area over another.

The primary shortcoming of existing techniques of measuring sustainability is

the lack of a systems perspective, and addressing this concern forms the focus of

this article. Even those methodologies that incorporate economic, social, and

environmental sustainability indicators tend to neglect interaction effects and how

well an energy system is integrated with other subsystems. For example, a common

criterion of many assessment methodologies is the renewable energy content of an

energy system, yet the ability of the system to deliver adequate and reliable energy

services is ignored. Moreover, the production cost of generating local heat and

power is often considered. However, affordability strongly depends on the incomes

and living expenses of the members of the community. The sustainability of an

energy system integrated within a community cannot be measured solely based on a

few indicators.

The novelty of this research is an integral approach to sustainability assessment

that views system behavior as a whole. Previous works have not considered whether

the whole system is sustainable based on criteria essential for the sustainability of

an energy system.
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23.3 Systems Approach to Sustainability Assessment

A system can be defined as a set of components that work together for the overall

objective of the whole [32]. Interconnections between the elements of a system

result in feedback loops and internal restructuring. Self-organization of open

systems is driven by incoming flows of high-quality energy (high exergy) that

move the system away from equilibrium. Systems respond by reorganizing their

structure to enhance exergy dissipating capacity [33]. These nonlinear phenomena

lead to emergent properties of real systems not explainable by the sum of their parts.

The reductionist approach is a dominant modern scientific paradigm. Reduction-

ist thinking follows the premise that the behavior of the whole can be explained by

aggregating its individual elements [34]. However, this type of thinking has

difficulties with situations where synergy and emergence are important factors

and the whole is more than the sum of its parts. Systems behave in unpredictable

ways and are not understandable in terms of traditional linear causality [34]. Under-

standing how the parts of a system effectively work together is frequently

overlooked [35].

Assessing the sustainability of a community energy system needs to consider how

the system interacts with other human–environmental systems. Reductionist

methods of measuring sustainability are inadequate for assessing integrated systems

and should be replaced by a systems perspective. A systems viewpoint captures the

various connections between subsystems that may have otherwise been overlooked.

For example, human activities (e.g., filling in a wetland) can affect the organization

of ecological systems (reduced absorption capacity), which cascades through to

affect societal systems (increased flooding) [33]. Another example of the

consequences of not adopting a systems perspective is the disruption of the annual

flooding of the Nile due to the construction of the Aswan dam. The Nile provided

nutrients for downstream agriculture, which now has to be supplied by synthetic

fertilizers. The energy required to replace the nutrients once provided by the Nile

exceeds the energy generated by the dam [34]. A systems approach to sustainability

assessment allows the researcher to have a more complete mental map of the system

in question.

A life cycle approach is a key element of systems thinking. It is important to

understand the upstream processes and transformations a material or energy input

underwent before entering a system. Similarly, researchers have to track the fate of

outputs downstream of the system to assess any economic, social, or environmental

impact. Considering the full life cycle of products such as leaded gasoline and

chlorofluorocarbon (CFC) refrigerants could have revealed their adverse health and

environmental impacts and delayed their introduction to the market.

An adapted version of the systems approach to assessing sustainability as

described by Brent and Rogers [26] is shown in Fig. 23.2. In the proposed model,

a community energy system is nested within a larger whole that encompasses

technology, economy, society, environment, and institutional subsystems.

Exchanges of mass, energy, and information connect the community energy system
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to each of the other subsystems. Similarly, the technology, economy, society,

environment, and institutional subsystems are also interdependent. Measuring the

sustainability of the community energy system is not complete without assessing

the sustainability of the whole, which includes all the other subsystems.

The general conditions of a sustainable community energy system need to be

defined before indicators are developed. There are a number of objectives the

overall system has to achieve to ensure sustainability:

1. Production from renewable energy sources.

2. Minimal GHG and pollutant emissions.

3. Continuous and reliable energy supply.

4. Affordable energy services.

5. Public acceptance.

There is no universal consensus as to the criteria of sustainable energy systems.

However, an argument could be made that each of the above five criteria are

essential components of sustainability. The indicators developed in the following

sections are intended to measure the ability of the community energy system to

meet the above sustainability objectives. Many of the selected indicators can be

found elsewhere in the literature although precise definitions and evaluation

techniques could differ.

Fig. 23.2 Systems model of sustainability that illustrates the interactions of a community energy

system with technology, economy, society, environment, and institutional subsystems
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23.3.1 Technology

The technical performance of a community energy system is a significant factor

when measuring sustainability. Two of the most critical criteria related to the

sustainability of an energy system are adequate and reliable energy supply.

The design of a sustainable energy system needs to consider the availability of

local resources and how they can be integrated to meet community energy needs.

Successful implementation of a community energy system requires integration

with the local energy supply infrastructure. Potential designs need to consider the

compatibility of the proposed system with the existing infrastructure.

A systems approach to assessing the sustainability of the technology subsystem

requires a number of critical indicators:

• Adequacy: The extent to which an energy system can meet the energy needs of a

community. Target value is 100 % of local energy demand.

• Compatibility: The degree to which the energy system is compatible with the

existing technological infrastructure. Target value is 100 % compatible.

• Energy return on investment (EROI): The ratio of net energy generated by the

system to life cycle fossil energy inputs. This includes energy consumed during

the construction phase of the system. The EROI of an energy system has to be at

least greater than 1.

• Exergy return on investment (ExROI): The ratio of net exergy generated by the

system to life cycle fossil exergy inputs. This includes exergy consumed during

the construction phase of the system. The ExROI of an energy system has to be

at least greater than 1.

• Reliability: The ability of an energy system to continuously deliver an

uninterruptible supply of energy. Target value is 100 % reliability.

• Renewability: The amount of incoming energy that comes from renewable

sources. Target value is 100 % renewable.

The traditional first- and second-law efficiencies of an energy system are useful

measures but not the most appropriate indicators of sustainability. For example, an

energy system driven by a nonrenewable energy source may have a higher effi-

ciency than a system powered by a renewable energy source. It is obvious that in

this case the more efficient system is not necessarily more sustainable. The EROI

and ExROI are better indicators of sustainability.

Another common metric used to assess the technical performance of an energy

technology is capacity factor, which is the ratio of actual output to theoretical

maximum output. In general, energy conversion devices that have high capacity

factors are more economical. However, capacity factor is omitted as an indicator

because a systems approach reveals that the sustainability of the whole is more

dependent on an adequate and reliable energy supply.
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23.3.2 Economy

Members of a community are primary stakeholders in the relationship between an

energy system and the economy. Consequently, unsatisfactory economic indicators

can fuel local opposition and derail an energy project. There are two major

economic criteria that a proposed community energy system has to address:

affordability and local job creation.

A systems approach to assessing the sustainability of the economy subsystem

yields a number of critical indicators:

• Affordability: The production cost of energy generated by the system relative to

the median income of the community. As a guideline, total energy costs of a

household should not exceed 10–15 % of after-tax income [36].

• Job creation: The total number of local jobs created and local jobs created per

unit of energy production. Target value is 100 % local.

Renewable energy systems can be more expensive and less affordable than

fossil-based systems. However, renewable energy provides several social and

environmental benefits that are treated as externalities in traditional economic

cost accounting. A flow of subsidies from the institutional to the economy subsys-

tem could be justified to offset affordability concerns and encourage the develop-

ment of local renewable energy systems.

23.3.3 Society

The development and implementation of a community energy system needs to be a

participatory process involving local stakeholders. Encouraging local participation

accelerates public acceptance and mitigates the risk of opposition. Moreover, both

top-down and bottom-up approaches are useful when developing appropriate

sustainability indicators.

There are several criteria that need to be met to ensure the social sustainability of

a community energy system. The energy system should rely upon local natural

resources and talent to build upon existing social capital. A community energy

system should be a source of civic pride, which is only possible if there are minimal

adverse health effects and security concerns. Most of all, public acceptance is

required.

A systems approach to assessing the sustainability of the society subsystem leads

to a number of critical indicators:

• Health: The number of illnesses as a result of the energy system and illnesses per

unit of energy production. Target value is 0 illnesses.

• Local resources: The amount of energy inputs to the system derived from local

resources. Target value is 100 % local resources.
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• Public acceptance: The fraction of the community that supports the construction

and operation of the energy system. Target value is 100 % public acceptance.

There are parallels between indicators for technology, economy, and society

subsystems such as reliability and local job creation, all of which could be consid-

ered social metrics as well. A good sustainability indicator is a multidimensional

measure that connects criteria from different subsystems.

23.3.4 Environment

Material and energy by-products emitted from a community energy system ulti-

mately end up in the environment subsystem. Identifying the impact of emissions is

crucial for assessing the environmental sustainability of an energy project. Waste

products can end up in any of the three compartments of the biosphere—land,

water, or air. All waste emissions should be assessed on a life cycle basis (i.e., not

just the waste generated during operation).

A fundamental aspect of environmental sustainability is carrying capacity. As

discussed earlier, societies that overshoot the carrying capacity of the land are

susceptible to collapse. Although a full discussion of carrying capacity is beyond

the scope of our study (e.g., agricultural land requirements of a community) an

estimate of the land area occupied by the energy system can be a meaningful

indicator.

A systems approach to assessing the sustainability of the ecology subsystem

identifies a number of critical indicators:

• Air pollution: Air pollutant emissions per unit energy production. Potential

emissions include sulfur oxides, nitrogen oxides, particulate matter, and mer-

cury. Target value is zero air pollution.

• Biodiversity: The effects on biodiversity over the life cycle of an energy system.

Target value is zero impact on biodiversity.

• Embodied water: Life cycle water use of the energy system. No set target value.

• GHG intensity: GHG emissions per unit energy production. Target value is zero

GHG emissions.

• Land area: The area of land required to meet the energy needs of a community.

No set target value.

• Ozone depletion: The release of ozone depleting substances per unit energy

production. Target value is zero emissions of ozone depleting substances.

• Solid waste: Solid waste generated per unit energy production. Target value is

zero solid waste production.

• Water pollution: Wastewater production per unit energy production. Target

value is zero wastewater production.

It is possible to transfer pollution from one medium to another through end-of-

pipe treatment options such as filters and scrubbers. However, the objective should
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be to minimize overall pollution production from the whole. Moreover, it is

unrealistic to expect zero generation of wastes and GHG emissions over the life

cycle of an energy system. Waste production should be minimized but specific

targets to ensure sustainability do not exist.

23.3.5 Institutional

Moving from centralized heat and power delivery to small-scale distributed

networks is a transformational shift in energy systems thinking. The institutional

subsystem can play a significant role to either help or hinder an energy transition

based on its laws and policies. As previously mentioned, subsidies that offset higher

costs of renewable community energy systems can improve affordability. Subsidies

are justified in recognition of the environmental and local economic development

benefits associated with community energy systems.

The energy industry is heavily regulated and a community with limited resources

could encounter bureaucratic barriers when trying to develop its own energy

system. Support and guidance by the institutional subsystem is essential to

overcoming regulatory barriers that delay energy projects from moving forward.

Local political support as a result of widespread public acceptance could be

instrumental in removing institutional barriers.

A systems approach to assessing the sustainability of the institutional subsystem

points out a number of critical indicators:

• Regulatory: Laws that support the construction and operation of a community

energy system and accelerate their implementation.

• Policy: Subsidies or other benefits available to community energy systems.

Target value is at least one policy in support of community energy systems.

• Political: Support of local politicians in developing a community energy system.

Target value is all local elected officials.

The institutional subsystem can encourage the development of community

energy systems by other means as well such as funding related research or mandat-

ing a certain capacity of distributed generation in each jurisdiction.

23.3.6 Discussion

The proposed systems approach to sustainability assessment of a community

energy system identifies 22 indicators in the technology, economy, society, envi-

ronment, and institutional subsystems. Each of the proposed indicators in some way

measures one of the five sustainability criteria identified earlier. Evaluating

the various indicators and comparing to target values provides a measure of the

proximity of a community energy system to sustainability. Benchmarking the
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system also identifies indicators that need improvement. The progress of a

community energy system towards sustainability can be monitored over time by

continually reevaluating indicators.

It is important to recognize the limitations of the proposed sustainability assess-

ment methodology. It is not possible to devise a standard sustainability assessment

approach that applies to all communities and the unique contexts in which they

exist. Thus, a systematic and participatory approach that involves local stakeholders

is essential to develop comprehensive and effective sustainability indicators for a

community energy system.

23.4 Case Studies

The systems-based sustainability assessment methodology is applied to two case

studies involving community power plants. The first case study applies the

sustainability assessment approach to a gas-turbine power plant driven by natural

gas. The second assesses the sustainability of a single-flash geothermal steam

power plant. Each system is designed to meet the annual electrical energy needs

of a community of 50 households with a peak demand of 2 kW per household.

23.4.1 Gas-Turbine Power Plant

The first case study is a local thermal power plant driven by natural gas. The power

plant operates on a standard Brayton cycle with air/combustion products as the

working fluids.

A systems approach to sustainability assessment needs to consider the entire life

cycle of natural gas from extraction to consumption. The supply chain can be

separated into five stages: extraction, processing, transmission, distribution, and

consumption by the end user [37]. Each stage of the life cycle has energy inputs and

waste outputs (Fig. 23.3).

Natural gas is extracted from the ground by drilling wells using equipment

powered by diesel engines. Combustion of diesel fuel generates CO2 while fugitive

emissions of CH4 also occur. Natural gas venting and flaring can reduce CH4

emissions, which has a 100-year global warming potential of 25 [38]. Gas

processing facilities then upgrade natural gas to meet pipeline specifications. The

carbon footprint of the gas processing stage is largely determined by the gas

composition, which determines energy requirements and the amount of CO2 vented

to the atmosphere.

Transmission and distribution through an extensive network of gas pipelines

delivers natural gas to end users. There are compressor stations at various points

along the transmission grid that maintain the high pressure in the pipeline. The

exhaust from gas-powered compressors and fugitive CH4 emissions are the
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principal sources of GHG emissions in transmission. High-pressure gas from the

transmission system flows through the low-pressure distribution grid without addi-

tional energy inputs although fugitive emissions are still a source of GHG

emissions. Complete combustion of natural gas by the end user releases a stoichio-

metric amount of CO2 emissions and heat.

The overall delivery efficiency [39] and life cycle emission factor of natural gas

[37] derived from the supply chain analysis is presented in Table 23.1. It is seen that

for every unit of natural gas extracted from the ground, 0.92 units of gas are

delivered to the end user. Moreover, although the stoichiometric amount of CO2

emissions from one GJ of natural gas is 50.3 kg, the amount of GHG emissions over

its life cycle is approximately 25 % higher (62.5 kgCO2e GJ
�1).

The exothermic thermal energy generated by complete combustion of natural

gas can potentially meet the electricity needs of a community. The general layout of

a gas-turbine power plant is shown in Fig. 23.4. The temperature and pressure of air

is increased from environmental conditions at state 1 to state 2 in an electrically

driven compressor. The temperature of air is then increased to state 3 through

contact with hot exhaust gases in a regenerator. After compression of CH4, an

air–CH4 mixture is ignited in the combustion chamber generating hot combustion

products at state 6. The high-temperature gas then expands in a gas turbine

producing mechanical work, which is then converted to electricity in a generator.

Fig. 23.3 Life cycle processes of natural gas production

Table 23.1 Efficiency and GHG intensity of natural gas extraction and delivery to the end user

Stage Efficiency (%) Life cycle GHG emissions (kgCO2e GJ
�1)

Extraction 97 5.6

Processing 98 2.9

Transmission 97 2.4

Distribution – 1.3

Consumption – 50.3

Total 92 62.5
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The combustion products then pass through a regenerator to preheat air before

finally being exhausted to the environment.

The technical performance of the gas-turbine power plant is assessed by

constructing a thermodynamic model of the system. The results of the model for

a 100 kW facility are presented in Table 23.2. The pressure and temperature of the

working fluid as well as its specific enthalpy, entropy, and exergy at each state are

shown in the table. The rate of entropy generation, exergy destruction, heat flow,

Fig. 23.4 General layout of a gas-turbine power plant

Table 23.2 Modeling results of a gas-turbine power plant (negative sign denotes heat or work

flowing out of the system)

State

P
(kPa)

T
(�C)

h
(kJ kg�1)

s
(kJ kg�1 K�1)

ex
(kJ kg�1)

_SGen
(kW K�1)

_ExD
(kW)

_Q
(kW)

_W
(kW)

1 100 25 0 6.9 �44

0.04 11.7 0 110

2 810 320 300 7.0 230

0.02 5.3 110 0

3 810 590 600 7.4 400

– – – –

4 100 25 �4,650 11.6 0

0.00 0.4 0 4

5 810 220 �4,140 11.8 440

0.58 171.4 �92 0

6 810 1,140 260 8.2 910

0.04 12.5 0 �210

7 100 670 �320 8.3 300

– – �110 0

8 100 430 �610 8.0 120
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and work flow resulting from the transition from one state to another is illustrated in

the row between two points.

The first-law (energy) efficiency for this system is defined as the net work

generated divided by the higher heating value (HHV) of the fuel:

η ¼
_WT � _WC,Air � _WC,CH4

_mHHVð ÞCH4

(23.1)

where the HHV of CH4 is 55,510 kJ kg�1. Similarly, the second-law (exergy)

efficiency is defined as the net work generated divided by the chemical exergy of

the fuel:

ε ¼
_WT � _WC,Air � _WC,CH4

_mexð ÞCH4

(23.2)

where the chemical exergy of CH4 is 51,840 kJ kg
�1 [40]. Since the only distinction

between Eqs. (23.1) and (23.2) is the different HHV and chemical exergy values,

the exergy efficiency of this system will always be higher than its energy efficiency.

Based on the results of Table 23.2, the first- and second-law efficiency of the

system is 26 % and 27 %, respectively. When the delivery efficiency of natural gas

(Table 23.1) is taken into account, the energy and exergy efficiency decrease to

23 % and 25 %, respectively.

An economic analysis can estimate the levelized cost of electricity. The capital

cost of a gas-turbine power plant was estimated to be $1,000 kW�1 on a peak power

basis. For a 210 kW facility (Table 23.2), the initial investment is approximately

$210,000. The lifetime of the plant is assumed to be 20 years and a 5 % interest rate

amortizes the initial investment. The capital recovery factor (CRF) is then calcu-

lated as:

CRF ¼ i 1þ ið ÞN
1þ ið ÞN � 1

(23.3)

Annual investment costs are calculated as $17,000 per year at a CRF of 8 %.

Annual operating and maintenance costs are estimated to be 4 % of the initial

investment cost. Consequently, annual operating and maintenance costs are $8,400

per year.

Total annual consumption is required to find natural gas costs. Although peak

demand of a household is assumed to be 2 kW, average demand over the course of a

year is estimated to be 0.7 kW. At a price of $3 GJ�1, the annual cost of gas is

$13,000. The total annual cost of the system is therefore $38,700.

The levelized cost of electricity is determined by dividing the total annual cost of

the system by the amount of electricity generated. If average demand is 0.7 kW,

then average annual generation is approximately 307,000 kWh. The production cost

of electricity is therefore $0.13 kWh�1.
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Median household income in Ontario was $69,790 in 2009 with an overall tax

rate of 25 % [41]. The after-tax median income is therefore $52,343. The total

annual cost of the community energy system is $770 per household or 1.5 % of

after-tax income. A gas-turbine power plant should be affordable for most Ontario

communities.

The GHG intensity of the gas-turbine power plant is estimated based on the life

cycle emission factor of natural gas (Table 23.1). The product of annual consump-

tion (4,330 GJ) and its life cycle emission factor (62.5 kgCO2e GJ�1) yields the

annual amount of GHG emissions (270,000 kgCO2e). Since the system generates

307,000 kWh per year, the GHG intensity of the gas-turbine power plant is

880 gCO2e kWh�1.

23.4.2 Single-Flash Geothermal Steam Power Plant

The second case study considers a geothermal-based system. A community can

utilize local geothermal resources to generate electricity. Geothermal energy can be

harnessed by pumping water down an injection well and extracting it at a higher

temperature through the production well. In general, accessing higher geothermal

temperatures requires digging deeper wells, as is the case with enhanced geother-

mal systems [42]. The depth of a well depends on the nature of local geothermal

resources and the desired temperature of the working fluid.

A common type of geothermal facility is a flash steam power plant (Fig. 23.5).

Water is pumped down into an injection well, where it gains heat from its surround-

ings. The high-pressure saturated water exits the geothermal system and enters

Fig. 23.5 General layout of a single-flash geothermal steam power plant
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a flash tank at reduced pressure. An isenthalpic flash evaporation process results in a

vapor–liquid mixture of liquid water and steam. Steam from the flash tank is

expanded in a steam turbine, generating mechanical work _W45

� �
. The exhaust

from the steam turbine is then condensed and combined with the liquid condensate

from the flash tank for reinjection into the well.

The technical performance of the single-flash geothermal steam power plant is

assessed by constructing a thermodynamic model of the system. The results of the

model for a 100 kW facility are presented in Table 23.3. The energy and exergy

efficiencies of the cycle are calculated as in Eqs. (23.1) and (23.2). Based on the

results of Table 23.3, the energy and exergy efficiency of the system is 17 % and

47 %, respectively.

An economic analysis of the geothermal flash steam power plant is performed to

determine the production cost of electricity. The capital cost of a single-flash

geothermal steam power plant is estimated to be $3,000 kW�1 on a peak power

basis [43]. For a facility that generates 104 kW of power (Table 23.3), the initial

investment is approximately $310,900. The lifetime of the plant, interest rate, and

annual operating and maintenance costs are estimated to be the same as the

gas-turbine power plant. Consequently, annual capital and operating and mainte-

nance costs are $24,900 and $12,400, respectively.

Unlike the gas-turbine power plant, there are no fuel costs for geothermal power

plants. The total annual cost of the system is therefore $37,400 while the production

cost of electricity is $0.12 kWh�1. The annual cost per household is $748 or 1.4 %

of after-tax median income. A single-flash geothermal steam power plant should be

affordable for most Ontario communities.

Table 23.3 Modeling results of a single-flash geothermal steam power plant (negative sign

denotes heat or work flowing out of the system)

State

P
(kPa)

T
(�C)

h
(kJ kg�1)

s
(kJ kg�1 K�1)

ex
(kJ kg�1)

_SGen
(kW K�1)

_ExD
(kW)

_Q
(kW)

_W
(kW)

1 380 142 597 1.76 77

0.002 0.5 0 4

2 1,554 142 599 1.76 79

0.081 24.3 581 0

3 1,554 200 852 2.33 162

0.067 19.9 0 0

4 500 152 2,749 6.82 719

0.080 23.9 0 �104

5 12 50 2,299 7.17 166

0.125 37.2 �481 0

6 12 50 209 0.70 4

– – 0 0

7 500 152 640 1.86 90

0.031 9.2 0 0

1 380 142 597 1.76 77
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There are a range of estimates of the GHG intensity of geothermal systems in the

literature. Bloomfield et al. [44] calculate a GHG intensity of approximately

10 gCO2e kWh�1 based on a weighted average of US geothermal plants. Hondo

[45] applies a life cycle analysis of GHG emissions from a geothermal double flash

power plant (15 gCO2e kWh�1). Sullivan et al. [46] analyzes a range of geothermal

technologies, with GHG intensity varying from 5 to 30 gCO2e kWh�1. Based on

these studies, the carbon footprint of a geothermal flash steam power plant can be

approximated as 30 gCO2e kWh�1.

23.4.3 Sustainability Assessment

A sustainability assessment of the gas-turbine and the geothermal flash steam power

plants is performed by estimating the value of the various indicators. The results of

the assessment are presented in Table 23.4, and reveal the weaknesses associated

Table 23.4 Sustainability assessment results of the gas-turbine and geothermal flash steam power

plant systems

Indicator Target Gas-turbine system Geothermal system

Technology

Adequacy 100 % 100 % 50 %

Compatibility 100 % 100 % 100 %

Energy return on investment >1 N/A N/A

Exergy return on investment >1 N/A N/A

Reliability 100 % 99 % 50 %

Renewability 100 % 0 % 100 %

Economy

Affordability <5 % income 1.5 % 1.4 %

Job creation 100 % Medium High

Society

Health Minimal Minimal Minimal

Local resources 100 % 0 % 100 %

Public acceptance 100 % N/A N/A

Environment

Air pollution 0 Low 0

Biodiversity No effect N/A N/A

Embodied water 0 N/A N/A

Greenhouse gas intensity 0 880 gCO2e kWh�1 30 kgCO2e kWh�1

Land area Minimal N/A N/A

Ozone depletion 0 0 0

Solid waste 0 Low Low

Water pollution 0 0 Low

Institutional

Regulatory N/A N/A

Policy >1 N/A N/A

Political 100 % N/A N/A
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with each community energy system. The gas-turbine power plant performs well

according to technology criteria such as adequacy and reliability. Unfortunately the

system is entirely dependent on a nonrenewable fuel that generates significant GHG

emissions. The non-GHG environmental impacts of a gas-turbine power plant are

not as substantial although this strongly depends on the natural gas life cycle. For

example, extracting gas from shale deposits (unconventional natural gas) by

hydraulic fracturing requires the injection of water along with a combination of

chemicals that could have adverse health and environmental impacts [47].

The single-flash geothermal steam power plant exhibits better society and

environment ratings but poorer grades from a technology perspective. The system

makes more use of local resources, creates more local jobs, and generates fewer

environmental impacts. Moreover, the geothermal-based system is predicted to be

just as affordable as the gas-fired plant. The system may be capable of generating an

adequate supply of electricity but there are concerns with respect to its year-round

reliability. A back-up generator or thermal energy storage system would most likely

be required to improve reliability to 100 %.

23.5 Conclusions

The primary shortcoming of existing sustainability assessment methodologies are

discovered to be a reductionist approach that is inadequate for accounting for

the various dimensions of sustainability and interconnections of real systems.

A systems approach to sustainability assessment is proposed that involves a number

of indicators in the technology, economy, society, environment, and institutional

subsystems. A gas-turbine power plant powered by a nonrenewable fuel produces

GHG emissions and other potential harmful environmental impacts, while a geo-

thermal power plant raises reliability concerns. Neither system can therefore be

considered sustainable until its respective challenges can be ameliorated. The new

sustainability assessment methodology is expected to prove useful as a tool for

understanding and fostering sustainable energy systems, alone or in concert with

other approaches.
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Chapter 24

Comparative Environmental Impact

and Sustainability Assessments of Hydrogen

and Cooling Production Systems

Tahir A.H. Ratlamwala, Ibrahim Dincer, and Mohamed A. Gadalla

Abstract In this chapter, we study two integrated systems for hydrogen and

cooling productions. The first system is a combination of solar PV/T, quadruple

effect absorption cooling system, and an electrolyzer, while the other is a combina-

tion of solar PV/T, quadruple effect absorption cooling system, and a steam

methane reformer. Detailed exergetic, environmental impact and sustainability

assessments are conducted to investigate which one of these integrated systems is

more environmentally benign. It is noted that the month of July in the United Arab

Emirates (UAE) is most beneficial from both exergetic and environmental impact

point of views for both systems. For the month of July, the environmental impact

factor, environmental impact coefficient, environmental impact index, environmen-

tal impact improvement, exergetic stability factor, and exergetic sustainability

factor for the first system are obtained to be 0.78, 4.65, 3.65, 0.27, 0.21, and

0.058, respectively. However for the second system for the month of July environ-

mental impact factor, environmental impact coefficient, environmental impact

index, environmental impact improvement, exergetic stability factor, and exergetic

sustainability factor are found to be 0.93, 14.96, 13.96, 0.07, 0.06, and 0.004,

respectively. The results show that the first system performs much better than the

second one from both exergetic and environmental impact perspectives.
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cooling system • Electrolyzer • Steam methane reformer • Environmental impact
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Nomenclature

A Area of PV module (m2)

b Breadth of PV module (m)
_E Energy rate (kW)

_Ex Exergy rate (kW)

h Specific enthalpy (kJ/kg)

hba Heat transfer coefficient from black surface to air (W/m2 K)

ht Heat transfer coefficient from back surface to air through glass (W/m2 K)

hp1G Penalty factor due to presence of solar cell material, glass and EVA for

glass to glass PV/T system (W/m2 K)

hp2G Penalty factor due to presence of interface between glass and working fluid

through absorber plate for glass to glass PV/T system (W/m2 K)
_I Incident solar intensity (W/m2)

L Length of the PV module (m)

LHV Lower heating value

_m Mass flow rate (kg/s)

MW Molecular weight (kg/kmol)

P Power produced by PV/T
_Q Heat transfer rate (kW)

T Temperature (K)

Ub Overall heat transfer coefficient from bottom to ambient (W/m2 K)

UL Overall heat transfer coefficient from solar cell to ambient through top and

back surface of insulation (W/m2 K)

Ut Overall heat transfer coefficient from solar cell to ambient through glass

cover (W/m2 K)

Utb Overall heat transfer coefficient from glass to black surface through solar

cell (W/m2 K)
_W Work rate (kW)

x Concentration of ammonia–water

Greek Letters

αc Absorptivity of solar cell

αb Absorptivity of black surface

βc Packing factor of solar cell

η Efficiency

τg Transitivity of glass

θ Index
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Subscripts

a Air

ai Air inlet

abs Absorber

bs Back surface of PV/T

c Solar cell

C coefficient

ch Chemical

CHX Condenser heat exchanger

con Condenser

f Factor

elec Electrolyzer

ei Exergetic impact

eii Exergetic impact improvement

en Energy

es Exergetic stability

est Exergetic sustainability

ex Exergy

eva Evaporator

G Subscript for glass to glass PV/T system

geo Geothermal

HTG High temperature generator

HHX High temperature heat exchanger

H2 Hydrogen

LHX Low temperature heat exchanger

LTG Low temperature generator

MTG Medium temperature generator

MHX Medium temperature heat exchanger

ph Physical

sys System

V.HTG Very high temperature generator

V.HHX Very high temperature heat exchanger

1. . .33 State numbers

0 Ambient or reference condition

Acronyms

QEAS Quadruple effect absorption system

SMR Steam methane reforming
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24.1 Introduction

Since the industrial revolution, humankind’s demand for better lifestyle and comfort

has considerably increased. In order to meet such demands more and more energy

consuming devices have been introduced. In order to cope up with such an increase

in energy demand, a large numbers of power plants running on fossil fuels are

commissioned every week throughout the world. This huge energy consumption

of fossil fuels is blamed for changes in climate patterns and the depletion of

stratospheric ozone layer. In addition, systems running on fossil fuel release harmful

gasses such as CO2, NOx, etc., which are not only harmful to living things but also to

the environment. Recently environmental friendly fuels are introduced to cater the

need of future energy demands. One such very attractive and completely environ-

mental neutral fuel which is looked at is hydrogen.

Due to the harmful effects of using fossil fuels, renewable energy resources are

becoming essential options for replacing fossil fuels due to their clean and renew-

able nature [1]. Photo Voltaic/Thermal (PV/T) systems have received greater

attention due to their capability of producing both power and heat which makes

them more effective as compared to the stand alone photo voltaic or thermal

system. A major benefit of using solar PV/T system is that they have no operating

cost a part from rarely occurring cleaning of panels and duct costs because they use

solar intensity as an energy source. Erdil et al. [2] stated that solar PV/T systems

have become very popular due to their capability of producing both heat and power.

Ibrahim et al. [3] mentioned that sustainable energy sources such as solar energy in

a form of solar radiation has been identified as one of the promising resources of

energy to replace the dependency on other energy carriers such as fossil fuels. Solar

PV/T hybrid collectors producing electricity and thermal energy simultaneously

have been reported earlier as cost effective collectors [4]. Apart from cost effec-

tiveness, the other major benefit of using solar PV/T system is that it has no

by-products and therefore, has zero emission of greenhouse gasses.

Combined power and heat production capabilities of solar PV/T system make

them a great contender for multi-generation purposes and have received attention

from many researchers such as Ratlamwala et al. and Beccali et al. [5, 6]. The heat

produced by concentrated solar PV/T system can be used to produce cooling using

an environmental benign system such as absorption system. The absorption cooling

technology is one of the best alternatives to the compression cooling in the aspects

of energy diversification and environmental protection. The major benefit of

absorption system is that it omits the use of compressors which are the major

energy consuming source in conventional air-conditioning systems. Also, it is

very easy to integrate absorption systems with the renewable/alternative energy

sources because of their low energy demand and capability of utilizing low grade

energy such as heat produced by solar PV/T system. The performance of a cooling

cycle is represented by the coefficient of performance (COP) which is the ratio of

cooling capacity to energy input. In recent times absorption systems have attracted

many researchers due to its capability of having high COP at low operating cost.
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The energy need especially for food refrigeration applications is huge and requires

potential solutions through renewable/alternative sources such as solar. Absorption

refrigeration systems appear to be a key solution to meet the cooling demand in a

renewable manner [7]. Two types of absorption systems are available such as

lithium bromide–water and ammonia–water system. Lithium bromide–water

chillers are suited for space cooling applications while ammonia–water systems

provide industrial cooling to as low as�50 �C [8]. Gomri and Hakim [9] stated that

the use of lithium bromide-based working fluid has been greatly hindered by the

corrosion problem caused by the high generator temperature above 473.15 K and

the crystallization problem. Most amount of work is being done on single and

double effect absorption systems by researchers [10, 11]. Some researchers such as

Ratlamwala et al., Gadalla et al., and Gomri [5, 12, 13] have investigated triple

effect absorption systems (TEAS). A study conducted by Gomri [13] concluded

that by increasing number of effects from double effect to triple effect absorption

systems, the COP is found to be increasing by 30 %. The research conducted by

Ratlamwala et al. [14, 15] showed that the quadruple effect absorption systems

(QEAS) have higher coefficient of performance as compared to TEAS. Kanoglu

et al. [16] stated that the cogeneration option which uses absorption cooling system

appeared to provide significant savings in energy requirements.

The common method of producing hydrogen using power is the water electroly-

sis or steam methane reforming (SMR). Dufour et al. [17] stated that at present

96 % of hydrogen is produced using the SMR. The SMR has a disadvantage of

releasing CO2, while electrolysers consume high electrical power in order to

produce hydrogen through dissociation of water molecules. Burman [18] men-

tioned in the report that to produce an amount of hydrogen which is capable of

yielding 1,000 J of energy, it requires an input of 1,600 J of energy. These

technologies are well developed and have reached a mature level for dissociation

of water molecules into hydrogen and oxygen molecules. Hydrogen offers

capabilities as an alternative fuel which is environmental friendly and sustainable

at the same time. As suggested by many researchers [19–21] hydrogen is expected

to play a key role in the near future as an energy carrier for sustainable

development.

In this chapter, we study concentrated solar PV/T system integrated with QEAS

and electrolyzer or SMR for cooling and hydrogen production. A comparative study

is conducted to compare the amount of hydrogen produced, energy and exergy

efficiencies, and impact of these systems on the environment and to see how

sustainable these systems are from exergy perspective. The effect of monthly

weather data of United Arab Emirates (UAE) on the performance of the system

from energy, exergy, environment, and sustainability perspective is studied.
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24.2 System Description

In this chapter two integrated systems, namely, concentrated solar PV/T integrated

with quadruple effect cooling system and electrolyzer and concentrated solar PV/T

integrated with quadruple effect cooling system and SMR are studied. The systems

studied in this chapter are shown schematically in Fig. 24.1. The process starts when

solar radiation falls on top of concentrated PV/T system which is made of PV

modules and a duct. Solar radiations falling on PV modules make the molecules

inside the module vibrate, hence producing power. The air passing through the duct

placed underneath the PV/T system gets heated up and leaves the duct at relatively

higher temperature to enter the QEAS. In the absorption system heat is supplied to

the generator where strong ammonia–water solution is converted to concentrated

ammonia vapor and weak solution of ammonia–water as shown in Fig. 24.2. The

weak solution of ammonia–water passes through heat exchanger network where it

releases heat to the strong solution going to the generator. The concentrated ammo-

nia vapor passes through several generators, a heat exchanger, and a condenser

where it releases heat to the incoming fluid in order to drop its temperature. This

comparably lowers the temperature of ammonia vapor and then enters the evapora-

tor where it provides cooling to the incoming fluid before entering the absorber. In

the absorber heat is released by the concentrated ammonia coming from the evapo-

rator and weak ammonia–water solution coming from the generator to leave as

strong ammonia–water solution in order to enter a pump. Detailed description of

QEAS can be found in [14]. The power produced by the solar PV/T system is

Fig. 24.1 Schematic of the two systems
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supplied to the electrolyzer and SMR for hydrogen production. In the electrolyzer,

power is used to break the bond of water molecule in order to produce hydrogen. In

the SMR, methane is compressed to increase the pressure and water is pumped to

match the pressure of the methane. Methane and steam are then passed through the

reformer, shift reactor, and hydrogen separation system as showing in Fig. 24.3. The

hydrogen produced in these systems can later be used to produce heat and power

using a Proton Exchange Membrane Fuel Cell (PEMFC). The exhaust gasses

produced by SMR are released to the environment.

24.3 Energy and Exergy Analyses

In the analysis, the evaporator is divided into two-phase and superheated regions.

Fig. 24.2 Schematic of QEAS

Fig. 24.3 Schematic of SMR
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24.3.1 Solar PV/T System

The equations which are used to solve the mathematical model of solar PV/T

system are derived from Joshi et al. [22, 23]. The equation used to calculate

power produced by PV module is

_Wsolar ¼ ηc � _I � βc � τg � A (24.1)

The rate of heat produced by solar PV/T system is calculated using following

equation:

_Qsolar ¼
_ma � cpa
UL

� �
hp2G � z� _I
� �� UL � Tai � T0ð Þ

� 1� exp
�b� UL � L

_ma � cpa

� �� �
(24.2)

where z ¼ αb + τg2 � (1 � βc) + hp1G � τg � βc � (αb � ηc).
The rate of exergy of solar energy is calculated by

_EXsolar
¼ 1� T0 þ 273:15

Tsun

� �� �
� _I � A (24.3)

The electrical and thermal efficiencies are defined as

ηel ¼ ηc � 1� 0:0045� Tc � 25ð Þð Þ � 100 (24.4)

ηth ¼
_Qsolar

I� A
� 100 (24.5)

where

Tc ¼ τg � βc � _I � αc � ηcð Þ þ Ut � T0 þ ht � Tbs

Ut þ ht
,

Tbs ¼ z� _I þ Ut þ Utbð Þ � T0 þ hba � Tair

Ub þ hba þ Utb

and

Tair ¼ T0 þ hp2G � z� _I

UL

� �
� 1�

1� exp �b�UL�L
_ma�cpa

� 	

b�UL�L
_ma�cpa

2
4

3
5þ Tai

�
1� exp �b�UL�L

_ma�cpa

� 	

b�UL�L
_ma�cpa

2
4

3
5:
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24.3.2 QEAS Unit

The rate of heat to the V.HTG of an absorption system is provided using solar PV/T

system. The rate of heat transfer obtained from geothermal water source is calcu-

lated using

_QVHTG ¼ _Qsolar (24.6)

The mass balance equations of VHTG are given as follows

_m36x36 ¼ _m37x37 þ _m38x38 (24.7)

_m36 ¼ _m37 þ _m38 (24.8)

In order to obtain the outlet conditions of the VHTG, the following equation is

used

_m36h36 þ _QV:HTG ¼ _m37h37 þ _m38h38 (24.9)

The exergy destruction in V.HTG becomes

_ExVHTG ¼ _Ex37 � _Ex38 � _Ex36 (24.10)

where _Ex37 ¼ _m37 h37 � h0ð Þ � T0 s37 � s0ð Þð Þ and the same relationship is employed

for other states.

The energy balance equations for VHHX are given below:

_m35h35 þ _QVHHX ¼ _m36h36 (24.11)

_m38h38 ¼ _QVHHX þ _m40h40 (24.12)

The mass and energy balance equations for the condenser are given below

_m9 ¼ _m7 þ _m8 (24.13)

_m9h9 ¼ _m7h7 þ _m8h8 þ _Qcon (24.14)

The equations for mass and energy balances of the evaporator are

_m10 ¼ _m11 (24.15)

_m10h10 þ _Qeva ¼ _m11h11 (24.16)

The following energy balance equation is used to calculate the heat rejected from

the absorber
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_m11h11 þ _m16h16 ¼ _m1h1 þ _Qabs (24.17)

The work done by the pump is calculated using the equation given below

_Wp ¼ _m1 h2 � h1ð Þ (24.18)

24.3.3 Electrolyzer

The rate of hydrogen produced by electrolyzer is calculated using

ηelectrolyzer ¼
_mH2elec

� LHVH2

_Welectrolyzer

(24.19)

where ηelectrolyzer ¼ 56 % and _Welectrolyzer ¼ _Wsolar.

24.3.4 Steam Methane Reforming

The rate of hydrogen produced by SMR is calculated using

ηSMR ¼ _mH2SMR � LHVH2

_WSMR þ _mCH4
� LHVCH4

(24.20)

where ηSMR ¼ 56 % and _WSMR ¼ _Wsolar.

The exergetic content of hydrogen is obtained using

_ExH2
¼ _mH2

exH2, ch þ exH2, ph

 �

(24.21)

where

exH2, ch ¼ 235:153�1, 000
MWH2

and exH2, ph ¼ hH2
� h0ð Þ � T0 sH2

� s0ð Þ½ �:
The exergetic content of supplied methane is obtained using

_ExCH4
¼ _mCH4

exCH4, ch þ exCH4, ph

 �

(24.22)

where

exCH4, ch ¼ 830:212�1, 000
MWCH4

and exCH4, ch ¼ hH2
� h0ð Þ � T0 sH2

� s0ð Þ½ �:
The overall energy and exergy efficiency of system 1 is found using

ηen, sys, elec ¼
_mH2elec

� LHVH2
� _Qeva

I� A
� 100 (24.23)
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ηex, sys, elec ¼
_ExH2elec þ _Exeva

_Exsolar
� 100 (24.24)

The overall energy and exergy efficiency of system 2 is found using

ηen, sys, SMR ¼ _mH2SMR � LHVH2
þ _Qeva�

I� A
�þ _mCH4

� LHVCH4

� 100 (24.25)

ηex, sys, SMR ¼
_ExH2SMR þ _Exeva
_Exsolar

� _ExCH4

� 100 (24.26)

The environmental impact factor is the positive effect of the system on exergy-

based sustainability. By positive effect we mean to supply more desired exergy

output and decrease the irreversibilities and minimize the waste exergy outputs

during the systems operation. The reference value for this factor should be “zero”

for better exergy based sustainability and is defined as

fei, elec ¼
_Exdes, tot, elec

_Exsolar

(24.27)

fei, SMR ¼
_Exdes, tot, SMR

_Exsolar
þ _ExCH4

(24.28)

The environmental impact coefficient is related to the exergetic efficiency of the

system. In ideal case its value should be one indicating that the system is working

under ideal condition with no exergy destruction. This coefficient is defined as

Cei, elec ¼ 1

ηex, sys, elec=100
(24.29)

CeiSMR ¼ 1

ηex, sys, SMR=100
(24.30)

The environmental impact index is an important parameter to indicate whether

or not the system damages the environment due to its unusable waste exergy output

and exergy destruction. The smaller the value the better the system performance

is. It is defined as

θei, elec ¼ fei, elec � Cei, elec (24.31)

θei, SMR ¼ fei, SMR � Cei, SMR (24.32)

Environmental impact improvement indicates the environmental appropriate-

ness of the system. In order to improve the environmental appropriateness of the

system, its environmental impact index should be minimized to be closer to the best
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reference value. The higher value of environmental impact improvement means

system is more useful for the environment and it is defined as

θeii, elec ¼ 1

θei, elec
(24.33)

θeii, SMR ¼ 1

θei, SMR

(24.34)

The exergetic stability factor is a function of the desired output, exergy destruc-

tion, and exergies by unused fuel. In this study it is assumed that all the fuel is

utilized in the system. The best value of this factor should be close to “one.” This

factor is defined as

fes, elec ¼
_Extot, out, elec

_Extot, out, elec _Exdes, tot, elec
(24.35)

fes, SMR ¼
_Extot, out, SMR

_Extot, out, SMR
_Exdes, tot, SMR

(24.36)

The exergetic sustainability index is defined as multiplication of environmental

benign index and exergetic stability factor of the system. The higher the value of

this index means better is the performance of the system from exergetic

sustainability perspective. This index is defined as

θest, elec ¼ fes, elec � θeii, elec (24.37)

θest, SMR ¼ fes, SMR � θeii, SMR (24.38)

24.4 Results and Discussion

In this chapter, a comparative study of concentrated solar PV/T integrated with

QEAS and electrolyzer or SMR is carried out. Effect of monthly solar data on the

performance of the system from energy, exergy, environmental, and sustainability

perspective is studied. Results obtained are compared to see which of the two

systems are beneficial from environment and sustainability point of view.

Figures 24.4 and 24.5 show the monthly average amount of solar radiation and

outside air temperature for the Abu Dhabi in order to analyze the integrated system

under different operating conditions. These average values are calculated based on

the data available in ASHRAE [24].

Figure 24.6 illustrates how much hydrogen is produced by system 1 and system

2. Results show that the maximum amount of hydrogen produced by system 1 and

system 2 is 364 kL/day and 17,037 kL/day, respectively. The highest hydrogen

production rate by both systems is obtained in the month of June. This is observed

because in June solar radiation is on the higher side as well as the time for which it is
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available is highest. The high solar radiation and the time forwhich it is available result

in considerably higher amount of power production and that also for a longer time

frame as compared to other months. The higher power production rate and longer time

result in longer operation of the electrolyzer or SMR. It is also noticed that SMR

produces a lot more hydrogen as compared to electrolyzer and this is the reason that

SMR technology is vastly used for large scale hydrogen production. Figure 24.7 helps

us see the cooling production rate of the QEAS for each month. It is observed that
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highest amount of cooling is produced in the month of July and its value is 210 kW.

This is observed because in the month of July the outside air temperature is high and is

not capable of carrying huge amount of heat rejected by the back surface of the PV/T

system and as a result the rate of heat supplied to the QEAS is considerably lower than

other months. As the rate of heat supplied to the QEAS for same condenser load

decreases its cooling capacity increases because of lower temperature of the

concentrated ammonia vapor entering the evaporator. Contradictory to the hydrogen

0

30

60

90

120

150

180

12000

13000

14000

15000

16000

17000

18000

V
H

,2
,e

le
ct

ro
ly

ze
r 
[k

L
/d

ay
]

V
H

,2
,S

M
R

 [k
L

/d
ay

]

Month

Ja
n

F
eb

M
ar

A
pr

M
ay

Ju
ne

Ju
ly

A
ug

S
ep O
ct

N
ov

D
ec

Left scale
Right scale

Fig. 24.6 Variation in amount of hydrogen produced per month

180

185

190

195

200

205

210

215

Q
ev

a 
[k

W
]

Month

Ja
n

F
eb

M
ar

A
pr

M
ay

Ju
ne

Ju
ly

A
ug

S
ep O
ct

N
ov

D
ec

Fig. 24.7 Variation in amount of cooling produced per month

402 T.A.H. Ratlamwala et al.



production rate the energy and exergy efficiencies of the electrolyzer systemare higher

than that of SMRas seen inFigs. 24.8 and 24.9. The results show thatmaximumenergy

and exergy efficiencies of both electrolyzer and SMRare obtained in themonth of July

and there values are 88.3%and 21.5%and 58.4%and 6.7%, respectively. This shows

that although the integrated SMR system produces greater amount of hydrogen but the

process is not as effective as integrated electrolyzer system. It is also seen that energy

efficiency value is greater than exergy efficiency value indicating that system has

losses which are not considered in energy efficiency. The study helps reflecting the

importance of exergy analysis.
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Figure 24.10 shows how both the systems perform from environmental impact

factor perspective. The objective of this factor is to show how much of the total

exergy is destructed by the system. The results show that minimum environmental

impact factor for both electrolyzer system and SMR system is obtained in the month

of July and its value is 0.7852 and 0.9332, respectively. For SMR system the

environmental impact factor hardly changes but for electrolyzer system this factor

is seen to be varying. The results show that month of July is best for the environ-

ment as in this month most amount of exergy supplied to the system is utilized as

compared to other months. The environmental impact coefficient shows how much

environmentally benign the system is by taking the inverse of its exergy efficiency.

The results show that minimum environmental impact coefficient for both

electrolyzer system and SMR system is obtained in the month of July and its

value is 4.655 and 14.96, respectively as shown in Fig. 24.11. This shows that the

electrolyzer system is closer to the ideal value of 1 of environmental impact

coefficient as compared to SMR system hence indicating that SMR system

performs worst from environment point of view.

The third environmental parameter studied is environmental impact index as

shown in Fig. 24.12. This index helps us visualize weather any of the system

damages the environment due to their waste exergy output and exergy destruction

and in ideal case this index should approach 0. The results show that minimum

environmental impact index for electrolyzer system and SMR system is obtained

for the month of July and its value is 3.655 and 13.96, respectively. This shows that

electrolyzer system has lower amount of waster exergy output and exergy destruc-

tion as compared to SMR system. This makes sense because SMR system releases

harmful by-products such as carbon monoxide and carbon dioxide as compared to

zero by-products released by the electrolyzer system. The comparison of both the

systems from the environmental impact improvement perspective is shown in
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Fig. 24.13. The environmental impact improvement indicates the environmental

appropriateness of the system and it is desirable to get this factor as high as possible.

The study reveals that maximum environmental impact improvement for

electrolyzer system and SMR system is obtained in the month of July and its

value is 0.2736 and 0.07163, respectively. The environmental impact improvement

values show that electrolyzer system is more beneficial to the environment as

compared to SMR system. The exergetic stability factor helps us realize how
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much stable the system is from exergy perspective. The comparison done on

monthly basis as shown in Fig. 24.14 reveals that the highest value of exergy

stability factor for electrolyzer system and SMR system is obtained in the month

of July and it value is 0.2148 and 0.06684, respectively. The desired value of

exergetic stability factor is 1 which indicates that system is 100 % stable from

exergy perspective. The results show that electrolyzer system is far more stable

from exergy perspective than SMR system because of lower overall exergy destruc-

tion and better utilization of input exergy. The last parameter studied is exergetic
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sustainability index as shown in Fig. 24.15. The purpose of this index is to show

how much sustainable the system is from exergy perspective and it is desired to

have high value of this index. Analysis conducted show that maximum value of

exergetic sustainability index for electrolyzer system and SMR system is obtained

in the month of July and its value is 0.05878 and 0.004787, respectively. This index

reveals that electrolyzer system is far more sustainable than SMR system.

24.5 Conclusions

In this chapter, a comparative study of concentrated solar PV/T, QEAS, and

electrolyzer system and concentrated solar PV/T, QEAS, and SMR system is

presented. The comparison between these two systems is performed, based on

energy, exergy, environment, and sustainability performance criteria. The results

show that although the SMR system produces greater amount of hydrogen as

compared to electrolyzer system but electrolyzer system has higher energy and

exergy efficiencies. The environmental impact assessment shows that the

electrolyzer system is more environmentally benign than SMR system and it

perform best in the month of July. The sustainability study also shows that

electrolyzer system is more sustainable than SMR system from exergy perspective

and its best value is obtained in the month of July. The study concludes that

although SMR system produces far more hydrogen than electrolyzer system but it

fails to perform better than electrolyzer system from efficiency, environmental, and

sustainability perspective.
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Chapter 25

Integration of Cu–Cl Cycle of Hydrogen

Production with Nuclear and Renewable

Energy Systems for Better Environment

Seyedali Aghahosseini, Ibrahim Dincer, and Greg F. Naterer

Abstract Process integration opportunities for the Cu–Cl cycle of hydrogen

production with nuclear and renewable energy sources are investigated. The

advantages and disadvantages of each system are studied, and the cost of hydrogen

production is analyzed and compared for various cases. In order to evaluate the

environmental performance of the integrated hydrogen production systems, an

environmental impact assessment of the proposed systems with a focus on the

amount of CO2 emission is conducted and compared.

Keywords Hydrogen production • Cu–Cl cycle • Renewable energy systems

• Nuclear energy • Process integration • Cost analysis • CO2 emission

• Environment

Nomenclature

_ex Exergy content (kJ/kg)

LHV Lower heating value (kJ kg�1)

_m Mass flow rate (kg s�1)
_Q Heat rate (kW)

T Temperature (K)
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T0 Reference temperature (K)
_We Electric power (kW)

η Energy efficiency

ψ Exergy efficiency

25.1 Introduction

The increase in the average temperatures over the globe since the mid-20th century is

mainly attributed to the recorded increase in the anthropogenic greenhouse gas

concentration. Carbon dioxide (CO2), water vapor, and methane known as green-

house gases (GHGs) absorb solar radiation and create a natural greenhouse cover

effect around the Earth. It is estimated that the earth average temperatures could be

30 �C lower without this effect [1]. CO2 can remain in the atmosphere for hundreds of

years [2]. Human activities have been the significant contributor to GHGs emission

which has been increased significantly since pre-industrial times. For example,

carbon dioxide concentrations have escalated by over one third from 280 parts per

million (ppm) in 1750, to 379 ppm in 2005 [2]. It has been also stated that CO2 level

could reach 550 ppmby 2050, leading to warming of at least 2 �C [1]. Some effects of

the globalwarming on earth are the rise of sea level, glacial retreat, species extinction,

and increased possibility of extreme weather condition. For example, a temperature

rise of just 2.7 �C could lead to the melting of the Greenland ice cap [2]. Therefore, it

is crucial to start taking actions to restrain global warming and its effects.

The world energy demand is increasing at a very quick rate and the concentra-

tion of conventional fossil fuel reserves in the world represents a challenge to

reliability and security of energy supplies [3]. Furthermore, there is an essential

need for a significant reduction of GHG emissions and decarbonize global energy

systems to mitigate the risks associated with global warming [4, 5]. Energy is the

major interface between nature and humans, and is one of the important factors in

sustainable development. Energy resources are necessary to fulfil human needs and

enhance life quality which could harm the environment [6]. United Nations

obligated the energy sector to follow effective atmosphere‐protection strategies to

boost efficiency and transition to environmentally friendly energy systems

[7]. Improving energy efficiency and transition to alternative energy resources in

industry result in cutbacks in the use of fossil fuels which can directly decreases

CO2 emissions [6]. Fossil fuels are used commonly for generating heat and power

and are an enormous danger to environment and global sustainability.

Quantitative sustainability factors need to be established to make any activity

sustainable. In the energy sector, these factors go well beyond the conventional

energy, exergy, or economic indicators such as production, consumption, conver-

sion efficiencies, and costs [2]. Moreover, they must include both short term and

long term social, political, be ecological considerations. However, they are

typically very difficult to be quantified and change by country, and even by

community, in which they are studied. Design and implementing of sustainable
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energy systems are much more complex than conventional planning and design

that does not include the rigorous investigation of sustainable factors [8]. Energy

industries have two major challenges of mitigating GHGs emission and replacing

traditional fossil fuel based energy systems. These require substantial changes in

our energy systems and utilization. Nuclear and renewable energy sources can

make marketable energy by transforming natural phenomena into practical energy.

These energy sources are potentially considered as the most efficient and effective

solutions [9]. This suggests strong bond between nuclear and renewable energy

systems toward sustainable development [10]. Renewable energy is subcategorized

to geothermal, solar, wind, hydro, and biomass.

Hydrogen is a promising clean energy carrier of the future, and potentially best

solution to climate change which is widely used in numerous industry applications

[11, 12]. In view of its vast usage in industry, the production of hydrogen at lower

cost, more efficient and environmentally benign methods is vital for GHG

reductions [13]. The climate and energy challenges necessitate shifting from fossil

fuels to renewables. Moreover, efficient production of hydrogen may require tight

integration of different energy sources such as nuclear and renewables. Hydrogen

could potentially being used as a transportation fuel or being utilized to match

electricity production to electricity demand, or alternatively meet other energy

demands. One of the promising emerging technologies for hydrogen production

is thermochemical water splitting with the copper–chlorine (Cu–Cl) cycle. The

Cu–Cl thermochemical cycle consists of a closed loop of thermally driven chemical

reactions, where water is decomposed into hydrogen and oxygen, and all other

intermediate compounds are recycled internally, with no emissions to the environ-

ment [14–17].

The Cu–Cl cycle has numerous advantages over other existing methods of

hydrogen production, particularly lower environmental impact than carbon-based

technologies and the adaptability of integration with renewable energy systems. In

comparison to conventional electrolysis, it has a significant margin of higher overall

conversion efficiency, with more than one-third improvement over electrolysis.

It has much lower operating temperatures than other thermochemical cycles,

thereby potentially reducing material and maintenance costs [16]. Also, it can

effectively utilize waste heat from nuclear reactors or renewable based heat such

as solar radiation, thereby improving cycle environmental and performance

efficiencies [13]. The University of Ontario Institute of Technology (UOIT),

Atomic Energy of Canada Limited (AECL), Argonne National Laboratory

(ANL), and other partner institutions are currently collaborating on the develop-

ment of enabling technologies for the Cu–Cl cycle, through the Generation IV

International Forum (GIF) [18].

The main objective of this study is investigation on the integration of the Cu–Cl

cycle of hydrogen production with nuclear and renewable energy sources and

comparison between different possible alternatives. The advantageous and disad-

vantageous of each system are analyzed and the cost of hydrogen production is

compared. Moreover, environmental impact assessment of the proposed systems

with a focus on the amount of CO2 emission are conducted and compared.
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25.2 Energy Utilization and Sectors in Canada

Canada is a country rich in resources and in its variety of energy resources.

According to Statistics Canada, Canada is a gigantic energy consumer, almost

equal to the USA and number one in the G-8 nations [19]. Long travel distance,

long, bitterly cold winters, and the fact that Canada’s economy is based on energy

intensive industries like mining, pulp and paper, aluminum smelters, refining and

steel manufacturing are the reasons that have put Canada in the list of high energy

consumer countries. Three main resources of energy in Canada are electricity,

natural gas, and motor gasoline. All these resources are high in producing GHG

emissions. In other words, Canada contributes largely to GHG emissions.

According to the Kyoto Protocol, Canada must reduce energy consumption based

on fossil fuel resources in order to control related environmental damages [19].

The industrial sector accounts for the largest share of energy use and is second in

terms of GHG emissions in Canada [20]. Energy is used in five sectors of residential,

commercial/institutional, industrial, transportation and agriculture for a total of 8,541.6

PJ of energy [20]. One petajoule (PJ), or 1015 J, is equivalent to the energy required by

more than 9,000 households (excluding transportation requirements) over 1 year.

The industrial sector accounted for the largest share of energy, followed by transporta-

tion, residential, commercial/institutional, and agriculture. Total GHG emissions

associated with the energy use of the mentioned five sectors was about 463.9 Mt

in 2009 [20]. Figure 25.1 depicts Canada energy use by consuming sectors in 2009.

Electricity use does not give out any GHG emissions at the point of consumption

in contrast of other end-use energy sources. GHG emissions related to electricity

are emitted at the point of generation. These are sometimes referred to as indirect

emissions. Therefore, it is a common practice in energy end-use analysis to allocate

GHG emissions associated with electricity production to the sector that uses that

electricity. This allocation is done by multiplying the amount of electricity used by

a national average emission factor that indicates the average mix of fuels used to

electricity generation in Canada [20]. Figure 25.2 shows the GHG emissions by

Fig. 25.1 Canada energy use by consuming sectors in 2009
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energy consuming sectors. Energy consumed by the transportation sectors is con-

siderably more GHG-intensive than the other sectors.

It could be clearly concluded that growth in energy use is reflected in growth of

GHG emissions. In 2009, Canada’s GHG emissions excluding electricity-related

emissions declined 1 % compared to 2008, while emissions including those

from electricity generation dropped 4 % [21]. Decrease in electricity generated

from coal particularly contributed to 52 % of the total decline in electricity

generated between 2008 and 2009 [21]. The CO2 emissions mitigated from the

reduction of coal use contributed 83.6 % to the total CO2 decrease. The total GHG

emissions by energy consuming sectors in Canada are depicted and compared for

1990 and 2009 [20] (Fig. 25.3).

Fig. 25.2 Canada GHG emission by energy consuming sectors in 2009
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Fig. 25.3 Sectoral GHG emissions in Canada

25 Integration of Cu–Cl Cycle of Hydrogen Production with Nuclear. . . 413



25.3 Renewable and Nuclear Energy Technologies

Renewable energy sources are perhaps the best candidate for satisfying most of the

criteria for sustainable energy development. However, it is still more expensive in

comparison to the present low prices of fossil and nuclear power. The renewable

energy sources are known to be diffuse, fluctuating, intermittent, and partially

unpredictable. Therefore, the collection and conversion of renewable energy

flows require significant investment which need feed-forward control, storage

facilities, and makeup [2]. Moreover, the inevitable back-up power supplies, in

case of interruption, is another challenging issue. As it was mentioned before,

most of renewable options in power sector struggle with the high total system cost.

The extra prices of construction, and both installation and operational costs are the

main reasons to be phased-out by cheaply priced fossil fuels. In addition, when

renewable sources address the ancillary services in a continuous supply of power,

the price of the average kWh delivered by a full renewable system will also remain

at the higher end [2].

In contrast to fossil fuels, the efficiency of renewable technologies is usually site

specific. For example, it would be expected that photovoltaic solar panel in the

higher latitudes would require a higher cost per unit energy than a place located at

lower latitudes. In contrast, fossil fuels are internationally traded and thus have a

similar cost throughout the world. Therefore, cost comparison between energy

sources should be made on the basis of the optimal conditions that include the

cost of every aspect. For example, photovoltaic solar panels are generally calcu-

lated as distributed electricity sources and the associated costs should be compared

with the electricity cost of other sources that includes transmission and distribution

costs [22]. Cost range of delivered electricity and efficiency range of different

power generation technologies are given in Table 25.1. Although the cost of

generating electricity is still in favor of the fossil fuel technologies in many

developing countries, but this difference would be much smaller when delivery

cost is not included.

Table 25.1 Cost of delivery and efficiency range for power generation technologies

Power generation technology Cost of delivery (US-cents/kWh) Efficiency range (%)

Geothermal 3–14 10–20

Biomass 6–19 16–43

Photovoltaic 1,000 kWh/m2 63–104 4–22

2,000 kWh/m2 31–60

3,000 kWh/m2 22–49

Wind Offshore 7–14 23–45

Onshore 4–6

Hydro 3–13 >90

Gas 2.5–6 45–53

Coal 3.5–6 32–45

Nuclear 5–9 30–36

Source: [23–33]
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The conversion efficiency of fuel source into electricity is an important parame-

ter which needs to be considered when comparing electricity production

technologies. Efficiency strongly influence the cost of production and considered

as an important criteria in sustainability analysis, since the high levels of waste

associated with an inefficient process are considerably unsustainable [22]. Hydro-

power has the highest efficiency, from double to five times more the highest

achieved in all other technologies. When located at a high quality wind resource,

wind power is the second most efficient renewable energy technology, followed

closely by high efficiency biomass. Natural gas is the second highest efficient and is

the best among thermal technologies. It should be considered that gas, coal and

nuclear, have small ranges of efficiency, varying by up to 13 %. Biomass has a large

data range, varying by up to 27 %. At its highest efficiency, biomass is comparable

with coal and higher than nuclear. At its lowest efficiency the electricity produced

from biomass is one of the least efficient choices. The lowest presented efficiencies

are mostly for outdated technologies and methods. The large efficiency range for

photovoltaics is due to differing cell types, with amorphous silica cells showing the

lowest efficiencies and crystalline silica cells the highest. Geothermal efficiencies

vary due to the temperature of the geothermal source and off course hotter geother-

mal sources give greater efficiencies.

Renewable energy technologies are mainly considered as methods for reducing

global GHG emissions; however each renewable energy technology is not entirely

GHG neutral. For instance, although wind turbines and photovoltaic cells do not

emit CO2 during operation, but there are CO2 emissions associated with construc-

tion, installation and disposal/recycling of each system. Hydro dams have GHG

emissions during construction, but also during operation as a result of the decay of

organic material such as methane forming decay within the dam [22]. GHG

emissions for each power generation technology are illustrated in Fig. 25.4, as

carbon dioxide equivalent, or “CO2e.” It is shown that the range of emissions for

nuclear has the lowest average of 15 g CO2e/kWh and the lowest amount of 1.9 g

CO2e/kWh [34–47].

Fig. 25.4 CO2 equivalent emission range for power generation technologies
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25.4 Cu–Cl Cycle of Hydrogen Production

The Cu–Cl cycle is a sequence of processes for hydrogen production by thermo-

chemical water splitting. This cycle has been identified by Atomic Energy of

Canada Ltd. (AECL) [48, 49] at its Chalk River Laboratories (CRL) as a highly

promising cycle for thermochemical hydrogen production. The Cu–Cl cycle

involves four chemical reactions in which net reaction decomposes water into

hydrogen and oxygen. All other chemicals are internally recycled. The Cu–Cl

cycle can be linked to nuclear power plants and/or other heat sources such as

solar and industrial process/waste heat (i.e., incinerators, chemical plants, or lost

energy from furnaces) to potentially achieve higher efficiencies, lower environmen-

tal impact and lower costs of hydrogen production in comparison to other conven-

tional technologies [50].

The Cu–Cl thermochemical cycle uses a series of reactions to achieve the overall

splitting of water into hydrogen and oxygen. There are three key variations of the

Cu–Cl cycle: 5-step, 4-step, and 3-step cycles [18]. In the 5-step cycle, copper is

produced electrolytically, moved to an exothermic thermochemical hydrogen reac-

tor and then reacted with HCl gas to produce hydrogen gas and molten CuCl. The

4-step cycle combines the hydrogen and electrochemical reactions together to

eliminate the intermediate production and handling of copper solids. AECL has

successfully demonstrated this combined process through a CuCl/HCl electrolyzer

which produces hydrogen and aqueous Cu(II) chloride [51]. The 3-step cycle

further combines steps by supplying aqueous Cu(II) chloride directly into the

hydrolysis chamber. In this research, the main focus is the 4-step cycle since

separation of hydrolysis and drying processes provides the advantages of higher

thermal efficiency and more viable practical adaptation. Table 25.2 shows the

reactions in the 4-step Cu–Cl cycle.

The advantages of the Cu–Cl cycle over other thermochemical cycles include

lower operating temperatures, ability to utilize low-grade waste heat to improve

energy efficiency, and potentially lower cost of construction materials. In compari-

son to other thermochemical cycles, the Cu–Cl process requires lower maximum

temperatures of 530 �C [8].

Table 25.2 Reactions in the Cu–Cl cycle of hydrogen production

Step (Temp. range (�C)) Reaction Feed-outputa

1 (Electrolysis), (<80) 2CuCl(aq) + 2HCl(aq)

! H2(g) + CuCl2(aq)

Aqueous CuCl and HCl + V + Q

H2 + CuCl2(aq)

2 (Drying), (<70) CuCl2(aq) ! CuCl2(s) Slurry containing HCl and CuCl2 + Q

Granular CuCl2 + H2O/HCl vapors

3 (Hydrolysis), (400) 2CuCl2(s) + H2O(g) !
Cu2OCl2(s) + 2HCl(g)

Powder/granular CuCl2 + H2O(g) + Q

Powder/granular Cu2OCl2 + HCl(g)

4 (Decomposition),

(500)

Cu2OCl2(s) ! 2CuCl(l)

+ 1/2O2(g)

Powder/granular Cu2OCl2(s) + Q

Molten CuCl salt + Oxygen
aQ ¼ thermal energy, V ¼ electrical energy
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The overall efficiency of the Cu–Cl cycle has been estimated to be about 43 %

[16], excluding the additional potential gains of utilizing waste heat in the cycle.

Figure 25.5 shows process flow diagram of the Cu–Cl cycle.

In order to analyze the Cu–Cl cycle performance, the cycle energy efficiency is

defined as below,

ηCuCl ¼
_mH2

� LHVH2

_Wein þ _Qin

(25.1)

where _mH2
is the amount of produced hydrogen in kg/s, LHVH2

is the lower heating

value of the hydrogen in kJ/kg, _Wein is the sum of required electric power to run the

electrolysis process and auxiliary work for pumps in and is the net input heat rate

that both are in kW. The exergy efficiency for the Cu–Cl cycle can be expressed in

the following manner,

ψCuCl ¼
_m _exH2

_Wein þ 1� T0

Ti

� �
_Qin

(25.2)

where _exH2
is the exergy content of produced hydrogen in kJ/kg, T0 and Ti are the

reference and heat source temperature respectively.
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Fig. 25.5 Process flow diagram of the Cu–Cl cycle of hydrogen production
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The capital cost associated with the Cu–Cl cycle of hydrogen production as

shown in Fig. 25.6 is very sensitive to the production capacity [52]. It is observed

that the larger the capacity of the cycle, the more economical hydrogen production

system. The main portions of the cost are the capital cost of the Cu–Cl cycle and the

cost of storage and distribution of hydrogen. For small scale productions rate, less

than 50 tons H2/day, capital cost of the cycle accounts for the main share of the

overall cost in comparison to the other associated costs such as storage and

distribution costs. In contrast, for the large scale production, mainly more than

50 tons/day, storage would keep the major cost portion. Storage and distribution

costs are constant with capacity, and about 0.7 $/kg H2 and 0.1 $/kg H2, respec-

tively [52]. It is important to know that the cost of required energy to run the cycle is

not included here and will be presented later based on different energy sources.

Moreover, oxygen as the cycle by-product can be used in various chemical

processes. In this case, the revenue from selling of oxygen should be reduced

from the cost of produced hydrogen.

Improvement in the cycle efficiency could substantially decreases energy or

exergy losses from the cycle and exergy destruction within the system. It means,

the cycle efficiency determine the external energy requirement for the specific

amount of production rate. This often results in decrease in cost creation for a unit

production of hydrogen. Consequently, the better the cycle efficiency, the cheaper

the unit cost of hydrogen production. Figure 25.7 depicts variation of the unit

cost of hydrogen production with the Cu–Cl cycle for different production

capacity [2].

Fig. 25.6 Variation of the cost of produced hydrogen and capital investment of the Cu–Cl cycle

with the production capacity
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25.5 Nuclear and Renewable Integrated Cu–Cl Cycle

Power generation worldwide is heavily dominated by the use of fossil fuels. The

combustion of these fuels releases large amounts of carbon dioxide and pollutants

to the atmosphere. While coal reserves are still abundant, the excessive consump-

tion of coal by the electricity sector is responsible for the greatest share of CO2

emissions globally, as well as emitting large amounts of pollutants, such as NOx,

SO2, CO, particulate matter, and air toxics to the environment [53].

In order to satisfy the increasing energy demand with a minimal environmental

impact, shifting to renewable energy systems are essential. Renewable energy

sources provide freedom from the price fluctuations, trade, and transportation issues

associated with uranium, gas, and coal, and can potentially help the world energy

security. Power generation from flexible sources could significantly reduce the grid

demand and associated environmental impacts. Therefore, nuclear and renewable

integrated hydrogen production systems are potential solutions to the challenge of

producing power at the peak energy demand. Without hydrogen, the contributions

of renewable energy will be limited since there is not yet any cost-effective way to

store electricity. A more practical approach is the construction of nuclear power

plants in series, operating permanently at full load, and directing extra capacity that

the grid cannot absorb to hydrogen generation. Conventional electrolysis methods

are not practical for the hydrogen mass production due to high cost of construction

and low efficiencies. Moreover, producing hydrogen with the current commercial

thermochemical cycles requires high-temperature heat.

It could be concluded that low temperature thermochemical cycle, such as Cu–Cl

cycle, can be one of the great hydrogen production options to couple with renewable

and nuclear energy sources [13]. The Cu–Cl cycle can be integrated with nuclear

plants and/or other heat sources such as solar and industrial process/waste heat

Fig. 25.7 Variation of the cost of produced hydrogen with the Cu–Cl cycle exergetic efficiency

25 Integration of Cu–Cl Cycle of Hydrogen Production with Nuclear. . . 419



processes (i.e., incinerators, chemical plants, or waste heat from furnaces) to poten-

tially achieve higher efficiencies, lower environmental impact, and lower costs of

hydrogen production than other conventional technologies [50]. The Cu–Cl cycle is

a hybrid process that employs both thermochemical and electrolysis steps with an

estimated overall efficiency of 43 % [54], excluding the additional potential gains of

utilizing waste heat in the cycle. Figure 25.2 shows a schematic representation of the

Cu–Cl cycle. About 71 % of the net heat required for the Cu–Cl cycle occurs in the

form of external heat input, while the remainder can be obtained by internally

recycled heat from exothermic processes [55]. Before starting to analyze different

integration possibility of the Cu–Cl cycle with nuclear and renewable energy

sources, it is necessary to briefly talk about process integration technology.

25.5.1 Process Integration Technology

There are two main considerations in reviewing the impact of technology on

industrial demand. The first is the consistent trend of improving energy efficiency.

The second is the potential impact of several innovative new technologies or

processes. Improvements in industrial sector energy efficiency should continue at

least as well as previous trends due to generally increasing energy costs and GHG

emissions. Technologies which represent examples of innovative change in the

energy sector include fuel switching to renewable energy, gasification, combined

heat and power, known as cogeneration, and material substitution including

recycling processes. All of these are capable of considerably reduce established

energy consumption trends.

In response to the environmental and energy problems associated with the fossil

fuel based power generation systems, the energy industry has recently dedicated

much attention and resources to mitigating its detrimental impact on the environ-

ment, conserving resources, and reducing the intensity of energy usage. These

efforts have significantly shifted from a single-based approach to a systems-level

solution. It means that the various process objectives such as technical, economic,

environmental, and safety must be integrated and reconciled. These challenges call

for the application of a systematic approach that target the specific circumstances of

the process and views the environmental, energy, and resource conservation

problems from an integrated perspective.

Process Integration (PI) is an integrated approach to process design and opera-

tion which emphasizes the unity of the process [56]. The primary applications of the

process integration have focused on resource conservation, pollution prevention

and energy optimization. The initial efforts in the field of process integration were

focused on the energy dimension of a chemical process. The primary efforts

occurred during the late 1970s and 1980s and resulted in the development of several

novel design methodologies such as heat exchanger network analysis that collec-

tively involve heat integration technology [57–61].
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Process integration has recently been developed to simultaneously address

both the mass and energy aspects of the process [62–65]. The development of

this integrated methodology has been advanced to address waste reduction pro-

cesses by the announcement of more stringent environmental regulations coupled

with the desire to improve industrial competitiveness. Process integration com-

bined with process simulation, is a powerful approach that allows engineers to

systematically analyze an industrial process and the interactions between its

various parts. It may be applied to address the most important industrial issues

such as energy saving and GHG emissions reduction, minimization of water/

steam use and wastewater production, multi-generation system design and waste

minimization, and optimization of hydrogen use in an integrated hydrogen pro-

duction systems.

25.5.2 Solar Based Cu–Cl Cycle

Solar photovoltaic (PV) technology converts sunlight directly into electrical

energy. Direct current electricity is produced, which can be used in that form,

converted to alternating current or stored for later use. Solar PV systems operate in

an environmentally benign manner, have no moving components, and have no parts

that wear out if the device is correctly protected from the environment [66]. By

operating on sunlight, PV devices are a practical way to harvest solar energy in any

place on earth. PV systems can be sized over a wide range, so their electrical power

output can be customized for any application, from low-power consumer uses like

battery chargers to significantly energy-intensive applications such as generating

power at industrial facility.

Instead of nuclear reactor, solar plant could be linked to the Cu–Cl cycle to

provide heat and electricity to run the cycle, as shown in Fig. 25.8. This system

has drawbacks of no backup energy-source connection and generating of the

imbalance charges [2]. Direct coupling of the Cu–Cl cycle to the solar plant
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implies irregular operation with highly variable power output. So, the cycle gets

exposed to the variable power supply that makes the operation of the integrated

system challenging. Economics of the solar based Cu–Cl cycle significantly

related to the configuration of the system and its control system, beside the

available solar insolation [2].

In some cases, the energy conversion factor of a solar PV system is described as

the system efficiency which is completely wrong. The efficiency of a solar PV cell

can be considered as the ratio of the electricity generated to the total, or global, solar

irradiation. In this definition, which is correctly defined, still the electricity

generated by a solar PV cell is only considered. Other properties of PV systems,

which may affect efficiency, such as ambient temperature, cell temperature, and

chemical components of the solar cell, are not directly taken into account.

For solar PV cells, efficiency measures the ability to convert solar radiation

energy to electrical energy. The electrical power output is the product of the output

voltage and the current out of the PV device, taken from the current–voltage curve.

The conversion efficiency does not have a constant value, even under constant solar

irradiation [66].

25.5.3 Nuclear-Solar Based Cu–Cl Cycle

In the proposed integrated system, the problems with intermittent energy supply is

eliminated by assuming the combined solar radiation and nuclear power plant as the

source of heat and electricity for the Cu–Cl cycle. This configuration will secure

constant energy input to the Cu–Cl cycle as depicted in Fig. 25.9.

Fig. 25.9 Nuclear-solar based Cu–Cl cycle of hydrogen production
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25.5.4 Wind-Solar Based Cu–Cl Cycle

With the growing significance of environmental problems, clean energy generation

has become increasingly important. Wind energy is clean, but it usually does not

persist continually for long periods of time at a given location. Other source of

energy often must supplement wind energy systems.

Wind power is a form of renewable energy in that it is formed daily by the sun.

Warm air rises as portions of the earth which are heated up by the sun, and other air

is pushed in to fill the low-pressure areas, creating wind power [66]. The

characteristics of wind affect the design of systems to exploit its power. Wind is

slowed considerably by friction as it flows over the ground, often causing it not to

be very windy at ground level. When wind power is converted to electricity, it can

be transported over long distances and thus can serve the needs of urban centers

whit a large population.

The simplest integration opportunity is to couple wind turbine with an

electrolyzer to produce hydrogen. Since the Cu–Cl cycle needs heat to operate, it

cannot work with only electrical power that produced by the wind turbine. More-

over, one of the natural drawbacks of wind power is that the wind velocity is highly

intermittent. It is also experienced that power from the wind turbine or wind-farm

fluctuates significantly with time. It means that wind power generation system

could be incorporated with the solar plant to be coupled with the Cu–Cl cycle, as

shown in Fig. 25.10, and ensure security and versatility of power supply. Combined

wind and solar systems are in operation at the Desert Research Institute (Reno,

Nevada), and in the Hydrogen Research Institute (HRI) at the Universite du
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Quebec, Trois Rivieres [2]. These independently operational systems use solar

radiation and wind energy together to generate hydrogen effectively. They generate

hydrogen at relatively small capacity, with a compressed hydrogen storage system.

Although turbine technology for wind energy is in good progress, some of the

thermodynamic characteristics of wind energy are not yet clearly understood and

also prediction of accurate wind condition is not completely predictable. The

capacity factor of a wind turbine sometimes is described as the efficiency of a

wind energy turbine. But there are difficulties associated with this definition. The

efficiency of a wind turbine can be considered as the ratio of the electricity

generated to the wind potential within the area swept by the wind turbine. In this

definition only the kinetic energy component of wind is considered. Other

components and properties of wind, such as temperature differences and pressure

effects, are neglected.

25.5.5 Solar-Geothermal Based Cu–Cl Cycle

Geothermal energy is clean and sustainable. Geothermal energy resources are

located over a wide range of depths, from shallow ground to hot water and hot

rock found several kilometers beneath the Earth’s surface, and down even deeper to

the extremely high temperatures of molten rock called magma. Geothermal energy

is to some extent renewable since a geothermal resource usually has a life of 30–50

years [66]. Geothermal energy has been used commercially for over 80 years and

for four decades on the scale of hundreds of megawatts for electricity generation

and direct use.

There are three general types of geothermal fields: hot water, wet steam, and dry

steam. Hot water fields contain reservoirs of water with temperatures between

60 and 100 �C, and are most suitable for space heating applications. For hot

water fields to be commercially viable, they must contain a large amount of water

with a temperature of at least 60 �C and lie within 2,000 m of the surface. Wet steam

fields contain water under pressure and are at 100 �C [67, 68]. When the water is

brought to the surface, some of it flashes into steam, and the steam may drive

turbines that produce electrical power. Dry steam fields are similar to wet steam

fields, except that superheated steam is extracted from the ground. Dry steam fields

are relatively rare. Because superheated water explosively transforms to steam

when exposed to the atmosphere, it is safer and generally more economical to use

geothermal energy to generate electricity, which is more easily transported.

Because of the relatively low temperature of the steam/water, geothermal energy

is usually converted to electricity with an energy efficiency of 10–15 %, in contrast

to the 20–40 % values typical of fossil fueled electricity generation [66].

Another renewable-based Cu–Cl cycle of hydrogen production option is a

combined geothermal electricity generation and solar heating system getting

integrated to the Cu–Cl cycle. The main disadvantage of the geothermal energy

sources is generally low temperature operating condition that could not satisfy
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the Cu–Cl cycle heat demand temperature. But it could efficiently generate

electricity that is consumed by Cu–Cl cycle. Figure 25.11 is a simple demonstra-

tion of this system.

25.5.6 Integrated Gasification and Cu–Cl Cycle

Gasification is the thermochemical conversion of either a solid (coal, coke, bio-

mass, solid waste) or liquid (oil, tar, pitch) fuel into a synthesis gas, or syngas,

composed primarily of H2 and carbon monoxide (CO) [69]. Unlike combustion

processes that only produce carbon dioxide and water, gasification is a partial

oxidation process that occurs in an oxygen-limited environment. The resulting

syngas is more useful than combustion flue gas and it has the potential to generate

electricity more efficiently. During the last century, gasification has been used to

convert coal into fuel gas for domestic heating and lighting. More recently, gasifi-

cation has been used in the petrochemical industry for the production of chemical

products [70].

Modern gasification technologies can be integrated with power generation

cycles, acting as a link between coal or heavy fuel oils and gas turbines. Syngas

from gasification can be cleaned to very low levels of contaminants, involving

sulfur compounds and particulates [53]. After cleaning, syngas can be utilized in

Fig. 25.11 Solar-geothermal based Cu–Cl cycle of hydrogen production
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gas-steam turbine combined cycle power plants, namely, Integrated Gasification

Combined Cycle (IGCC), which generates electricity more efficiently than tradi-

tional combustion-based plants [53]. The resulting process configuration of IGCC is

the only power generation technology, including burning coal, high sulfur residues,

or biomass that can approach the technical and environmental performance of

natural gas-fired systems. The environmental impact of IGCC systems can be

minimized even further when coupled with carbon capture and storage techniques.

The proposed system is the linkage of the biomass gasification and Cu–Cl cycle

processes. In this system, heat provided by the syngas cooling section of an

Integrated Gasification Combined Cycle (IGCC) plant, previously used for

low-pressure steam generation, is used as the major input of external heat required

for the Cu–Cl cycle. At the same time, the produced oxygen in the Cu–Cl cycle can

be used instead of input air in the gasification process to improve the combustion

efficiency, increase the hydrogen content of produced syngas, and reduce the NOx

and CO2 emissions [13]. Figure 25.12 shows a schematic diagram of this integrated

process. It should be mentioned that the electricity requirement to run the Cu–Cl

cycle is also provided by the IGCC. The remaining higher temperature heat needed

for the Cu–Cl cycle could be provided by solar heating system.

25.6 Results and Discussion

Based on the costs of different energy sources presented earlier in Table 25.1 and

the capital cost and the cost of hydrogen production for the Cu–Cl cycle which is

presented in Fig. 25.6, the overall cost rate balance of the hydrogen production for

the Cu–Cl cycle using different energy sources can be estimated and compared
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[2]. Costs of the input energy, including heat and electricity, combined with the

capital and processing cost of the Cu–Cl cycle, result in a total cost of hydrogen

production. Figure 25.13 shows the cost of hydrogen production in the fossil-fuel-

based Cu–Cl cycle using coal or natural gas. Figure 25.14 depicts and compares the

cost of hydrogen production in the Cu–Cl cycle using nuclear and renewable energy

sources like solar, wind, geothermal, and biomass, in terms of production capacity.

It is shown that natural gas and coal are the most inexpensive energy sources for the

Cu–Cl cycle of hydrogen production comparing to the nuclear and renewables.

Fig. 25.13 Cost of hydrogen production for the Cu–Cl cycle using coal and natural gas

Fig. 25.14 Cost of hydrogen production for the Cu–Cl cycle using nuclear and renewable energy

sources
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The production cost for nuclear-based Cu–Cl cycle is varied between 3.6 $/kgH2

and 5.4 $/kgH2 while capacity approaches to 200 tons/day. It is again confirmed

that the price of hydrogen production is less for the larger production capacities.

Solar energy is the most expensive energy source for hydrogen production which

could be up to 12 $/kgH2, but it is expected to drop sharply in the future as new and

cheaper solar technology become available. Wind energy has the second highest

cost of hydrogen production, after solar. As illustrated, there is a large cost

difference between the onshore and offshore wind energy sources. The cost of

hydrogen for offshore-based Cu–Cl cycle currently varies between 4.9 $/kgH2 and

6.8 $/kgH2, while for the onshore-based Cu–Cl cycle changes between 2.9 $/kgH2

and 4.8 $/kgH2. Similar to the solar energy, these ranges are expected to drop with

the progress in the wing power technology. The cost of hydrogen production for

geothermal-based Cu–Cl cycle is estimated to vary from 3.1 $/kgH2 to about 4.6 $/

kgH2 which is cheaper than the solar and offshore energy sources. The cost of

biomass powered Cu–Cl cycle changes between 2.5 $/kgH2 and 4 $/kgH2 and is

inversely proportional to the cycle production capacity. Since the gasification

process is a well-established technology, the cost of gasification-based Cu–Cl

cycle is predicted to remain constant in future.

As mentioned before, despite coal and natural gas are the most inexpensive

energy sources for hydrogen production, they are mostly contributing to the GHG

emissions and climate changes. The CO2 emission in terms of unit rate of hydrogen

production in the Cu–Cl cycle using different energy sources are depicted in

Fig. 25.15. It is shown that using coal energy to produce hydrogen releases 38 kg

of CO2 per kg of produced hydrogen. It is 18 kg CO2/kg H2 for natural gas, while it

is negligible for renewable and nuclear sources compared to the fossil fuels [2].

Fig. 25.15 CO2 emission of hydrogen production for the Cu–Cl cycle using different energy

sources
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25.7 Conclusions

Cu–Cl cycle of hydrogen production is one of the promising emerging technologies

for sustainable hydrogen production. The Cu–Cl cycle has numerous advantages

over other existing methods of hydrogen production, particularly lower environ-

mental impact than carbon-based technologies and potential higher overall effi-

ciency for its adaptability of integration with nuclear an renewable energy systems.

Process integration analysis of the Cu–Cl cycle of hydrogen production with the

nuclear and renewable energy sources such as solar, wind, geothermal, and biomass

provides valuable insight into further development of this cycle. This study

analyzes the advantages and disadvantages of various integrated system options

and compares associated cost of hydrogen production. Moreover, environmental

impact assessment of the proposed systems with a focus on the amount of CO2

emission are conducted and compared.
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Chapter 26

Comparative Environmental Impact

Assessment of Nuclear-Based Hydrogen

Production via Mg–Cl and Cu–Cl

Thermochemical Water Splitting Cycles

Ahmet Ozbilen, Ibrahim Dincer, and Marc A. Rosen

Abstract The environmental impacts of nuclear-based hydrogen production pro-

cesses are evaluated and compared, considering magnesium–chlorine (Mg–Cl) and

copper–chlorine (Cu–Cl) thermochemical water decomposition cycles and using

life cycle analysis. Variations of environmental impacts (acidification potential and

global warming potential) with hydrogen production plant lifetime are reported. An

artificial neural network model is used to develop the results. Relations between

environmental impacts and economic factors are also presented using the social

cost of carbon concept. The results show that the Cu–Cl thermochemical cycle has

lower acidification and global warming potentials per unit mass of hydrogen

produced compared to the Mg–Cl thermochemical cycle due to its lower electrical

work requirement.
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Nomenclature

Wn Weights of ANN

xn Inputs of ANN

yn Outputs of ANN

Greek Symbols

α Activation function

Σ Summation function

Acronyms

ANN Artificial neural network

AP Acidification potential

AECL Atomic Energy of Canada Limited

CML The Center of Environmental Science of Leiden University

DC Direct current

GHG Greenhouse gas

GWP Global warming potential

HTE High temperature electrolysis

ISO International Organization for Standardization

LCA Life cycle assessment

LCI Life cycle inventory

LCIA Life cycle impact assessment

PEM Proton exchange membrane

SCC Social cost of carbon

SCWR Super-critical water cooled reactor

SOEP Solid oxide electrolysis cell

TC Thermochemical cycle

26.1 Introduction

Many environmental issues such as global warming and acidification are related to

the production, transformation, and utilization of fossil fuels [1]. The risk of global

climate change is of great concern to policy makers and the public. The relation

between the energy generation sector and environmental impact is being carefully

considered in industrialized and non-industrialized countries [2]. Environmentally

benign technologies are being developed to help ensure that future generations have

cleaner energy systems, and a more sustainable economy. The energy carrier

hydrogen can facilitate improved environmental performance and sustainability

of energy systems [3, 4]. Although addressing future energy challenges requires
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numerous measures and approaches, hydrogen is expected by many to play a major

role, in part due to it not emitting greenhouse gases (GHGs) during oxidation.

Many substances found in nature contain hydrogen, for example water, fossil

fuels, biomass, hydrogen sulfide. Close to half of the global hydrogen demand is

supplied by steam reforming of natural gas, about 30 % from oil/naphtha reforming

from refinery/chemical industrial off-gases, 18 % from coal gasification, 3.9 %

from water electrolysis, and 0.1 % from other sources [5]. However, current

hydrogen production methods cannot be considered as sustainable and environmen-

tally benign since these processes use either nonrenewable energy sources or

electricity which is mostly generated by fossil fuels.

Hydrogen production using thermochemical water splitting cycles has the poten-

tial to be cleaner and more cost-effective than other production methods. With

thermochemical water decomposition, hydrogen and oxygen are obtained by

decomposing water using a series of thermally driven chemical reactions. Water

can be directly split in one step, but the required process temperature is too high to

be practical. However, a series of selected chemical reactions can be utilized to

achieve the same hydrogen output at much lower temperatures. Many thermochem-

ical water decomposition cycles have been identified in the literature [6]. The

copper–chlorine (Cu–Cl) thermochemical water decomposition cycle is a

promising hydrogen production process due to its relatively low-temperature

requirements (not exceeding 530 �C). Numerous investigations have been carried

out on hydrogen production using thermochemical Cu–Cl cycles [3, 7–12]. The

magnesium–chlorine (Mg–Cl) thermochemical water splitting cycle is another

promising low temperature alternative for hydrogen production. However, few

performance assessments have been conducted on this cycle [13].

Fossil fuels, nuclear energy, and renewable energy resources can be utilized as

energy sources to produce hydrogen. Nuclear power has significant potential for

future hydrogen production because nuclear reactors do not emit GHGs during

operation, and nuclear energy is capable of large-scale energy production [4, 14,

15]. Generation IV nuclear reactors, particularly the supercritical water-cooled

reactor (SCWR), have been proposed by Atomic Energy of Canada Limited

(AECL) and others as an energy source for low temperature thermochemical cycles.

Environmental impacts associated with hydrogen production need to be

investigated to ascertain the extent to which hydrogen is an environmentally benign

energy carrier. Such an investigation is the focus of the present undertaking. An

environmental impact analysis method, life cycle assessment (LCA), is used which

provides an understanding of the potential harm of a product or a process and

improvement opportunities. LCA is essentially a cradle-to-grave analysis to inves-

tigate environmental impacts of a system or process or product.

An artificial neural network (ANN) approach is used together with LCA in the

present analysis. A previously developed ANN based on a LCA of the Cu–Cl cycle is

applied to the Mg–Cl cycle. The advantage of incorporating an ANN approach is that

it makes it easier to forecast accurately system performance using small data sets,

avoiding the need formany experiments and the need to use LCA software separately.

The objective of this study is to investigate the environmental impacts of

nuclear-based hydrogen production via thermochemical water splitting using the
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Mg–Cl and Cu–Cl cycles by performing a neural network-based life cycle assess-

ment. The specific objectives are given as follows:

• To conduct an LCA of nuclear-based hydrogen production using the Mg–Cl and

Cu–Cl cycles using ANNs.

• To perform a parametric study for various plant lifetimes.

• To present the relation between environmental impacts with economic aspects

using the social cost of carbon concept.

• To compare the environmental impact results of the Mg–Cl and Cu–Cl cycles

with other hydrogen production methods.

26.2 Background: Hydrogen Production Methods

The energy carrier hydrogen is expected by many to become an important fuel that

will help in solving several energy challenges we face today since its oxidation does

not emit GHGs and does not contribute to climate change, provided it is derived

from clean energy sources. Numerous researchers anticipate that hydrogen will

replace petroleum products for fuelling of transportation vehicles, in turn decreas-

ing the dependence on petroleum. Industrial sectors, such as petrochemical, agri-

cultural, food processing, plastics, manufacturing, use hydrogen heavily as a

commodity [3]. Hydrogen complements the energy carrier electricity, which can

be generated from a variety of primary energy sources and is widely used in a broad

range of applications. These two energy carriers are expected to have complemen-

tary roles in the future, in part since hydrogen adds the capability of storage

[16]. Renewable energy-based hydrogen production, with a corresponding storage

system, is considered to be useful for energy management since renewable energy

systems have intermittent characteristics [17].

Many substances found in nature contain hydrogen. Among them water—

naturally found as brine (sea water), river or water, rain or well water—is the

most abundant. Hydrogen can also be extracted from hydrocarbons, biomass,

hydrogen sulfide, or other substances. When hydrogen is extracted from fossil

fuels, all carbon dioxide must be processed (separated, sequestrated, etc.) and no

GHGs or other pollutants can emitted to the atmosphere for the hydrogen extraction

process to be considered “green” [4].

26.2.1 Current Practices for Hydrogen Production

Currently, 96 % of world hydrogen production is from fossil fuels. Natural gas is

the main raw material and steam methane reforming (SMR) is the most commonly

used method [18]. The main methods for hydrogen production using various energy

sources are shown in Fig. 26.1.

Figure 26.2, on the other hand, proposes various paths along which four types of

energy to drive hydrogen production can be obtained from “green” energy sources.
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The electrical and thermal energy can be derived from renewable energies (like solar,

wind, geothermal, tidal, wave, ocean thermal, hydro, biomass), or fromnuclear energy,

or from recovered energy. The photonic energy is comprised of solar radiation only.

The biochemical energy is that stored in organic matter (in form of carbohydrates,

glucose and sugars, etc.) and can be manipulated by certain microorganisms that can

extract hydrogen from various substrates or can be chemically converted to thermal

energy. Biochemical energy can be assisted by solar radiation to generate energy,

depending on the case (viz. bio-photolysis or dark fermentation) [4].

26.2.2 Review of Nuclear Hydrogen Production Methods

Using nuclear energy as the primary energy source for hydrogen production is

attractive because: (1) the GHG emissions associated with nuclear energy
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Fig. 26.1 The main methods for hydrogen production, considering various energy sources

(modified from [19])
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production are more significantly reduced than with conventional fossil fuel com-

bustion; and (2) nuclear energy is adaptable to large-scale hydrogen production.

Significant progress in nuclear-based hydrogen production has been reported in

recent years in the open literature. Nuclear-based hydrogen production methods,

such as water electrolysis, high temperature electrolysis, thermochemical water

splitting and hybrid thermochemical cycles for water splitting, are promising

(Fig. 26.3).

The simplest method to obtain hydrogen from nuclear power is by coupling an

electrolyzer to a nuclear power plant. The advantage of such system is the possibil-

ity to operate at design load without direct interference with the grid. Another

important advantage of nuclear/water electrolysis is that there is no need to modify

the reactor. Such systems were applied on nuclear submarines to generate oxygen

(for maintaining life) and hydrogen. It is possible to adapt the system to existent

nuclear power plants to generate off-peak electricity.
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The various nuclear reactor technologies that can be combined with thermally

driven hydrogen production processes, that are adaptable to nuclear reactors, will

likely complement, not compete, in shaping nuclear-based hydrogen generation

capability in the future. Hydrogen production using thermochemical water splitting

cycles has the potential to be cleaner and more cost-effective than other production

methods. Although hydrogen production systems using thermochemical cycles

have not yet been commercialized, studies have shown that such systems can be

expected to compete with conventional H2 production methods, including steam

methane reforming [11, 20]. Although water can be directly split in one step, a

series of selected chemical reactions can be utilized to achieve the same result at

reasonable temperatures [6].

Water Electrolysis

Water electrolysis is a common method to produce hydrogen by water splitting

which is achieved by passing an electric current through water. An anode, a

cathode, a power supply, and an electrolyte are main components of a basic water

electrolysis unit, as shown in Fig. 26.4. A direct current (DC) is applied and

electrons flow from the negative terminal of the DC source to the cathode at

which the electrons react with hydrogen ions (protons) to form hydrogen. In

keeping the electrical charge in balance, hydroxide ions (anions) transfer through

the electrolyte solution to the anode, at which the hydroxide ions release electrons

and these electrons return to the positive terminal of the DC source [22]. Water

electrolysis can be conducted with proton exchange membrane (PEM) electrolyzers

or alkaline electrolyzers [4, 21].
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Fig. 26.3 Nuclear-based hydrogen production methods: (a) water electrolysis, (b) high temperature

electrolysis, (c) thermochemical cycles, and (d) hybrid thermochemical cycles (modified from [21])
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High-Temperature Electrolysis

In electrolysis a portion of the required energy can be provided in form of heat.

Thus the total energy needed to drive the reaction can be partially electricity and

practically transmitted heat. High temperature electrolysis is conducted in solid

oxide electrolysis cells (SOEC) at temperatures of 1,100–1,250 K. In these systems

water is converted to steam using thermal energy. Also, the electrochemical stack is

heated directly (by the supplied steam) or indirectly (through heat transfer). The cell

voltage and current density in a typical high temperature electrolyzer are

0.95–1.3 V and 0.3–1.0 A/cm2, respectively. The high temperature electrolysis

process has both thermodynamic and kinetic advantages over conventional methods

[21, 23]. Potentially, high temperature steam electrolysis coupled to advanced

nuclear reactors can generate hydrogen at 45–55 % energy efficiency [24].

Thermochemical Water Splitting

Thermochemical cycles do not normally require catalysis to drive the chemical

reactions. All chemicals involved in the process can be recycled except water which

is the material source from which hydrogen is derived. Water-splitting thermo-

chemical cycles are attractive for the following reasons: (a) oxygen separation

membranes are not needed; (b) the temperature of the required thermal energy

source is at a reasonable range (600–1,200 K); and (c) little or no electrical energy

is required to drive the process [4].

Several review articles on the topic have been published in the open literature, as

summarized by [25]. The sulfur–iodine (S–I) cycle operates at maximum tempera-

ture of 825–900 �C, which is needed to drive the oxygen-evolving reaction. The S–I
cycle has been demonstrated in both Japan and the US and has been shown to be

technically viable. However, the commercial viability of any of these cycles has yet

to be demonstrated.
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Hybrid Thermochemical Cycles for Water Splitting

Apart from the thermally driven thermochemical water splitting cycles mentioned

above, three other thermochemical water splitting cycles—called hybrid cycles—

are of interest because they operate at lower temperatures. Hybrid cycles use

thermal and electrical energies to drive endothermic chemical and electrochemical

reactions. As a consequence of their lower operating temperature, other sustainable

thermal sources—apart from solar, high temperature nuclear and biomass

combustion—can be used to drive the relevant processes. The additional heat

sources are present nuclear reactors operating at 250–650 �C, as well as geothermal

and waste heat [4].

The Cu–Cl thermochemical water splitting cycle has several potential

advantages. The maximum temperature level required from the heat source is

about 550 �C, to drive the oxygen generation reaction. There are several variants

of the Cu–Cl cycle, of which the most commonly examined is the “five-step”

version. Three- and four-step cycles are also reported in the literature. The five-

step Cu–Cl cycle comprises three thermally driven chemical reactions, one electro-

chemical reaction and one physical step of drying. The processes involved in the

five-step cycle are shown in Fig. 26.5.

26.3 Life Cycle Assessment

LCA is a useful method for investigating the environmental impacts of a product or

process [26]. It is a cradle-to-grave analysis in which not only the usage stage but

also other stages in the life of a product are taken into consideration, such as

production, transportation, and disposal. LCA is used to determine and assess

overall environmental impacts and to define the most environmentally critical

phase in order to decrease the negative environmental effects of a product or a

Fig. 26.5 The Cu–Cl

thermochemical water

splitting cycle (modified

from [25])
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process. LCA is also conducted to compare competing products or processes and to

identify the more environmentally benign options.

The International Standards of Organization (ISO) developed its 14,000 series

for life cycle assessment, including several parts:

• ISO-14040, Life Cycle Assessment—Principles and Framework [27]

• ISO-14041, Life Cycle Assessment—Goal and Scope Definition and Inventory

Analysis [28]

• ISO-14042, Life Cycle Assessment—Life Cycle Impact Assessment [29]

• ISO-14043, Life Cycle Assessment—Life Cycle Interpretation [30]

• ISO-14044, Life Cycle Assessment—Requirements and Guidelines [31]

A life cycle assessment consists of four main phases (Fig. 26.6), which are

explained further in the following sections. Arrows in Fig. 26.6 indicate that all

phases of the LCA are linked to each other. The life cycle interpretation is also

linked to all phases, since the phases of the LCA should be reviewed and necessary

modifications made depending on the results of a LCA.

26.3.1 Goal and Scope Definition

Goal and scope definition is the first phase of LCA, and identifies the system and the

audience considered as well as the objectives and insights of interest from the LCA.

In defining the scope of the LCA, the system boundary is indicated, which indicates

the region to be analyzed. A definition of scope also considers the function of the

system. It is often necessary to define a functional unit (e.g., 1 kg of product), to

provide a reference for relating the inputs and outputs. Further details on goal and

scope definition are presented elsewhere [28].

Fig. 26.6 Life cycle assessment framework, showing the main steps in LCA and the relations

between them
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26.3.2 Life Cycle Inventory Analysis

Life cycle inventory (LCI) analysis is the second LCA phase. The first step in LCI

analysis is to identify, for all processes, energy and material inputs and outputs

associated with all flows across and within the system boundary. LCI analysis

includes data collection and calculation procedures that quantify relevant inputs

and outputs of the system. Data acquisition often involves measuring data, collecting

data from literature, and calculating data by modelling the process. Due to logistical

as well as other barriers, such as a reluctance by industry to share data considered

confidential, obtaining data to be used in LCI is often difficult [32]. An inventory

analysis is often an iterative procedure in which, to achieve the goals of LCA, as data

are collected and more is learned about the system, new data requirements or

limitations are identified that necessitate a change in the data collection procedures.

Further details on LCI analysis are presented elsewhere [27].

26.3.3 Life Cycle Impact Assessment

The third phase of LCA is life cycle impact assessment (LCIA), for which the aim is

to evaluate environmental impacts of the material and energy flows identified in the

inventory analysis. ISO 14042 [29] divides LCIA into the following steps:

• Classification: This step involves determination of impact categories, which

must be consistent with the goal and scope of the study. Then, inventory data

are assigned to the impact categories, such as potentials for global warming and

ozone depletion.

• Characterization: Inventory data within impact categories are characterized, first

by matching to impact categories and then by quantifying their contributions to

the impact categories. Hence, the impacts of different environmental flows are

assessed using a common indicator unit for each impact category. This calcula-

tion can be done with previously developed factors or using LCA software.

• Normalization and weighting: Normalization and weighting combine all envi-

ronmental impacts and reduce them to a single measure. Although optional, this

LCIA step is but often helpful for comparing alternatives.

Examples of impact assessment methods include CML 2001 [33], Eco-indicator

95 [34], EPS 2000 [35], IMPACT 2002+ [36], and IPCC 2007 [37]. The CML 2001

method is used in the illustrative example at the end of this chapter.

The Center of Environmental Science of Leiden University (CML) published an

“operational guide to the ISO standards” in 2001, which has a set of impact

categories and characterization methods and factors for a list of substances

(accounting for resources from and emissions to the natural environment) to use

in the impact assessment phase of LCA. Guinee et al. [33] explain these environ-

mental impact categories, important examples of which follow:
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• Acidification Potential (AP): AP is the deposition of acidifying pollutants on

soil, groundwater, surface waters, biological organisms, ecosystems and

materials, and is measured in units of kg SO2-eq. Major contributors to this

category are SO2, NOx, and NHx. The natural environment, the anthropogenic

environment, human health and natural resources are protection areas where AP

has notable effects.

• Global Warming Potential (GWP): GWP is the impact of human emissions on

the radiative forcing (i.e., thermal radiation absorption) of the atmosphere, and is

measured in units of kg CO2-eq. Global warming, which leads to climate change,

may affect ecosystem and human health. Most GHG emissions increase radia-

tive forcing, which increases the earth’s surface temperature (the “greenhouse

effect”).

26.3.4 Life Cycle Interpretation (Improvement Analysis)

Life cycle interpretation is the final LCA phase, and integrates the LCI and LCIA

results to develop conclusions and recommendations that relate to the goal and

scope of the study. Life cycle interpretation can help decision makers make

improvements by identifying and choosing the most environmental benign alterna-

tive, bearing in mind that the decision process is also affected by technical,

economic, social, and other factors.

26.4 Literature Review: LCA of Hydrogen

Production Methods

Life cycle analyses of several H2 production methods have been reported. Spath and

Mann presented two reports for the National Renewable Energy Laboratory

(NREL) related to life cycle assessments of hydrogen production via natural gas

steam reforming [38] and via wind/electrolysis [39]. The first report [38] presents

the environmental impacts of hydrogen production via natural gas steam reforming

for a hydrogen plant capacity of 1.5 million Nm3/day. The results are given in term

of air, GHG and water emissions. The global warming potential (GWP) of the

system is found to be 11,888 g CO2-eq/kg hydrogen produced. The second report

[39] investigates the environmental impacts of hydrogen production based on wind

power. Three wind turbines, each of 50 kW capacity, are incorporated into the

system which has a hydrogen production capacity of 100 kg/week. The LCA results

indicate that the GWP of hydrogen production is 970 g CO2-eq and system energy

consumption is 9.1 MJ/kg hydrogen produced. Sensitivity analyses are presented in

both studies.
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Marquevich et al. [40] conducted a life cycle inventory analysis to assess the

environmental load, specifically GWP, associated with H2 production by steam

reforming of feedstocks (methane and naphtha) and vegetable oils (rapeseed oil,

soybean oil, and palm oil). While the GWP of H2 produced from rapeseed oil, palm

oil and soybean oil are found to be 6.42 kg CO2-eq/kg H2, 4.32 kg CO2-eq/kg H2,

and 3.30 kg CO2-eq/kg H2, respectively, the GWPs associated with the production

of H2 by steam reforming are 9.72 kg CO2-eq/kg H2 and 9.46 kg CO2-eq/kg H2 for

methane and naphtha, respectively. Thus, the GWPmay be reduced by up to 60 % if

natural gas and naphtha are replaced by vegetable oils.

Koroneos et al. [41] used a comparative LCA to investigate the environmental

impacts of natural gas steam reforming and hydrogen production based on renew-

able energy sources. The fuel systems considered in the analysis follow:

• Fuels produced from conventional sources:

– Hydrogen produced from steam reforming of natural gas

• Hydrogen produced from renewable energy sources:

– From solar energy using photovoltaics for direct conversion

– From solar thermal energy

– From wind power

– From hydro power

– From biomass

Life cycle impact assessment (LCIA) is conducted using CML 2001 impact

categories and Eco-indicator 95 methods. The total impact scores show that the use

of wind, hydropower, and solar thermal energy are the most environmentally

benign methods. In terms of GWP, hydrogen production using wind power has

the lowest environmental impact while hydrogen from steam reforming of natural

gas has the highest CO2-eq emissions.

Utgikar and Thiesen [23] performed a life cycle assessment of high temperature

electrolysis for H2 production via nuclear energy. High temperature electrolysis is

advantageous to low-temperature alkaline electrolysis because of its higher effi-

ciency, which is due to reduced cell potential and consequent electrical energy

requirements. The high temperature electrolysis system has a GWP of 2000 g CO2-

eq and acidification potential (AP) of 0.15 g H2 ion equivalent per kg of H2

produced. A comparison of the environmental impact of the system with natural

gas steam reforming and wind, solar photovoltaic, solar thermal, hydroelectric, and

biomass based electrolysis indicates that emissions of the high temperature water

vapor electrolysis process are much lower than those for conventional natural gas

steam reforming and comparable with the emissions for H2 production using

renewable based electrolysis.

Utgikar and Ward [42] presented a LCA of a nuclear-assisted ISPRA Mark 9 ther-

mochemical water splitting cycle, a three-step thermochemical cycle involving iron

chlorides (Fe-Cl). GWP and AP of the nuclear-based hydrogen production system, per

kg hydrogen produced, are found to be 2,515 g CO2-eq and 11.25 g SO2-eq,

respectively.
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Solli et al. [43] presented a comparative hybrid life cycle assessment to evaluate

and compare environmental impacts of two H2 production methods: nuclear

assisted thermochemical water splitting using the S-I cycle and natural gas steam

reforming with CO2 sequestration. An overall advantageous option could not be

determined since a weighting method was not applied. The results show that

thermochemical water splitting has lower environmental impacts in terms of

GWP, AP and eutrophication potential (EP), and much higher impacts in terms of

radiation (RAD) and human toxicity potential (HTP). While the GWP of natural gas

steam reforming is 1.3 � 104 kg CO2-eq, the GWP of thermochemical water

splitting via the S–I cycle is 2.9 � 103 kg CO2-eq for the production of 1 TJ

(on the basis of higher heating value (HHV)) of H2.

Koroneos et al. [44] compared two biomass-to-hydrogen systems: biomass

gasification by reforming of the syngas, and gasification followed by electricity

generation and electrolysis. Environmental impacts in terms of GWP, AP, and EP

are determined, and a weighting using the Eco-indicator 95 method is applied to

compare the overall environmental impacts. While the gasification to electrolysis

system has a greater eutrophication effect, biomass gasification by reforming of

syngas has higher environmental impacts in terms of GWP and AP. In addition, the

weighting results demonstrate that the biomass-gasification-electricity-electrolysis

route has better environmental performance than the process involving reforming of

the syngas.

Djomo et al. [45] proposed potato steam peels as a feedstock for producing H2

through fermentation and conducted an LCA for this process. The authors utilized

the IMPACT 2002+ method in the LCIA phase. The results show that the two-stage

bioreactor, which is used for H2 production, emits 1,000–1,500 g of CO2 per kg of

H2 produced. There are two main sources of CO2 emissions. First, photoheter-

otrophic bacteria convert all organic acids to H2 and CO2. There is also an

electricity requirement for both pretreatment and fermentation processes in H2

production, and this is another source of GHG emissions. The study also

demonstrates that hydrogen production using potato steam peels offers advantages

compared to direct use of peels to feed animals, including reductions in GHGs

emissions, nonrenewable resource utilization, and human health impacts.

Dufour et al. [18] investigated from an environmental point of view four H2

production systems: steam reforming of natural gas (the reference system), a

coupling of the reference system with CO2 capture, thermal cracking, and autocat-

alytic decomposition of natural gas. The results show that autocatalytic decompo-

sition with a total conversion is the most environmentally benign process. Steam

reforming of natural gas with CO2 capture and storage options lead to a lower GWP

but a higher general environmental impact, as calculated with the Eco-indicator

method, than conventional steam methane reforming without CO2 capture.

Lubis et al. [46] presented a preliminary LCA for hydrogen production using

nuclear energy, based on the Cu–Cl thermochemical cycle. Results are presented in

terms of CML 2001 impact categories and show that the GWP of the system over its

lifetime is 0.0025 g CO2-eq, and that major contributors to the GWP are construc-

tion of nuclear and hydrogen plants.
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Variations of environmental impacts with lifetime and production capacity were

reported for nuclear based hydrogen production plants using the three-, four-, and

five-step Cu–CI thermochemical water decomposition cycles by Ozbilen

et al. [9]. The LCA is performed using GaBi 4 environmental impact assessment

software. The parametric studies show that increasing plant hydrogen production

capacity and lifetime does not significantly affect the values of the impact

categories per kg hydrogen production, if the capacities and lifetimes are suffi-

ciently great. The parametric studies also indicate that APs and GWPs for the four-

step Cu–Cl can be reduced from 0.0031 to 0.0028 kg SO2-eq and from 0.63 to

0.55 kg CO2-eq, if the lifetime increases from 10 years to 100 years.

The environmental impacts of nuclear based hydrogen production via thermo-

chemical water splitting using the Cu–Cl cycle have been quantified and described

using life cycle analysis by Ozbilen et al. [10]. The LCAs for the three-, four-, and

five-step Cu–Cl cycles consider four scenarios, which relate to electrical power

distribution. Multiple scenarios are considered to account for possible future Cu–Cl

cycle designs using GaBi 4 LCA software. Results are presented in seven impact

categories defined by CML, including global warming potential, and show that

negative impacts can be associated with hydrogen production, depending on its

source, even though hydrogen is a clean energy carrier. The four-step Cu–Cl cycle

linked with a Generation IV SCWR, which supplies all electricity requirements for

the production processes, is seen to have the lowest environmental impact due to its

lower thermal energy requirement. If electrical energy output of the nuclear plant is

used for all processes in nuclear-based hydrogen production, the GWP can be

decreased from an initial value 15.8 kg to 0.56 kg CO2-eq. The four-step Cu–Cl

thermochemical water splitting cycle exhibits lower environmental impacts com-

pared to the three- and five-step cycles. The primary contributors to environmental

impact categories are observed to be fuel processing, especially mining and con-

version due to the fossil fuel use in these processes, and nuclear plant utilization.

26.5 Artificial Neural Networks

Artificial neural networks (ANNs) consist of large numbers of computational units

connected in a large parallel structure and work similar to a human brain

[47]. Because of their simple and unlimited structure, they have a wide operating

area in artificial intelligence applications such as mathematics, engineering, energy

systems, medicine, economics, etc. Today neural networks can be trained to solve

problems that are difficult for conventional computers or human beings. Through-

out the artificial neural network toolbox (e.g., MATLAB nftool, and nntool)

emphasis is placed on neural network paradigms that apply to or are themselves

used in engineering, financial and other practical applications.

Neural networks are composed of simple elements operating in parallel. These

elements are inspired by biological nervous systems. As in nature, the network

function is determined largely by the connections between elements. A neural
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network can be trained to perform a particular function by adjusting the values of

the connections (weights) between elements.

Commonly neural networks are adjusted, or trained, so that a particular input

leads to a specific target output. Then, the network is adjusted, based on a compari-

son of the output and the target, until the network output matches the target.

Typically many such input/target pairs are used, in this supervised learning, to

train a network.

There are several learning algorithms that can be applied to train a neural

network. It is difficult to know which training algorithm will be the fastest for a

given problem, and the best one is usually chosen by trial and error. The most

popular is the backpropagation algorithm, which has several variants. The

backpropagation algorithm was created by generalizing the Widrow–Hoff learning

rule to multiple-layer networks and nonlinear differentiable transfer functions.

Standard backpropagation is a gradient descent algorithm, in which the network

weights are moved along the negative of the gradient of the performance function.

The term backpropagation refers to the manner in which the gradient is computed

for nonlinear multilayer networks [48].

The architecture of a neural network unit is shown in Fig. 26.7. Each artificial

neural unit consists of inputs (xn), weights (Wn), a summation function (Σ), an
activation function (α), and outputs (yn). Figure 26.7 illustrates how the information

is processed through a single node. The node receives weighted activations of other

nodes through its incoming connections. These weighted activations are summed,

and the result is passed through an activation function, the outcome being the

activation of the node. For each of the outgoing connections, this activation value

is multiplied by the specific weight and transferred to the next node.

The input layer feeds data to the network; therefore it is not a computing layer

since it has no weights or activation function. The output layer represents the output

response to a given input. Here, x is input vector which can be expressed xT ¼ [x1,

x2, . . ., xn]. W is the vector including the weights and is represented as WT ¼ [W1,

W2, . . ., Wn].
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Fig. 26.7 Architecture of a

neural network unit

448 A. Ozbilen et al.



26.6 System Description

Fuel (uranium) processing, the nuclear plant, and the hydrogen plant are three main

subsystems of nuclear-based hydrogen production via thermochemical water

splitting. Figure 26.8 shows simplified overview of the nuclear-based hydrogen

production. Mining, milling, conversion, enrichment, and fuel fabrication are the

main steps of fuel (uranium) processing. The output of fuel processing, which is

fabricated uranium (UO2), is then transported to the nuclear plant. The thermal and

electrical energy output of the nuclear plant is required for the hydrogen plant, in

order to produce the final output, hydrogen. In this assessment, only the construc-

tion and operation stages of the nuclear-based hydrogen production system are

included, to be consistent with other LCA studies in the literature.

26.6.1 Mg–Cl Cycle

The Mg–Cl thermochemical water decomposition cycle is a hybrid process using

heat and electricity to split water into produce hydrogen at a maximum temperature

of 550 �C. The Mg–Cl cycle consists of three main steps (two thermochemical and

one electrochemical). A conceptual layout of the cycle with primary reactions is

presented in Fig. 26.9. In the hydrolysis step, a solid gas reaction takes place, in

which hydrogen chloride (HCl) and magnesia (MgO) are produced during the

hydrolysis of magnesium chloride (MgCl2). This reaction is endothermic and has

a temperature range of 450–550 �C, which is the highest temperature requirement

of the Mg–Cl cycle. The reactants of the hydrolysis step are H2O and MgCl2 [13].

In the chlorination step of Mg–Cl cycle, MgO (s) and Cl2 (g) enter as reactants to

form MgCl2 (s) and oxygen at a reaction temperature of about 400–500 �C. MgCl2
is then fed back to the hydrolysis step to form a closed internal loop that recycles all

of the Mg compounds on a continuous basis. Hydrogen can be produced by a

thermochemical or an electrochemical reaction in the third step of Mg–Cl cycle.

Thermochemical dissociation of HCl is an energy-intensive process and the reac-

tion occurs at high temperatures. The electrochemical process is a low temperature

operation compared to thermochemical dissociation [13]. Anhydrous HCl electrol-

ysis is considered in the Mg–Cl cycle, which can be achieved with a voltage of

about 1.6 V at 8 kA/m2 [49, 50]. Further details on the Mg–Cl cycle are presented

elsewhere [13, 49, 51].

Fig. 26.8 Simplified overview of nuclear-based hydrogen production system for LCA
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26.6.2 Cu–Cl Cycle

Cu–Cl thermochemical cycles involve a series of chemical reactions, and are

characterized by the number of major chemical steps they incorporate. Two-,

three-, four-, and five-step Cu–Cl cycles for thermochemical water decomposition

have been identified previously. The chemical reactions used in the Cu–Cl cycle,

which utilizes a series of copper and chlorine compounds, form a closed loop, and

all chemicals are recycled. The participating chemicals are relatively safe, inex-

pensive and abundant. All chemical reactions in the Cu–Cl cycle are also proven in

the laboratory with no significant side reactions [3]. Inputs to the Cu–Cl thermo-

chemical water decomposition cycle are water, thermal energy, and electricity,

while oxygen and hydrogen are the outputs. The principal chemical reactions in

five-, four-, and three-step Cu–Cl cycles for thermochemical water decomposition

and a conceptual layout of the five-step cycle are presented in Fig. 26.10. The five

main chemical reaction steps in the cycle are (1) HCl (g) production (hydrolysis)

using such equipment as a fluidized bed, (2) oxygen production (copper

oxychloride decomposition), (3) copper (Cu) production, (4) drying of cupric

chloride, and (5) hydrogen production. The four-step cycle combines the third

Step Chemical reaction
T

(ºC)

1. Hydrolysis MgCl2 (s) + H2O (g) → MgO (s) + 2HCl (g) 450 – 550

2. Chlorination MgO (s) + Cl2( g) → MgCl2 (s) + ½ O2 (g) 400 – 500

3. Hydrogen
production

2HCl (g) → H2 (g) + Cl2 (g) 70 – 90

Fig. 26.9 Principal chemical reactions in the Mg–Cl cycle for thermochemical water decomposi-

tion and conceptual layout (modified from [13])
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Cu-
Cl

Cycle
Step Chemical reaction

T
(ºC)

5-
step

1. HCl production 2CuCl2(s) + H2O(g) → Cu2OCl2(s) + 2HCl(g) 450

2. O2 production Cu2OCl2(s) → 2CuCl(l) + 1/2O2(g) 500

3. Cu production 4CuCl(aq) → 2CuCl2(aq) + 2Cu(s) 25

4. Drying 2CuCl2(aq) → 2CuCl2(s) 90

5. H2 production 2Cu(s) + 2HCl(g) → 2CuCl(l) + H2(g) 450

4-
step

1. H2 production 2Cu(s) + 2HCl(g) → 2CuCl(l) + H2(g) 450

2. Combined step 4CuCl(aq) → 2CuCl2(s)+ 2Cu(s) 25-90

3. HCl production
2CuCl2(s) + H2O(g) → CuO•CuCl2(s) +
2HCl(g)

450

4. O2 production CuO•CuCl2(s) → 2CuCl(l) + 1/2O2(g) 500

3-
step

1. Combined Step 2CuCl(l) + 2HCl(g) → 2CuCl2(s) + H2(g) 100

2. HCl production
2CuCl2(s) + H2O(g) → CuO•CuCl2(s) +
2HCl(g)

430

3. O2 production CuO•CuCl2(s) → 2CuCl(l) + 1/2O2(g) 550

Fig. 26.10 Principal chemical reactions in five-, four-, and three-step Cu–Cl cycles for thermo-

chemical water decomposition and conceptual layout of the five-step cycle
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and fourth steps in the five-step cycle, whereas the three-step Cu–Cl cycle

integrates the H2 production step and the combined step in the four-step cycle to

reduce the complexity and equipment requirements. Some of the reactions are

exothermic while others are endothermic, and the reaction temperatures differ for

the steps. Heat exchangers are utilized to ensure appropriate temperatures are

maintained and to allow for effective thermal management and waste heat recovery.

The first step of the five-step cycle is the hydrogen production step in which solid

copper particles coming from step 2 (Cu production) react with HCl which comes

from step 4 (HCl production). The hydrogen production step is exothermic and

occurs at a temperature of 450 �C. The products are hydrogen gas which is the

desired output, and CuCl. The second step is the copper production step in which

copper is produced from molten CuCl. The reaction temperature for this step is as

low as 25 �C. This reaction also requires electrical energy. While product copper

moves to hydrogen production step, the other product CuCl2 is transferred to third

step (drying). In the drying step, the molten CuCl2 is dried to solid CuCl2 which is

used in step 4 (HCl production). CuCl2 reacts with water in this step to produce HCl

and CuOCuCl2 at a temperature around 450 �C in a fluidized bed. In the O2

production step, oxygen and CuCl are produced by splitting of CuOCuCl2. Since

the reaction temperatures are not the same for each step, heat exchangers are

utilized prior to each reaction to obtain the required temperature.

The total energy requirements of the five-step Cu–Cl thermochemical water

decomposition cycle are calculated using the study of Wang et al. [7], in which heat

requirements for each step of the cycle are evaluated. The total required heat input is

554.7 kJ/mol H2 and the total heat output is 232 kJ/mol H2. The external thermal

energy requirement of the five-step Cu–Cl cycle is 391.4 kJ/mol H2, i.e., 195.7 MJ/

kg H2 assuming 70 % heat recovery, i.e., only low-grade heat is recovered. The

electrical energy required for the Cu production step is 62.6 kJ/mol H2.

Also, 38 kJ/mol H2 of work is estimated to be required for auxiliary equipment

[8]. Energy requirements of the three- and four-step Cu–Cl thermochemical cycles

are calculated using the approach followed by Rosen et al. [8]. Energy inputs to the

three Cu–Cl cycles are presented in Fig. 26.11.

The thermal energy requirements for the Cu–Cl cycles are the basis of the

present analysis of the integrated system. The electrical energy needed by the

hydrogen plant and other processes (e.g., heavy water production, uranium milling)

is met using power output of the nuclear plant. In addition, ratios of electrical

energy produced to thermal energy (process heat and waste heat) are found using

the study of Pioro and Duffey [52].

Uranium to be used in theGeneration IVSCWR is processed through the following

steps:mining,milling, conversion, enrichment, and fuel fabrication. First, uraniumore

is extracted from the environment via mining, and concentrated in the form of U3O8

during milling. In the conversion process, the U3O8 is then converted to UF6 to be

ready for enrichment, which increases the concentration of the fissile isotope U-235 to

a desired level (4% for a SCWR). The chemical composition is then altered to UO2 in

the fuel production step for use in the SCWR. Further details on the systems consid-

ered here are presented elsewhere [9, 10].
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26.7 Analysis

A previously developed ANN model, created using neural network toolbox of the

MATLAB software, is used to perform the environmental impact assessment of the

Mg–Cl cycle. There are four inputs and two outputs for the system (Fig. 26.12). The

inputs are hydrogen production plant capacity, plant lifetime, and heat and electri-

cal work input to hydrogen plant. The output parameters are GWP and AP. The

number of neurons in the hidden layer is selected to be in the range of 10–20, with

the best results obtained using ten neurons in the hidden layer.

The training function selected is the Levenberg–Marquardt algorithm and sig-

moid transfer function. The number of datasets used to develop the ANN is 150, and

these are obtained using the GaBi 4 software. 80 % of these data patterns are used

for training, while 5 % and 15 % are used for validation and testing, respectively.

The training of the network is accomplished by adjusting the weights and is

carried out through training sets and training cycles (epochs). The goal of the

learning procedure is to find the optimal set of weights, which in an ideal case

produce the proper output for any input. The output of the network is compared

with a desired response to produce an error. The performance of the network is

measured in terms of a desired signal and the criterion for convergence. For one

sample, the absolute fraction of variance (R2) is determined as follows [53]:

R2 ¼ 1�
X

i
ti � oið Þ2

X
i
oið Þ2 (26.1)

Fig. 26.11 Energy requirements for three-, four-, and five-step Cu–Cl cycle for 1 kg H2

production
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26.8 Results and Discussion

ANN results for the Mg–Cl cycle are presented and compared with the LCA results

of the Cu–Cl thermochemical cycle [9, 10]. Variations of environmental impact

measures (acidification potential and global warming potential) with hydrogen

production plant lifetime are reported. The relation between environmental impacts

and economic aspects is also presented using the social cost of carbon concept.

Figure 26.13 shows the change in AP for various plant lifetimes. Acidification

potential values decreases with increasing lifetime of the plant. The lowest AP for

the thermochemical hydrogen production methods considered here is for the four-

step Cu–Cl cycle (2.8 g SO2-eq/kg H2 production), while the highest AP is

approximately 3.8 g SO2-eq/kg H2 production for the Mg–Cl cycle.

The variation of global warming potential and the social cost of carbon with

plant lifetime are presented in Fig. 26.14. The primary axis shows GWP values for

each thermochemical cycle, and the secondary axis shows the social cost of the

carbon. The social cost of carbon (SCC) is the value of the climate change impacts

from 1 tonne of carbon emitted today as CO2, aggregated over time and discounted

back to the present day [54]. The average social cost of carbon is $160 per tonne of

CO2 emissions [37]. 2007 US dollars are used in this paper. The difference in the

GWP values between the reference lifetime (60 years) and a lifetime of 100 years is

relatively small, which indicates that lifetime is not a significant factor specifically

for the Cu–Cl cycle after 60 years. The highest environmental impact in terms of

GWP is 1.08 kg CO2-eq/kg H2 production and the corresponding social cost of

carbon value is 17.3 ¢/kg H2 production for the Mg–Cl cycle. The lowest GWP

value is for the four-step Cu–Cl cycle (0.55 kg CO2-eq/kg H2 production) and the

corresponding SCC value is 8.8 ¢/kg H2 production.

Figure 26.15 compares several hydrogen production methods with the Mg–Cl

and the Cu–Cl thermochemical cycles in terms of (a) GWP and (b) SCC. The results

are for a 60-year hydrogen plant lifetime and a daily production of 125,000 kg.

GWP data of other hydrogen production methods are reported in the literature [23,

38, 39]. The GWP is higher for the Mg–Cl cycle than other thermochemical cycles

Fig. 26.12 ANN model for nuclear-based hydrogen production
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(Cu–Cl and S–I cycles), mainly due to its higher electrical energy requirements in

the hydrolysis step. The Mg–Cl cycle has a similar environmental impact as wind-

based electrolysis, and lower impacts than other hydrogen production methods such

as natural gas steam reforming and solar-based electrolysis. The four-step Cu–Cl

exhibits the lowest GWP and SCC values, while natural gas steam reforming has

the highest, primarily because it is a fossil fuel based method.

Fig. 26.13 Variation of acidification potential (g SO2-eq/kg H2 production) with plant lifetime

Fig. 26.14 Variation of global warming potential (kg CO2-eq/kg H2 production) and social cost of

carbon with plant lifetime
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26.9 Conclusions

The environmental impacts of nuclear based hydrogen production via thermochemical

water splitting using the Mg–Cl cycle have been quantified using an artificial neural

network model. The results are compared with the three-, four-, and five-step Cu–Cl

cycles performing a parametric study for various plant lifetimes. Results are presented

in terms of global warming potential and acidification potential. The social cost of

Fig. 26.15 GWP and SCC for several hydrogen production methods: nuclear-based thermochem-

ical cycles, natural gas steam reforming and renewable based electrolysis
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carbon concept is also introduced to show the relation between economics and the

environment. Environmental impact results of the Mg–Cl cycle are compared with

those for many hydrogen production methods. The results show that the higher the

CO2 emissions the higher the cost of carbon to society. GWP and AP values for the

Mg–Cl cycle are found to be higher than for Cu–Cl cycle, which is another low

temperature water splitting cycle, mainly because of the higher electrical work

requirement of the hydrolysis step of the Cu–Cl cycle. The highest environmental

impact in terms of GWP is evaluated to be 1.08 kg CO2-eq/kg H2 production and the

corresponding social cost of carbon value is 17.3 ¢/kgH2 production forMg–Cl cycle.

The lowest GWP value is for the four-step Cu–Cl cycle (0.55 kg CO2-eq/kg H2

production) and the corresponding SCC value is 8.8 ¢/kg H2 production. The Cu–Cl

cycles have the lowest GWP values compared to other hydrogen production methods,

while steam methane reforming has the highest values. The nuclear-based Mg–Cl

cycle has relatively lower environmental impacts compared to conventional hydrogen

production methods.
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Chapter 27

Large Scale Photo-reactors

for Environmentally Benign Solar

Hydrogen Production

Ehsan Baniasadi, Ibrahim Dincer, and Greg F. Naterer

Abstract In this entry, photo-reactors for catalytic solar hydrogen production are

introduced and explained. To be an economical environmentally benign and sus-

tainable pathway, hydrogen should be produced from a renewable energy source,

i.e., solar energy. Solar driven water splitting combines several attractive features

for sustainable energy utilization. The conversion of solar energy to a type of

storable energy has crucial importance. In the first part of the entry, background

information is presented regarding different photo-reactor configurations for water

dissociation with light energy to generate hydrogen. The photo-electrochemistry of

water splitting is discussed, as well as photo-catalytic reaction mechanisms. The

design and scale-up of photo-reactors for photo-catalytic water splitting are

explained by classification of light-based hydrogen production systems. At the

end, a new photo-catalytic energy conversion system is analyzed for continuous

production of hydrogen at a pilot-plant scale. Two methods of photo-catalytic water

splitting and solar methanol steam reforming are investigated as two potential solar-

based methods of catalytic hydrogen production. The exergy efficiency, exergy

destruction, environmental impact, and sustainability index are investigated for

these systems. The light intensity is found to be one of the key parameters in design

and optimization of the photo-reactors, in conjunction with light absorptivity of

the catalyst.
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• Photo-electrochemistry • Water splitting • Photo-catalytic reaction mechanisms

• Solar methanol steam reforming • Exergy efficiency • Exergy destruction • Envi-

ronmental impact • Sustainability index • Absorptivity • Catalyst

Nomenclature

A Surface area (m2)

DP Depletion number

ex Molar specific exergy (kJ kmol�1)

ex Specific exergy (kJ kg�1)

Ex Exergy (kJ)
_ExS Exergy rate of solar radiation per unit area (W m�2)

F Faraday constant (C mol�1)

G Gibbs free function (kJ)

h Convective heat transfer coefficient (kW m�2 K�1)

h Molar specific enthalpy (kJ kmol�1)

j Radiosity (kW m�2)

K Monochromatic intensity of radiation, depending on λ (kWm�3 srd�1)

_n Hydrogen production rate (mol s�1)

P Pressure (Pa)

Q Heat flow (kJ kg�1)

R Gas constant (J mol�1 K�1)

s Specific entropy (kJ kg�1 K�1)

S Entropy of the monochromatic intensity of radiation (kW m�3 K�1 srd�1)

s Molar specific entropy (kJ kmol�1K�1)

T Temperature (K)

U Voltage (V)

V Velocity (m s�1)

Acronyms

CPC Compound parabolic concentrator

Emi Emission (kg kWh�1)

HER Hydrogen evolving reaction

HHV Higher heating value

OER Oxygen evolving reaction

SI Sustainability index

NHE Standard hydrogen electrode

VIS Visible wavelength, 400–700 nm

UV Ultraviolet
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Greek Symbols

α Absorptivity

γ Radiation weakening factor

λ Wavelength (m)

Subscripts

0 Environment

r Reaction

nV Non-visible wavelength range

s Surface

S Sun

V Visible wavelengths range

Superscripts

ch Chemical

ph Physical

27.1 Introduction

Conventional fossil fuel energy resources, which are used to meet most of the

world’s energy requirements, have been depleted to a great extent. Almost all

resources of green energy involve variation, regional, or seasonal limitations.

Following the quick rise in the world energy demand the consumption of chemicals,

materials, and fuels is an increasing necessity of each society. It is therefore

necessary to produce an alternative fuel that should be pollution-free, storable,

and economical. Recent global climate changes have raised many concerns and led

to extensive R&D on alternative, clean energy sources. Hydrogen is envisioned

being an attractive candidate for a clean, sustainable fuel and underpins the intense

interest in creating artificial systems that use catalysts based on abundant elements

in the Earth to achieve efficient hydrogen production from water [1–3].

With respect to hydrogen economy, hydrogen has emerged as the ideal energy

carrier to store and distribute renewable energy resources. One of the most reliable

ways of utilizing solar energy is to convert and store it in the form of an energy

carrier such as hydrogen. This valuable chemical compound can be utilized in fuel

cell or combustion engine facilities to generate power or heat with zero carbon

emission, providing water as a reusable by-product.

Today, electricity is the principal energy carrier and will be still considered as

remarkable commodity in long term future. However, the promising role of the
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hydrogen as a complementary career in large scale storage and long distance distri-

bution should not be ignored. The US Department of Energy (DOE) has proposed a

roadmap for the transition to a hydrogen economy, as illustrated in Table 27.1.

Nowadays, the industry market demand for hydrogen is more than 5,000,000 kg

consumption per year [4]. The low density, high thermal conductivity, and strong

chemical reducing properties make hydrogen the major applicant for industries

including the chemical production, semiconductor processing, generator cooling,

etc. The current application of hydrogen to upgrade conventional petroleum

products, large-scale ammonia and methanol production, and production of

pharmaceuticals is quickly rising. As the global population continues to increase,

the demand for hydrogen will significantly increase.

To meet the uprising demands, current H2 production technologies based on

fossil fuel conversions are mainly in use. Steam reforming of natural gas supplies

almost 50 % of the global demand for hydrogen, oil/naphtha reforming in refinery

industries provides about 30 %, and the rest is mainly produced by coal gasification,

and water electrolysis. Steam reaction with methane at high temperature as a high

efficiency method, called steam methane reforming (SMR), is highly invested in

North America [6].

The common ways of hydrogen production impose many concerns regarding the

fossil fuel sources declination, CO2 emission, and ecological impacts. Subse-

quently, all the downstream industries that consume hydrogen involve the afore-

mentioned drawbacks and risks. Therefore, H2 production technologies with almost

Table 27.1 A DOE roadmap for hydrogen economy transition (modified from [5])

Hydrogen industry segments

Public policy

framework

Production

process Delivery

Storage

technologies

Conversion

technologies

2000 • Security Natural gas

reforming/

biomass

• Pipeline Pressurized

tanks

Combustion

• Climate • Trucks,

rail, garages• Hydrogen

safety

Outreach and

acceptance

2010 Gasification of

coal

2020 Electrolysis

using

renewables

and nuclear

Onsite

distributed

facilities

Solid state

(hydrides)

• Fuel cells

• Advanced

combustion

2030 Public confi-

dence in

hydrogen

gas as an

energy

carrier

Thermochemi-

cal water

splitting

Mature

technolog-

ies for

mass pro-

duction

Solid state

Mature

technologies

for mass

production2040 Photo-catalytic

water

splitting

Integrated

central

distributed

network
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zero greenhouse gas emissions are the ideal candidates to address the hydrogen

supply issue. In one approach, biomass gasification can be utilized to release

hydrogen and carbon monoxide. Considering the CO2 adsorption characteristics

during photosynthesis process, this method is basically carbon neutral. Alterna-

tively, water electrolysis using renewable power sources such as geothermal, wind,

and solar cells can be utilized.

27.2 Background

Water as the most available source on the earth is the major resource of hydrogen.

Various procedures may be utilized to extract hydrogen including electrolysis,

photolysis, water purification, etc. Hydrogen production from water splitting

requires two molecules of water to donate four-valence electrons to the oxygen

nucleus and protons in a general reaction according to: 2H2O ! 2H2 + O2. This

process consumes at least 4.92 eV of energy to generate one molecule of oxygen

and two molecules of hydrogen. Additionally, a hydrogen separation method

should be utilized to distinct a pure hydrogen and oxygen stream [7, 8].

Among various water splitting technologies, water electrolysis is more maturely

developed. Water splitting via sunlight to produce hydrogen can be achieved

through several conversion routes, as shown in Fig. 27.1. However, more progress

with regard to efficiency improvement and water impurities is required. The energy

required for water splitting can be supplied through thermal, electrical, photonic,

and biological sources plus hybridization of these possibilities [9, 10].

High-temperature direct thermo-electrolysis of water (>2,500 K) [11], and

lower-grade thermal energy thermochemical methods (below 1,000 K) are mainly

developed to split the water molecule and separate the products by conducting a

series of chemical reactions through intermediate compounds [12]. Photonic radia-

tion can be used in several routes to split the water molecule, either through

photolysis or in hybrid manner such as photo-electrochemical processes.

As shown in Fig. 27.1, the so-called solar thermochemical (STCH) approach

triggers by a photon-to-thermal conversion step followed by a thermal-to-chemical

Fig. 27.1 Technical routes for solar-to-hydrogen conversion
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process. In another two-step route, photon-to-electric process initiates the process

and an electric-to-chemical conversion step accomplishes afterward. The

concentrating solar thermal (CST) electrolysis pathway comprises three steps of

photon-to-heat, heat-to-electricity, and electric-to-chemical conversions. The direct

process of photon-to-chemical conversion, so-called photo-electrochemical, is

another alternative pathway.

Hydrogen and electricity play a key role as effective energy carriers in the future of

energy economics. Therefore, the hydrogen production routes like PV-electrolysis

and CST-electrolysis that implement both could be more beneficial. Recent

progresses in science indicate the viability of producing inexpensive electricity and

hydrogen using semiconductors in near future. The high energy losses associated

with the multistep conversion pathways of the aforementioned techniques has to be

treated in a way. From this perspective, the single-stage techniques like photo-

catalysis could be beneficial in terms of minimum process irreversibilities

(Fig. 27.2). The direct conversion processes for hydrogen production, as one of the

most promising alternatives, mimics photosynthesis to absorb light and convert water

into H2 and O2 using inorganic semiconductors through water-splitting reaction [13].

The pioneering efforts by Fujishima and Honda [14] in 1972 on the

semiconductors ,that are capable of absorbing light energy, introduced this type of

materials as effective means of water splitting reaction for hydrogen generation.

Since then, numerous studies are inspired to develop various types of

semiconductors for photo-catalytic water dissociation and to enhance their perfor-

mance under visible light by more efficient utilization of the solar spectrum [15, 16].

27.3 Photo-electrochemical Water Splitting

The possibility to transmit energy to every point of a volume using photonic

radiation is applicable to water cleavage process. Since pure water does not absorb

radiation in the visible and near-ultraviolet ranges, the dissociation of water is

Fig. 27.2 Analogy of the photo-catalytic water splitting (artificial photosynthesis) with photosyn-

thesis of the green plants
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technically possible by either electromagnetic rays, e.g., exposing water to higher-

frequency radiation such as extreme UV, X, and gamma rays, or using molecular

photosensitizers dissolved/suspended in water, to capture the solar radiation in the

visible and UV ranges. The latter approach constitutes important paths for solar

driven water splitting. In this regard, the interaction of photonic radiation with

photo-catalyst and water molecules is important for technology development.

The theoretical potential for water splitting process is 1.23 eV per molecule. This

energy corresponds to the wavelength of 1,010 nm that makes about 70 % of the

solar irradiated photons eligible for deriving water cleavage reaction. However, the

amount of the energy per photon should be higher than the minimum value of

1.23 eV in order to compensate the intrinsic energy losses associated with the redox

reactions on the surface of the photo-catalyst [17].

The photo-catalytic water splitting is initiated with the absorption of light

photons with energies higher than the band-gap energy (Eg) of a semiconductor.

As depicted in Fig. 27.3, following the absorption process excited photoelectrons

are generated in the conduction band (CB) and holes in the valence band (VB) of

the semiconductor. Once the photo-excited electron–hole pairs are created in the

material bulk, they migrate to the surface separately (represented by routes i and ii).

This process is in continuous competition with the electron–hole recombination

process (route iii in Fig. 27.3) that leads to heat generation. Eventually, the water

molecules in vicinity of catalytic active sites are reduced and oxidized by photo-

induced electrons and holes to produce gaseous hydrogen and oxygen, respectively.

The decomposition of water into H2 and O2 requires a large positive change in the

Gibbs free energy (ΔG0 ¼ 237 kJ mol�1, 2.46 eV per molecule). The following

reactions are performed in an acidic medium:

Oxidation : H2Oþ 2hþ ! 2Hþ þ 1=2O2 (27.1)

Reduction : 2Hþ þ 2e� ! H2 (27.2)

Thewater dissociation process refers to either half-processes such aswater reduction

to hydrogen and hydroxyl ions or water oxidation to oxygen and protons, or to the

complete conversion of water to hydrogen and oxygen. The photochemical process

of water splitting does not necessarily involve a complete water splitting process.

Fig. 27.3 Basics of photo-

catalytic water splitting:

(a) Photo-excitation and

subsequent processes on

catalyst surface. (b) Photo-

excitation and electron–hole

generation
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Photo induced half-reactions to generate hydrogen mainly occur according to

2H2Oþ 2e� !hv H2 gð Þ þ 2OH�
h i

in alkaline medium. The hydroxide ion by-product

can be further processed through electro-catalytic oxidation to generate oxygen.

Two major configurations of photo-catalytic technique for water cleavage are

electrode-based, and particle-based. The first method implements two electrodes

immersed in an aqueous electrolyte, one is the semiconductor photo-catalyst

exposed to light and the other is a counter-electrode to facilitate the electron flow

circuit (Fig. 27.4). The second system is based on photo-catalysts in the form of

suspended particles in an electrolyte (Fig. 27.4).

In this system, each particle acts as a micro-photo-electrode to conduct redox

active sites for splitting water. In comparison, particle based configuration has some

disadvantages with respect to electron–hole separation efficiency and reverse reac-

tion of the products on the surface of the photo-catalyst, that leads to conversion

rates. However, photo-catalysts in particle form have the advantage of much simpler

and less expensive synthesize. Aside from these two configurations that undergo

heterogeneous catalysis, another approach of homogenous catalysis based on

interaction of complex molecular structures in a solution is also feasible.

Fig. 27.4 General configu-

rations for photo-catalytic

water splitting;

(a) electrode-based, and

(b) particle-based
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27.3.1 Heterogeneous Photo-catalysis

The photo-catalysts in solid phase implemented in reaction of water dissociation in

liquid phase, is denoted as heterogeneous. These catalysts are applied in powder and

electrode form. Photo-electrodes are widely being developed to enhance the effi-

ciency of water catalysis. The photo-electrode structure consists of a conductive

material like noble metals doped with photo-catalysts. The conductivity of electrode

material facilitates the migration of electrons from its conduction band to valence

band and eventually to the active catalytic sites where water electrolysis is performed.

The photo-electrodes in a photo-reactor configuration are exposed to solar radiation

through transparent windows. Direct incident light together with electrical potential

bias, supplied by an external electrical power supply, is utilized to activate active sites.

The small band gap between the valence and conduction bands of semiconductors

make them suitable to develop heterogeneous photo-catalysis. Some semiconductors

such as titanium dioxide have both photosensitization and photo-catalytic attributions.

Sowhen semiconductor is exposed to light, it absorbs photons and dislocates electrons

from the valence band to the conduction band. It eventually facilitates redox reactions

at the photo-catalyst surface. The performance of photo-catalysts is usually enhanced

to overcome the redox potentials through two possible routes:

(i) Applying a bias voltage to the electrode via an external power supply

(ii) Electrode coating or doping with photo-synthesizer materials

The heterogeneous photo-catalysis process is illustrated in Fig. 27.5. The

reaction mechanism is introduced in Fig. 27.5a, and the reduction pathway is

shown in Fig. 27.5b, respectively. Following the light absorption and activation

of catalytic sites heterogeneous catalysis occurs at the solid surface. The catalyst

reduces the activation energy without being consumed. In order to quantify its

ability of photo-catalyst to interact with reactant molecules the turnover number

(TON) is defined as the number of reactants that are treated with catalyst before

degradation. The turnover frequency (TOF) is also an indicative parameter that

represents the number of converted reactants by photo-catalyst per unit of time.

A layer of ionized solvent molecules called Helmholtz layer hosts the electron

transfer from the active site to the reactant molecules. This layer is adjacent to the

solid–liquid interface with a thickness of 1 Å. The electrons migrate to the reacting

molecules through the Helmholtz layer. The semiconductor has the same Fermi

energy levels of Helmholtz layer, and therefore the process of electron transfer is

iso-energetic. The dislocated electron in the conduction band then falls into a lower

energetic level to accomplish the reduction reaction (Fig. 27.5a).

Figure 27.6 shows the band levels of various semiconductor materials. The pH of

the solution usually changes the band levels by �0.059 V/pH for oxide materials.

According to the information in Fig. 27.6, ZrO2, KTaO3, SrTiO3, and TiO2 have

suitable band structures for water splitting. These materials are usually modified

with co-catalysts to be active for water splitting.
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The n-type semiconductors such as cadmium sulfide or zinc sulfide are

recognized as potential photo-catalyst for large scale hydrogen production. How-

ever, they involve anodic photo-corrosion in aqueous solutions that leads to the

formation of sulfur and/or sulfate ions according to:

CdSþ 2hþ ! Cd2þ þ S (27.3)

However, they are promising photo-catalysts for H2 evolution under visible and

ultra-violate light irradiation if reducing agents acting as hole scavengers, like S2�,

Fig. 27.6 Relationship between band structure of semiconductor and redox potentials of water

splitting (modified from [19])

Fig. 27.5 (a)

Heterogeneous photo-

catalysis mechanism,

(b) reduction reaction
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SO3
2�, or S2O3

2� exist in the aqueous solution to stabilize cadmium sulfide and

zinc sulfide efficiently [18].

27.3.2 Homogeneous Photo-catalysis

Homogeneous photo-catalysts consist of complex molecular structures that perform

photo-catalytic water splitting starting from photosensitization. Subsequently,

charge separation, charge transfer, and catalysis processes are conducted by the

molecular structure. Figure 27.7 shows the process of homogeneous photo-catalysis

for hydrogen-evolution.

The series of events initiates with photon absorption of the photo-sensitizers that

turns to its excited state. The excited state form of photo-sensitizer interacts with

the catalyst and it translocates an electron to the active catalytic center. The photo-

sensitizers returns to reactive state by absorbing an electron from the electron donor

dissolved in the solution. The electron donor remains stable in the solution. Water

reduction reaction is then accomplished by electron transfer through catalytic active

centers. Four catalytic cycles are performed following four times photon absorption

to complete a water dissociation reaction.

27.4 Design and Scale-up of Photo-reactors

for Photo-catalytic Water Splitting

Among industrial applications photo-catalytic water splitting is limited due to

process efficiency and the lack of knowledge on engineering scale-up. Comparing

with conventional reactors, the design and scale-up of photo-reactors involve more

Fig. 27.7 Homogeneous

photo-catalysis process with

complex molecular

structure
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complexity due to intervention of radiation transfer along with mass, momentum,

and heat transfers. The catalysts in liquid-phase photo-catalytic systems are either

suspended or immobilized in reactors.

In general, the efficiency of suspended systems is higher than immobilized

systems. However, the attenuation of light intensity through absorption and scatter-

ing by suspended particles creates a challenge from design stand point. This also

makes difficulties to simulate the kinetic model and subsequently in the scale-up of

reactors. The kinetic model of suspended systems cannot be extrapolated to another

reactor size and configurations unless it accompanies an explicit light irradiation

model. Dealing with radiation transfer in immobilized systems is quite simpler than

suspended systems since absorption and scattering effects are not involved. Hence,

the kinetic modeling and scale-up analysis of immobilized surface area of catalysts

under illumination are simpler. Due to the uncertainties of the light and mass

transfer effect, photo-reactor scale-up methodologies based on the illuminated

surface area of catalysts in liquid-phase photo-catalysis are still immature.

In order to develop industrial photo-reactors, a device with high capability of

capturing photons and bringing the reactants into contact with the photo-catalyst, as

well collecting the reaction product should be designed. The critical importance of

reactor geometry to ensure the effective collection of photons makes a significant

difference between photo-reactors and traditional chemical reactors. Various aspects

of photo-catalytic systems have been investigated, however, photo-reactor design has

not been standardized and each research team in obeying individual designs. In fact,

any performance difference is attributed to specific number of variables which differ

between studies. The solar photo-reactors for hydrogen production are mainly distin-

guished in either form of parabolic trough system, inclined plate collectors, optical

fiber photo-reactors, and fluidized bed photo-reactors.

27.4.1 Parabolic Trough Reactors

Despite the significant difference between operational requirements of solar photo-

reactors and solar thermal collectors, the well-established parabolic reflectors in

solar thermal engineering can be implemented for efficient collection and absorp-

tion of photons on a specific area or volume of a solar photo-reactor. Adopting the

solar thermal collector design, parabolic trough reactor is developed that consists of

a long, reflective, parabolic surface to concentrate solar radiation on a transparent

tube. This tube conveys reactant fluid flows along the parabolic focal line. Since the

surface area of the reflecting surface is essentially larger than absorber tube, the

light intensity on the photo-catalyst increases through concentration of the photons.

The direct concentration of sunlight onto the photo-catalyst creates both an

advantage and disadvantage for parabolic trough reactors. The greatest benefit

472 E. Baniasadi et al.



attributes to the increase of light intensity, which reduces the photo-catalyst con-

sumption comparing to non-concentrating photo-reactors with the same light

collecting area [20]. Consequently, it provides the capability of utilizing absorber

tube with smaller diameters, greater operating pressures and higher quality

materials without high increase of the capital investment.

Industrial-scale plants incorporate several absorber tubes and associated

components with significant pressure losses. Therefore, the advantage of operating

at higher pressures is accounted as a significant benefit. A reduction in the quantity

of required photo-catalyst is in favor of reducing operating costs. It reduces particle

agglomeration and simplifies the separation process and recycling of the suspended

photo-catalyst as well as material handling requirements.

Utilization of compound parabolic collector overcomes some of the problems

associated with parabolic trough reactors. The reflector geometry of these

components has the advantage of reflecting the indirect light onto the absorber

tube surface. There is a concentration factor associated with each compound

parabolic collector according to:

CF ¼ 1

sin θa
¼ w

2πr
(27.4)

where CF is the concentration factor, θa is the acceptance half angle, w is the width

of the reflector aperture, and r is the radius of the absorber tube. Therefore, an

acceptance half angle of 90� makes a concentration factor of 1 sun that means all

direct and diffuse light entering the aperture is reflected onto the absorber tube.

Figure 27.8 shows the reflector profile of parabolic trough reactor and compound

parabolic collector.

This aperture increases the total quantity of photons comparing to a parabolic

trough reactor and also provide the capability of working on cloudy days when direct

light is unavailable. A parabolic trough reactor concentrates the light on the bottom

hemisphere of the absorber tube, whereas compound parabolic collector distributes

the incident light over the entire surface of the absorber tube homogenously.

Fig. 27.8 Reflector profile

for (a) a parabolic trough

reactor and (b) a compound

parabolic collector

27 Large Scale Photo-reactors for Solar Hydrogen Production 473



27.4.2 Inclined Plate Collectors

The main design considerations of the concentrating parabolic and non-concentrating

compound-parabolic reactors have roots in commercial solar thermal technologies.

The photo-catalytic processes based on these systems seems to be viable, but it doesn’t

necessarily offer the optimal design. If a solar photo-catalytic reactor is designed

specifically for convenient accommodation of the photo-catalyst and maximizing the

mass transfer between the photo-catalyst and the reactant fluid through effective

illumination of the photo-catalyst, higher efficiency than conventional parabolic

reflecting reactors can be achieved.

An inclined plate collector is basically an assembly of a flat, inclined surface for

thin film reactant fluid flows. This design in particular matches the supported photo-

catalyst on the surface of the inclined plate. The photons essentially migrate

through the reactant fluid and eventually reach the photo-catalyst. Different types

of material can be used to fabricate the backing plate [21].

This design is extensively used in research facilities because of the relative

simplicity, low cost materials, and suitability for supported photo-catalyst. It has

the advantage of eliminating efficiency losses due to reflective surface in parabolic

trough reactor and compound parabolic collector, although the lack of concentration

of the incoming photons does not allow capturing diffuse light. To further increase

the efficiency the reactor may be fabricated with open face to the atmosphere to

eliminate light adsorption by the reactor covering and prevent forming an opaque

film by suspended photo-catalyst. The maximum diffusion thickness is essentially

limited to the thickness of the film, and thin-fluid film enable the maximum mass-

transfer rates between the different phases of the reactor [22]. Figure 27.9 illustrates

a typical layout of an inclined plate reactor.

The effectiveness of inclined plate collectors at commercial scale is limited due

to some practical drawbacks regarding the thin fluid film. The thin fluid film for this

Fig. 27.9 A reactor layout

for an inclined plate

collector (modified

from [23])
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type of photo-reactors are typically in the range of 100–200 μm, that requires

maintaining flow rates of about 0.15–1 L min�1 m�2 collection plate area. In

contrast to parabolic trough reactor and compound parabolic collector, the reactant

fluid is not enclosed over the surface, and adjusting the flow rate or pressurizing

through an open surface plate cannot be easily handled. Increase of the flow rate

causes decrease of the residence time of the reactant fluid on the collector plate

which leads to increase of the fluid film thickness [24]. The mass-transfer constraint

is then ignored and the efficiency of the reactor decreases. The use of a transparent

covering may help in a way but it adsorbs some photons and reduces the efficiency

of the photo-reactor. There is also a potential for suspended solids to form an

opaque solid film on the interior surface of the covering and enhance the photonic

absorption.

The simplicity of inclined plate collector in fabrication, and design and their

compatibility with a supported photo-catalyst makes them ideally suitable for small

scale productions with low fluid volumes.

27.4.3 Optical Fiber Photo-reactors

The solar photo-reactors are basically designed to utilize an external light source. This

introduces a drawback regarding effective access of photo-catalyst to light. In fact,

light scattering and adsorption phenomenon by photo-catalyst suspensions makes it

difficult to provide homogeneous external illumination, and also supported photo-

catalysts with compacted surface areas require an un-obscured path for arriving light.

These issues can be addressed by accommodating artificial light sources within

the reactor volume. This can be done either by direct immersion of lamp in the

reactant fluid or install it within an inner annulus. In an alternative approach, an

optical fiber can be implemented to conduct the light from an external light source

into the fluid bulk of reactants. In these types of reactors, supporting the photo-

catalyst on either the internal lamps or waveguides is superior to a suspended photo-

catalyst because the surface area to volume ratios will be significantly enhanced. The

implementation of optical fibers with artificial light has been well addressed [25].

Peill et al. has extensively investigated an optical fiber photo-reactor using a bundle

of 537 quartz optical fibers at concentration point of a 24 in. parabolic dish with 3.5 in.

convex secondary reflector. The fiber is coated with a photo-catalyst and immersed

in the reactant fluid. This configuration provided almost 300 suns concentration factor

at the entrance of the fiber bundle and lead to a two order-of magnitude reduction

in 4 L of a 13 mg L�1 solution of 4-chlorophenol during 13 h solar radiation [26].

The advantage of optical fiber photo-reactor over other photo-reactor designs is

related to isolation of light gathering process from photo-catalytic components of the

reactor. This allows remote collecting the light and transmitting over a long distance

through the optical fibers to the photo-reactor that contains solution of reactants and

photo-catalyst. Therefore, this design is suitable for indoor facilities, providing

appropriate light gathering device and connecting fiber optics. The mechanical
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complexity and low efficiency of these reactors compared to other photo-reactor

designs limited wider application of this technology.

27.4.4 Fluidized and Fixed Bed Photo-reactors

A hybrid approach in photo-catalyst handling is to support photo-catalyst particles

on larger particles such as glass beads, to have both advantages of suspended and

supported photo-catalysts. Supporting the photo-catalyst on packing materials

provides high photo-catalyst surface areas and consequently high mass-transfer

rates. Also, the separation process as in supported systems is not necessary any-

more. Therefore, Fluidized and fixed bed photo-reactors can effectively serve the

gas-phase photoreactions due to the intensive interaction between the reactant and

photo-catalyst particles.

The supporting particles or packing has a strong interaction with the incoming

light, and leads to a heterogeneous radiation field within the reactor. The major

portion of light is absorbed by the particles at around the edge of the photo-reactor

within a relatively thin region, and results in poor illumination of the majority of

the reaction volume. This effect varies depending on the void fraction and expan-

sion of the bed.

Solar packed/fixed bed photo-reactors are relatively very common in use.

Fluidized/fixed bed photo-reactors may introduce an optimal method of photo-

catalyst handling as very high quantum efficiency is achievable using this technology

[27]. However, the current status of fluidized/fixed bed reactors with solar radiation

is limited. In fact, homogeneous illumination of particles throughout the fluidized

bed volume is a significant challenge. This issue can be addressed by use of a

compound parabolic collector at the exterior of the bed and use of internal reflectors

or waveguides to provide homogeneous illumination. However, this configuration

has not been investigated so far. The fluidized bed photo-reactors may be introduced

as an effective option in water photo-catalysis if the challenges with regard to

optimum particle size and photo-catalyst attachment methods are addressed.

27.5 Environmental Impacts of Hydrogen

Production and Solutions

Hydrogen with a significant heating value and clean combustion and storage

advantages has been recognized as a great fuel alternative. Since hydrogen is regarded

as a long-term solution for transport, the environmentally friendly production pro-

cesses, safe storage and transport methods should be developed. Different methods of

hydrogen production either at commercial or laboratory level consist of natural gas

and propane gas steam reforming (or partial oxidation, auto-thermal reforming,

plasma reforming), coal gasification, petroleum fractions dehydrocyclization and
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aromatization (or oxidative steam reforming, pyrolytic decomposition), biomass

gasification (or steam reforming, biological conversion), water electrolysis, and

water photo-catalytic decomposition. The major hydrogen production method in

large scale is steam reforming of methane gas. This production technology consumes

an important portion of non-renewable resources and incorporates greenhouse gas

emissions.

The environmentally friendly hydrogen production methods should be assessed

from life cycle perspective. This would assure an effective investigation of real

environmental issues and avoid the underestimation of environmental impacts.

Therefore, life cycle assessment tools with a focus on the greenhouse gas emissions,

consumption of nonrenewable resources, and exergy efficiency should be

implemented. Dofour et al. [28] performed a life cycle assessment on different

hydrogen production methods. Figure 27.10 shows the highest amount of CO2

emissions due to hydrogen production from electrolysis process when electricity

is assumed to be supplied by a power grid (Grid-EL). In comparison, the solar

electrolysis (Solar-EL) and the two-step thermochemical decomposition of water

(TTC) has negligible contribution among production processes.

Photo-electrochemical water reduction (PEC) appears to have the lowest environ-

mental impact. However, the simple process of this method comparing with the other

multistage processes, durability of the cell and the sacrificial agents should be adjusted

for real-scale processes, since the mass balance is considered for lab scale perfor-

mance. Among the commercial processes, the electrolysis coupled with wind turbines

(Wind EL) shows the best performance, while the steam reforming of methane,

even with a carbon capture and storage (SMR + CCS) is still emitting considerable

amounts of greenhouse gases. Thermal decomposition of methane (MD) performs

hydrogen production more environmentally than natural gas reforming.
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Fig. 27.10 CO2 emissions of different H2 production methodes (EL electrolysis, SMR steam

methane reforming, CCS carbon capture and storage, TTC two-step thermochemical cycle, MD
methane decomposition, PEC photo-electrochemical water splitting). Modified from [28]
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Exergy is one of the most significant tools to assess the impact of energy

resource utilization on the environment. The exergy establishes the basis for an

effective measure of the potential of a substance or energy form to impact the

environment. Dincer et al. [29, 30] enhanced the understanding of the linkages

between exergy and energy, and environmental impact in energy systems. The

utilization of energy-resources incorporates environmental impact that prevents

sustainable development of a society. However, increased efficiency can somewhat

compensate the negative impacts of environmental emissions. In order to achieve

sustainable development in a society, various hydrogen energy-related solutions

can be established as follows:

• Increase of public awareness about the benefits of sustainable energy systems

and their environmental advantages through education and training.

• Extensive research and development of environmentally benign hydrogen pro-

duction technologies.

• Utilization of renewable energy resources to develop sustainable hydrogen

infrastructures.

• Implementation of reasonable financing and incentives for cleaner hydrogen

related technologies in production, transportation, distribution, and storage.

• Cost-effective utilization of sustainable energy resources such as solar, wind,

hydro and biomass for sustainable development of hydrogen economy.

• Sustainability assessment of the processes and systems through exergy–envir-

onmental analysis.

27.6 Case study: Exergy and Environmental Impact

Assessment of Solar Photo-reactors

A photo-catalytic reactor activated by sunlight and UV-visible lamps capable of

continuous operation under real process conditions is considered here for scale-up

purposes. Figure 27.11 shows a schematic of a hybridized photo-catalysis reactor that

utilizes light energy from both the sun and a lamp, in conjunction with electrodes to

substitute sacrificial electron donors that consume photo-generated holes and transfer

charges to a metallic active center of a catalyst that leads to hydrogen production from

water. Solar panels are utilized to generate electricity and deliver electrons through the

electrode-solution interface. Utilization of UV-visible lamps inside a sunlight concen-

trator provides the capability of performing photoreactions during night-time or

cloudy periods. More details are shown in Fig. 27.12.

This design addresses one of the challenges regarding oxidation and reduction

mechanisms in photo-catalysis that involves replenishment of electron acceptors

and donors. The analysis will apply an external power source and two electrodes

immersed in the catalyst solution to supply and transfer electrons inside two

reactors to avoid replenishment of the electron donors. An anion exchange mem-

brane is utilized to separate hydrogen and oxygen in the reactor. This membrane

retains the catalyst while allowing passage of the negative ions such as hydroxide
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ion by-products into a second reactor. The water photo-reduction reaction occurs as

follows:

2H2O lð Þ þ 4e� !h H2 gð Þ þ 4OH�; Ured ¼ �0:82V,NHE: (27.5)

Hydrogen is separated from water in the hydrogen evolution chamber and used

for measurement and storage. The transfer of hydroxide ions from the hydrogen

evolving reactor to the oxygen evolving reactor and decomposition of these ions to

constituent molecules are necessary processes to avoid any rate limiting effects.

Subsequently, the pH of the aqueous solution is balanced and the excess charge is

Nano-filtration
membrane

SUS316 Tube

High pressure
mercury lamp

Inlet Flow

HER OER

Recirculation
Flow

OH-oxidization

OH-Flow

Connected to H2
collectionsystem

Quartz tube

Fig. 27.12 Schematic of hybrid photo-reactor

Fig. 27.11 Pilot plant scale hybrid photo-catalytic system for continuous operation, under

sunlight and artificial illumination
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neutralized. The hydroxide ion decomposition at the anode occurs based on the

following reaction:

4OH� ! 2O2 þ 2H2O lð Þ þ 2e�; Uox ¼ �0:41V,NHE: (27.6)

The neutralized solution recirculates to the inlet flow in order to maintain the

species concentration constant. Oxygen is then separated from water in a gas–liquid

separation unit after the reactor bed. In conjunction with a solar light source, a

500 W high pressure mercury lamp is utilized to enhance the light intensity and

operation at night. Prior to the photo-catalytic reaction, a 10 kW constant-flow

pump is used. After the system has reached a steady state, the mercury lamp can be

turned on and the photo-catalytic reaction for water splitting is boosted due to a

higher light intensity.

As reported by Malato et al. [31], a Reynolds number between about

10,000–50,000 is selected to ensure fully turbulent flow and avoid the sedimenta-

tion and settlement of TiO2 particles in the tubes. It is also necessary to keep a

uniform flow in the reactor to prevent nonuniform residence times that would lower

the efficiency compared to ideal conditions. Furthermore, every photo-reactor

design must ensure that the useful incoming photons are mostly used and do not

escape without having intercepted a particle in the reactor. For the maximum

absorbance of solar radiation, the aperture of the CPC should be perpendicular to

the incident light as far as possible.

For photo-catalytic hydrogen production, the total volume of recirculating water

in the hydraulic loop is 10 L. In this analysis, the catalyst concentration effect on

hydrogen production is investigated in the range of 0.3–2 g L�1 and the flow rate

from 1 to 8 L min�1. The concentration of Na2S as a sacrificial agent is kept at

0.05 mol L�1 during the operation. Photo-catalytic hydrogen production is consid-

ered under visible-light irradiation (λ � 430 nm). The reaction temperature is

60 �C. The reactor temperature is controlled to avoid water boiling.

Figure 27.13 shows a general schematic of a system for solar thermal hydrogen

production using methanol steam reforming (MSR), which consists of a heat

exchanger, solar receiver/reactor, separator, and solar parabolic trough concentra-

tor. During this process, the fresh methanol liquid fuel and the feeding water were

initially mixed and fed to the evaporator. The mole ratio of water to liquid methanol

was investigated in the range of 1–2.5. The solar flux is also varied from 350 to

850 W m�2 and it affects the conversion rate from 20 % to 100 %, respectively

[32]. The superheated vapor of methanol and steam generated in an evaporator heat

exchanger, as shown in Fig. 27.11, were made to flow into the middle-temperature

solar receiver/reactor. The following reaction takes places at relatively low

reforming temperatures (150–300 �C):

CH3OH þ H2O ! CO2 þ 3H2, ΔrH298K ¼ 50:7kJmol�1 (27.7)

In the solar receiver/reactor, methanol steam reforming was driven by solar

thermal energy at 150–300 �C. The gas products included H2, CO2, non-reacted
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CH3OH, and H2O, which left the reactor and were cooled in a plate-fin condenser

by a water-cooling system, where the non-reacted methanol fuel and water were

separated from one another. The non-reacted mixture can enter the next loop using

a 10 kW constant-flow pump. Production of CO gas is neglected in this analysis.

For both photo-catalytic water splitting and solar-thermal methanol reforming

systems, a solar receiver/reactor is considered that consists of a parabolic trough

concentrator and a tubular bed receiver/reactor. The parabolic trough concentrator

is composed of glass mirrors with 4 m length. The aperture area is 10 m2 and it

delivers up to 6-kW at a peak solar flux. The solar reactor dimensions are designed

as 30 mm in outer diameter and 4.5 m in length. A transparent glass with an outer

diameter of 50 mm and 0.9 transmissivity level is considered as the receiver/reactor

insulation. The catalyst for methanol steam reforming is immobilized in a packed

tubular bed, whereas the photo-catalyst for water splitting is suspended in aqueous

solution and flows though the hydraulic loop.

27.6.1 Analysis

The analysis of exergy and greenhouse gas emission/reduction of the proposed

systems is presented in this section. Exergy analysis is a useful tool to develop

strategies and guidelines to enhance the use of energy quality, and recently the

method has been successfully applied to hydrogen production systems.

Fig. 27.13 Schematic of solar thermal hydrogen production by methanol steam reforming
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Theexergybalance for a process involving chemical reactions canbewritten as [33]:

X
Exin �

X
Exout � Exdestruction ¼ ΔExsystem (27.8)

For a steady-state system, ΔExsystem is zero. The exergy associated with a process

at a specified state involves physical and chemical contributions. Thus, the specific

exergy of a stream associated with the process is:

ex ¼ ex ph þ ex ch ¼ h � h 0

� �� T0 s � s 0ð Þ þ V2

2
þ gzþ ex ch (27.9)

Combining (27.3) and (27.4) yields:

ex destruction ¼
X

h � h 0

� �� T0 s � s 0ð Þ þ V2

2
þ gzþ ex ch

2
4

3
5
in

�
X

h � h 0

� �� T0 s � s 0ð Þ þ V2

2
þ gzþ ex ch

2
4

3
5
out

þ 1� T0

Treaction

0
@

1
AQ

(27.10)

where Q is the heat flow that interacts with the system (negative for exothermic

reactions).

The standard chemical exergy is defined as the chemical exergy of any

exergy reference environment with standard values of the environmental tempera-

ture T0 and pressure P0, such as 298.15 K and 1 atm. In order to determine

the standard chemical exergy of any substance, the reaction of the substance

with other substances with known standard chemical exergies can be utilized as

follows [34]:

ex ch ¼ �Δgþ
X

P
nex ch �

X
R
nex ch (27.11)

where Δg is the change in the Gibbs function for the reaction, for each separate

substance at the temperature T0 and pressure P0. The other two terms on the right

side of (27.11) are calculated together with n values, which represent the moles of

these reactants and products per mole of the substance with a known chemical

exergy value. Therefore, the chemical exergy content of methanol can be obtained

from the following equation:

ex ch
CH3OH ¼ �Δgreforming þ 3ex ch

H2
þ ex ch

CO2
(27.12)
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Exergy of Solar Radiation Exchange

The following equation for uniform and direct solar radiation exergy, _ExS, arriving
at the Earth’s atmosphere can be written as follows [35]:

_ExS ¼ 4:329� 10�5π
9:445� 10�12

π
T4
0 þ

X
n
KλΔλð Þn � T0

X
n
SλΔλð Þn

� �
(27.13)

By substituting T0 ¼ 293 K, and related values for entropy and intensity of each

wavelength interval in equation (27.13), the exergy of total solar radiation,
_ExS ¼ 1:2835kWm�2 and the exergy of visible portion, _ExV ¼ 0:5155kWm�2, are

calculated.

Exergy of Radiation Exchange at a Surface

The exergy of radiative emission from any surface at the temperature of the local

environment, T0, is zero. Therefore, the exergy of environmental radiation arriving

at the reactor surface is zero. The exergy _ExS of emissions from the surface at

temperature Ts can be determined by the following equation of Petela [35]:

_ExS ¼ αs
εb
3

3T4
s þ T4

0 � 4T0T
3
s

� �
(27.14)

Exergy Efficiency

In order to evaluate the irreversibility of photo-catalysis processes, the exergy

balance of a system can be evaluated, comprising the entropy changes occurring

as a consequence of the process. As the sun or source of light emits radiation,

regardless of the presence of a catalyst, the space is filled with radiation exchange

and its respective entropy transfer.

When the reactor is illuminated by source of light, a portion of the incident solar

radiation is absorbed by the catalyst. Other effects are the convective and radiation

heat transfer from the reactor surface to the environment of a temperature T0. The

following exergy balance equation can be written for the water splitting photo-

reactor system:

γ αV _ExV þ αnV _ExS � _ExV
� �� �þ _nH2O, inex H2O, in

¼ _nH2ex H2 þ _nO2ex O2 þ _nH2O, outex H2O, out þ _Exconv þ _Exem þ δ _Ex
(27.15)

The exergy equation for solar thermal conversion ofmethanol is given as follows:

γA _ExS þ _nCH3OHexCH3OH þ _nH2O, inexH2O, in

¼ _nCO2exCO2 þ _nH2exH2 þ _nH2O, outexH2O, out þ _Exconv þ _Exem þ δ _Ex
(27.16)
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where δ _Ex is the total exergy loss due to all irreversible processes occurring within

the system. The following input values have been used in the computations for the

model associated with the water splitting photo-reactor [35]:

– The environment temperature is T0 ¼ 293 K

– The environment pressure p0 equals the standard pressure 101.325 kPa

– The weakening radiation factor is γ ¼ 0.8

– The catalyst absorptivity within visible wavelength range is αV ¼ 0.31

– The catalyst absorptivity beyond the visible range is αnV ¼ 1.8

The exergy efficiency reflects the degree of thermodynamic losses in the

photo-catalytic hydrogen production process. All terms of the exergy balance

equations are categorized either as useful products, process inputs, or losses. The

denominator of the efficiencies represents the input terms, whereas the numerator

expresses the useful products. Exergy efficiencies for water splitting processes can

be defined as

ηex ¼
_nH2ΔGH2O!H2þ1=2O2

γ αV _ExV þ αnV _ExS � _ExV
� �� �þ _nH2O ex H2O þ V2

H2O, in
2

� � (27.17)

Using the same approach, the exergy efficiency of solar thermal methanol steam

reforming is

ηex ¼
nH2ΔGCH3OH!3H2þCO2

γ _ExS þ _nCH3OH ex CH3OH þ _nH2O ex H2O þ V2
H2O, in
2

� � (27.18)

The losses of component processes should be taken into account. Although

hydrogen and oxygen are produced in a complete photo-catalytic process, only

hydrogen exergy is considered as a useful output. In the present approach, the total

exergy loss consists of four components including the chemical reaction, physical

changes in water flow, radiation, and convective heat transfer from the reactor

surface.

To improve environmental sustainability, it is important to minimize the

environmental damage while using sustainable or renewable sources of energy.

This leads to a reduction in the use of limited resources and extended lifetimes.

Accordingly, a sustainability index SI is used to connect exergy and environmental

impact [36]:

SI ¼ 1

DP

(27.19)

where DP is a depletion number, which is defined as the exergy destruction/input

exergy [37]. This relation characterizes the ability to reduce a system’s environ-

mental impact by decreasing its exergy destruction.

484 E. Baniasadi et al.



The emissions of CO2 are defined in kg kWh�1. The mitigation of CO2

emissions from photo-catalytic water splitting and CO2 emissions from solar

thermal methanol reforming are normalized based on the incident irradiation as

follows:

Emi, CO2 ¼ _mCO2

jS � A
� 3, 600 (27.20)

In order to calculate the amount of reduced CO2 by the photo-catalytic water

splitting method, the electricity consumed by the lamp and pump is assumed to be

provided by methane gas combustion in a gas turbine.

Exergo-environmental Assessment Results of the Photo-reactor

This analysis evaluates different output parameters that include exergy efficiency

and exergy destruction rates of photo-catalytic hydrogen production, as well as the

carbon dioxide emissions. These parameters are examined under the variation of the

catalyst concentration, flow velocity, light intensity, and ambient temperature. The

exergy efficiency and carbon dioxide emissions are examined for two photo-

catalytic hydrogen production systems, namely, water splitting and methanol

steam reforming. Exergy efficiency analysis is an effective method to establish

the optimal system design that provides the necessary insight to move from small

scale to larger scale systems and longer term operation.

The effect of water flow rate on continuous operation of the reactor is investigated

in terms of exergy efficiency and exergy destruction rate, as shown in Fig. 27.14.

An increase of water flow rate can enhance the hydrogen production within a certain

range. In this design, an increase of flow rate is provided by an increase of velocity

and the reactor radius is fixed. Higher kinetic energy of the solution increases the

photochemical interactions between active sites of the catalyst and water molecules
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to exchange electrons and hydroxyl ions. The optimum flow rate inside the reactor is

found to be 6 L min�1, since exergy efficiency starts decreasing afterwards. This is

due to an increase of physical exergy loss compared with the hydrogen production

rate at high flow rates. The total exergy destruction rate increases with a higher flow

rate as the physical and chemical losses increase accordingly.

Figure 27.15 shows the CO2 reduction rate and sustainability index variation at

various flow rates. The CO2 emissions that are reduced by this process increase at

higher flow rates. CO2 emissions reduction is calculated based on the assumption that

the energy to derive the photo-catalytic water splitting system is substituted by fossil

fuel combustion. Since the rate of hydrogen production increases at higher water flow

rates, the system performance will be better environmentally. The sustainability index

increases up to same point, which is associated with the optimum flow rate of the

system. Exergy depletion of thewater splitting system is optimized at an inlet flow rate

of about 6 L min�1 corresponding to 2 L h�1 of hydrogen production capacity.

The rest of the results pertain to solar thermal hydrogen production via methanol

steam reforming. The greenhouse gas emissions of this process can be compared

with CO2 reduction of which presented for photo-catalytic water splitting process in

the previous section. The CO2 emissions of solar thermal methanol steam reforming

are shown in Fig. 27.16. The results are calculated for different light intensities. The

light intensity is one of the key parameters in optimization of photo-reactor design,

which should be considered in conjunction with light absorptivity of the catalyst

over irradiated wavelengths of the light source to determine the hydrogen produc-

tion of the system. At higher light intensities, an increase of feed flow rate causes

rapid degradation of the inlet exergy utilization. Similarly, the emissions of green-

house gases are more affected at higher light intensities. A trade-off exists in terms

of exergy efficiency improvement and CO2 emissions of the solar thermal hydrogen

production system. The light intensity range of 530 W m�2 < J < 600 W m�2 and

water–methanol mole ratio of 1.5–2 are found to be optimal criteria from

exergy–environmental point of view.

The irreversibilities due to heat transfer, chemical reactions, and physical

variations in the system are affected by the solar irradiation into the system.
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As shown in Fig. 27.17, both exergy efficiency and emissions of greenhouse gases

increase with higher irradiated solar energy. The rates of exergy efficiency and CO2

emissions decrease at higher solar energy inputs. Solar input of more than 3,000 W

involves high environmental pollution while it does not improve the exergy effi-

ciency significantly. The effect of solar flux on CO2 emissions at two different feed

flow rates is shown in Fig. 27.18.

It should be mentioned that a reactor temperature corresponds to a fixed methanol

conversion rate for the two feed rates of the reactants. It occurs because methanol

conversion is usually a monotone function of reactor temperature, XCH3OH ¼ f

(Treactor). Therefore, an increase of feed rate causes lower reactor temperatures by

improving the potential energy of the flow stream and subsequently lower conver-

sion of methanol which decreases the CO2 emissions of the system. It is also found

that CO2 emissions are maximized at an optimum feed rate, which indicates the

amount of solar flux that drives the conversion of methanol to hydrogen.
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Figure 27.19 shows the effects of ambient temperature on exergy losses of the

system in terms of the exergy destruction ratio due to heat transfer, chemical and

physical reactions. The exergy destruction ratio is the ratio of irreversibility to input

exergy. The chemical and physical exergy destruction ratios for photo-catalytic

water splitting and solar thermal methanol steam reforming are differentiated. It can

be concluded that a higher ambient temperature reduces the exergy destruction due

to heat transfer from the reactor surface area, whereas chemical and physical exergy

losses are increased by almost 35 % over a 15� temperature increase. These results

confirm the advantage of lower ambient temperature conditions for photo-catalytic

hydrogen production systems. The exergy destruction ratios for the methanol

reforming process are higher than water splitting system due to higher working

temperatures and higher chemical exergy content of the methanol–water mixture.
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27.7 Conclusions

In this chapter, the photo-reactors for light-based hydrogen production are

explored. In photo-catalytic hydrogen production processes, the photonic energy

directly conducts chemical reactions to produce hydrogen. The implementation of

these processes at an industrial scale requires the use of a device which facilitates

the interactions between photons, a photo-catalyst, and reactants, as well as

collecting the reaction products. In this work, the state-of-the-art solar photo-

reactor designs are presented and those systems which are most applicable for

industrial scale implementation are investigated. In the first part of the chapter, a

background is given with regard to the photo-electrochemistry of photo-catalytic

hydrogen production. Two main possible routes to conduct photo-catalysis includ-

ing heterogeneous and homogeneous catalysis are also explained. In heterogeneous

process the organized structure of a solid phase catalyst conducts electron transport.

The homogeneous process facilitates chemical reactions using chemical species

mobility in a solution.

Among the photo-reactor designs that are surveyed in this chapter, those based

on CPC technology are currently most utilized for operation at pilot scale and

beyond. The inclined plate collector as an effective photo-reactor design has been

demonstrated to be suitable for smaller scale operations. Although the relatively

low flow rates in this design limits its suitability for large-scale applications, the low

capital cost and simplicity of design makes it ideal for small, dispersed operations.

Fluidized/fixed bed photo-reactors are known as an optimal configuration of photo-

catalyst handling, with very high quantum efficiencies. However, the significant

challenge regarding an effective illumination of catalyst particles limits their use

with solar radiation.

The case study at the end of the chapter introduces a scaled up photo-catalytic

reactor for continuous operation under large-scale process conditions for two light

initiated methods of hydrogen production, namely photo-catalytic water splitting

and solar methanol steam reforming. An exergy–environmental analysis of a

complete system is performed to quantify, compare, and evaluate the performance

of these two systems based on the operational parameters. The results indicate that

higher kinetic energy of the solution increases the photochemical interactions in the

vicinity of active sites and enhances the hydrogen production rate within a certain

range. The optimum flow rate inside the reactor is found to be 6 L min�1, since the

exergy efficiency starts decreasing afterwards. The amount of CO2 emissions

reduced by this process increases at higher flow rates. There is an optimum for

each feed rate where CO2 emissions are maximized. This point is associated with

the amount of solar flux that drives the conversion of methanol to hydrogen.
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Chapter 28

Comparative Environmental Impact

Evaluation of Hydrogen Production Methods

from Renewable and Nonrenewable Sources

Canan Acar and Ibrahim Dincer

Abstract In this chapter, a comparative environmental impact study of possible

hydrogen production methods from renewable and nonrenewable sources is

undertaken with a special emphasis on Turkey. The goal is to make useful and

practical recommendations to the authorities in terms of research and development,

demonstration projects and applications. Environmental impacts (global warming

potential, GWP and acidification potential, AP), production costs, energy and

exergy efficiencies of eight different methods are compared. These methods are

natural gas steam reforming, coal gasification, water electrolysis via wind and solar

electrolysis, thermochemical water splitting with a Cu–Cl and S–I cycles, and high

temperature electrolysis. The relations between environmental impacts and eco-

nomic factors are also presented using the social cost of carbon (SCC) concept. The

global warming and acidification potentials of the selected production methods

show that thermochemical water splitting with the Cu–Cl and S–I cycles are

advantageous over the other methods, followed by wind, solar, and high tempera-

ture electrolysis. In terms of hydrogen production costs, electrolysis methods are

found to be least attractive. Energy and exergy efficiency comparisons show that

biomass gasification becomes advantageous over the other methods.
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28.1 Introduction

As a result of growing worldwide population and the rising standards of living

globally, the world’s energy consumption has increased steadily during the twenti-

eth and the beginning of twenty-first century. World’s primary energy supply,

electricity generation, energy consumption, and the resulting CO2 emission shares

by energy source are presented in Fig. 28.1.

In 2010, the total primary energy supply was 12,717 MTOE [1]. Figure 28.1a

shows that about 80 % of this amount came from fossil fuels. The amount of

worldwide electricity generation was 21,431 TWh in 2010 [1]. And from

Fig. 28.1b it can be seen that about 70 % of the electricity was generated by using

fossil fuels. Figure 28.1c shows fuel shares of total final consumption in the world.

The dominance of fossil fuels can be seen here. Figure 28.1d shows theCO2 emissions

of various fuels. In 2010, the worldwide CO2 emissions were 30,326 Mt [1].

This amount was mainly the result of using fossil fuels as can be seen from Fig. 28.1d.

Switching to a CO2-neutral energy carrier could greatly reduce the emissions.

World’s energy need is expected to increase in the future. The increased demand

for more energy will require a growth in energy generation capacity, more secure

and diversified energy sources, and a successful strategy to reduce and eliminate

greenhouse gas emissions [2].
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Fig. 28.1 2010 fuel shares: (a) total primary energy supplies (TPES), (b) electricity generation,

(c) total final consumption, and (d) CO2 emissions (data from [1])
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If one compares various alternative energy strategies, hydrogen offers a large

number of benefits and provides better environment and sustainable development.

Obviously, this helps drastically reduce the dependence on imported oil and

greenhouse gas emissions.

Hydrogen is the simplest and lightest of all chemical elements and the most

spread in the universe. It is not a primary source of energy as it occurs only in nature

in combination with other elements, primarily with oxygen in water and with

carbon, nitrogen and oxygen in living materials and fossil fuels. However, when

split from these other elements to form molecular hydrogen, a process requiring

another source of energy, it becomes an environmentally attractive fuel. It can be

burned or combined with oxygen in a fuel cell without generating CO2, producing

only water. Like electricity it is a very clean energy at the point of use, but like

natural gas it can form explosive mixtures with air [3].

Some of the advantages of the hydrogen economy can be summarized as:

• Energy security: H2-powered vehicles could significantly reduce imports of

foreign oil.

• Sustainability: H2 production technologies can potentially take advantage of

abundant renewable energy resources.

• Climate change: Vehicles produce near-zero carbon emissions when operating

on H2.

• Urban air quality: H2 can reduce or eliminate regulated tailpipe emissions (e.g.,

hydrocarbons, GHG, NOx).

• Economic vitality: Leading the development and commercialization of H2 and

fuel cell technology can shape the future global energy markets.

While the hydrogen economy represents a visionary strategy for future energy

security, significant scientific and technical challenges must be overcome to

achieve its implementation. The hydrogen economy spans three functional areas:

production, storage, and use; each area has its special set of grand technical

challenges. Recent advances in materials science, chemistry, physics, biology,

computation, and nanoscience provide considerable promise for breaking through

many of these current barriers.

28.2 Background: Hydrogen Production Methods

The selected hydrogen production methods investigated in this study is presented in

Fig. 28.2.
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28.2.1 Hydrogen Production from Fossil Fuels

Steam Reforming

Steam reforming of natural gas is currently the least expensive method and is

responsible for more than 90 % of hydrogen production worldwide. Natural gas is

first cleared from sulfur compounds. It is then mixed with steam and send over a

nickel–alumina catalyst inside a tubular reactor heated externally, where carbon

monoxide (CO) and hydrogen (H2) are generated. This step is followed by a

catalytic water-gas shift reaction which converts the CO and water to hydrogen

and carbon dioxide (CO2). The hydrogen gas is then purified [3].

The endothermic reforming reaction is: CH4 + H2O + 206 kJ/kg ! CO + 3H2

It is usually followed by: CO + H2O ! CO2 + H2 + 41 kJ/kg

The overall reaction is: CH4 + 2H2O + 165 kJ/kg ! CO2 + 4H2

The technology is suitable for large reformers (e.g., 100,000 tons per year),

where yields higher than 80 % can be achieved. Smaller-scale reformers especially

designed for feeding small fuel cells, show lower efficiencies [3].

Gasification

Coal is a practical option for making hydrogen in large plants. Worldwide coal

reserves are very important indeed and technologies for converting coal to hydro-

gen are commercially available. The major concern is that, due to the high carbon

content of coal, the corresponding carbon dioxide emissions are larger than those

from any other feedstock. Large-scale use of coal gasification implies that carbon

capture and storage technologies can be developed [3].

Coal can also be used to produce electricity and then hydrogen through the

electrolysis process. The gasification technology however is better for making

Fig. 28.2 Selected hydrogen production methods (modified from [4])
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hydrogen from coal. Coal gasification involves partial oxidation of the coal with

oxygen and steam in a high-temperature and high-pressure reactor. The reaction

proceeds in a highly reducing mixture that creates mainly CO and H2, mixed with

steam and CO2. This “syngas” undergoes the shift reaction, increasing the H2 yield.

The gas can then be cleaned in conventional ways to recover elemental sulfur

(or make sulphuric acid). Part of the syngas goes to a gas turbine, which makes

electricity for the air distillation, and process steam [3].

Schematic representation of an integrated coal gasification process is presented

in Fig. 28.3.

The cost of producing hydrogen in a large coal gasification plant is today slightly

higher than that made from natural gas. Coal gasification techniques are however

less mature than the steam reforming of natural gas. The economics of making

hydrogen from coal differ somewhat from other fossil fuels: the unit capital costs

are larger for the coal plants, while the unit raw material costs are lower [3].

28.2.2 Hydrogen Production from Nuclear Energy

Thermochemical Water Splitting

Hydrogen can be produced by using nuclear reactors to drive thermochemical water-

splitting cycles, the overall output of which is water splitting to hydrogen and

oxygen without intervening electricity generation. These cycles need temperatures

of 500 �C or more, higher than the temperatures can be achieved by today’s light-

water reactors. However, these temperatures are within the range of present-day,

gas-cooled reactors and designs for future nuclear power plants [5]. The reactor

operating temperature is a key factor because higher temperatures enable faster

chemical reactions and higher efficiencies, at the expense of a harsh thermal and

chemical materials environment. High-temperature thermochemical water splitting

cycles have been demonstrated and could potentially drive very efficient cycles [2].

More than 100 different thermochemical cycles have been proposed for

performing the overall water splitting reaction in high-temperature reactors

Fig. 28.3 Schematic representation of an integrated coal gasification process (modified from [4])
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[6]. At present, the most promising high-temperature cycles appear to be the

calcium bromide–iron oxide cycle, the sulfuric acid–hydrogen iodide (sulfur-iodine

or S–I) cycle, and the Westinghouse cycle. Also, an important lower-temperature

cycle, (copper-chlorine [Cu–Cl]), can produce hydrogen using heat from current

and near-future reactors [2]. Figure 28.4 illustrates a 5-step Cu–Cl thermochemical

cycle for hydrogen production.

The Cu–Cl cycle, originally proposed in the 1970s, has recently been proven in

the laboratory, and several commercially appealing variants are being evaluated.

This cycle has an estimated efficiency of ~40 % at its envisioned operating

temperature of 550 �C, not including cogeneration of electricity. A key challenge

for the Cu–Cl cycle is effective catalysis of the low-temperature reactions [2].

In the S–I cycle, which uses all fluid reagents, a higher temperature (825–900 �C)
is used for the oxygen-evolving reaction, and higher efficiencies (~50 % and ideally

60 % with cogeneration of electricity) are possible. The individual reactions in the

S–I cycle have been demonstrated, although not in a continuous process, nor at the

temperatures envisioned for implementation of the technology. Among the key

challenges with this approach is the verification of durable high-temperature,

chemically inert materials for fabrication of the chemical reactors needed to with-

stand the thermochemical cycle over economically useful lifetimes [8].

High Temperature Electrolysis

Hydrogen can be produced from nuclear electricity by electrolysis. Despite the

rather high efficiency of converting electricity into hydrogen (up to 80 % under

Fig. 28.4 The five-step Cu–Cl thermochemical cycle for hydrogen production (modified

from [7])
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pressure), the global efficiency is much reduced by the rather weak efficiency of the

nuclear power plant (around 33 % for current reactors) [3]. Conceptual design of a

high temperature electrolysis plant is illustrated in Fig. 28.5. A more efficient

hydrogen production would be obtained from high temperature water electrolysis

coupled to new reactors operating at much higher outlet temperatures. The effi-

ciency of the high temperature electrolysis of steam increases from about 20 % at

350 �C to about 50 % at 950 �C, respectively [9].

28.2.3 Hydrogen Production from Renewable Energies

Electrolysis

Electrolysis is a process for breaking water (H2O) into its constituent elements

(hydrogen and oxygen) by supplying electrical energy. The advantage of this

process is that it supplies a very clean hydrogen fuel that is free from carbon and

sulfur impurities. The disadvantage is that the process is expensive, relative to

steam reforming of natural gas, because of the cost of the electrical energy needed

to drive the process [2]. Making electrolytic hydrogen uses considerably more

energy than the hydrocarbon processes. Nevertheless, electrolysis is of interest

for several reasons. First it is seen as a potentially cost-effective way of producing

hydrogen locally. Electrolyzers are compact and can realistically be located at

existing fuelling stations. Secondly, electrolysis offers a way to produce hydrogen

with electrical power generated from renewable sources [3].

Fig. 28.5 Conceptual design of a high temperature electrolysis plant [10]
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Solar Photovoltaic

The most efficient and also the most costly sources of solar electricity for water

electrolysis are solid-state photovoltaic (PV) devices. At the present time the cost of

hydrogen from photovoltaic electricity through electrolysis is 25 times higher than

that of hydrogen produced from coal or natural gas plants. The expected decrease in

the cost of photovoltaic cells and of electrolyzers would bring this down to a factor

of 6 [3]. The potential capacity for solar hydrogen is quite large [2].

Wind

Of all renewable sources, wind shows possibly the highest potential for producing

pollution-free hydrogen, using the electricity generated by the wind turbines

for electrolysis. This is particularly true for distributed systems. In order to succeed

the cost of the wind turbines and electrolyzers has to decrease, and the turbine–

electrolyzer–storage system has to be further optimized. Today the cost of hydro-

gen produced from wind amounts to six to ten times that of large-scale units using

natural gas. This gap could be halved in the near future [3].

Biomass Gasification

Using biomass instead of fossil fuels to produce hydrogen reduces the average

amount of carbon dioxide in the atmosphere, since the carbon dioxide released

when the biomass is oxidized was previously absorbed from the atmosphere and

fixed by photosynthesis in the growing biomass [3].

Hydrogen can be produced from biomass resources such as forestry, wood

processing, and agricultural residues, animal and consumer (municipal) waste or

crop specifically grown for energy uses. Current technologies for converting bio-

mass into molecular hydrogen include gasification/pyrolysis of biomass coupled to

subsequent steam reforming. The main conversion processes are indirect-heat

gasification, oxygen-blown gasification, and anaerobic fermentation [3].

Biomass-to-hydrogen conversion is presently unable to produce hydrogen on a

large scale at a competitive price, even when compared with hydrogen generated

from distributed natural gas. It could however contribute to recover energy from

domestic and agricultural waste in a very clean way. The environmental impact of

growing significant quantities of biomass as energy crops, including genetically

engineered, high-yield crops, will most likely place significant strains on natural

resources and land availability [3].

The cost for collecting and transporting biomass is inherently high. It would

result in building many small biomass gasification plants without the economy of

scale. The route to biofuels might prove more attractive.
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28.2.4 Summary of Hydrogen Production Methods

The key benefits of various hydrogen productionmethods are outlined in Table 28.1.

The initial review shows that the cheapest method is to use excess hydrogen from

large industrial gas plants and natural gas as feedstocks. This method can therefore

be used for cost comparison and cost-optimization. Secured supply is an important

criterion in energy services that need to be addressed. Mature gas technology and

direct applications as well as the small environmental gain from reforming gas to

hydrogen discourages that pathway for long term hydrogen production but can give

rise to further studies on cost development.

According to Table 28.1, high capital, operation and maintenance, and design

are the main critical challenges for almost all of the selected hydrogen production

methods. Addressing these challenges and identifying the research and develop-

ment needs could be a good step towards hydrogen economy.

28.3 Comparative Assessment of Hydrogen Production

Methods

28.3.1 Environmental Impact Comparison

The primary greenhouse gas emitted through fuel combustion is CO2. CO2

emissions are of great concern in view of its impact on global warming [11]. There-

fore, they should be managed, either as a waste, or as a commodity for another

purpose [12].

Table 28.1 Key benefits and critical challenges of hydrogen production methods (modified

from [3])

Natural gas steam

reforming

Coal and biomass

gasification Thermochemical Water electrolysis

Key benefits

Most viable approach

in the near term

Low-cost synthetic

fuel in addition

to H2

Clean and sustainable No pollution with

renewable sources

Lowest current cost Abundant and

affordableExisting

infrastructure

Critical challenges

Capital, operation

and maintenance

costs

Reactor costs Low efficiency

System efficiency Effective and

durable materials

of construction

Capital costs

Feedstock impurities Integration with

renewable energy

sources
Carbon capture

and storage
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Either in coal gasification or natural gas steam reforming, the CO2 emissions

may avoid the full application of Carbon Capture and Sequestration (CCS), which

is considered an adaption technology, as the risk of gas release may imply a final

emission to the atmosphere.

The environmental impact categories can be summarized based on the “opera-

tional guide to the ISO standards” published by TheCenter of Environmental Science

of Leiden University (CML) in 2001. The operational guide describes the LCA

procedures according to ISO standards. A set of impact categories and the characteri-

zation methods and factors for an extensive list of substances (resources from/

emissions to nature) are recommended for the impact assessment phase of LCA.

GWP (Global Warming Potential, g CO2 eq.) relates to the increasing concentration

of CO2 in Earth’s atmosphere and AP (Acidification Potential, g SO2 eq.) relates to

acid deposition on soil and into water, which may change the degree of acidity [13].

Figure 28.6 shows the environmental impact results, in terms of global warming

potential (GWP) and acidification potential (AP), for selected hydrogen production

methods. It can be seen that hydrogen production using thermochemical cycles are

the most environmentally benign of the selected methods, in terms of CO2 emissions

and acidification potential. Natural gas steam reforming and coal gasification are

seen to be the most harmful. The acidification potential results show that gasification

has the highest impact on environment and the Cu–Cl cycle has the lowest [13].

28.3.2 Social Cost of Carbon Comparison

The social cost of carbon (SCC) is the marginal external cost of a unit emission of

CO2, denominated in terms of forgone consumption and based upon the damages

inflicted by that emission upon global society through additional climate change.
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The value of the SCC is generally estimated in an integrated assessment

modeling (IAM) framework that couples a baseline socioeconomic scenario,

a climate–carbon cycle model that transforms emissions into temperature, and a

function for transforming temperature change (implicitly or explicitly by way of

climate change impacts) into economic damages [18].

In this study, the work of Parry et al. (2007) [19] is taken as a basis to calculate

the SCC of selected hydrogen production methods. The average SCC is $160 per

tonne of CO2 emissions [19]. The SCC per kg of hydrogen produced using selected

methods is presented in Fig. 28.7.

It can be seen from Fig. 28.7 that hydrogen production using thermochemical

cycles are the most advantageous processes considered for hydrogen production, in

terms of SCC. Natural gas steam reforming and coal gasification are seen to be the

most harmful.

28.3.3 Financial Comparison

Hydrogen cost in the future has some uncertainties that will depend on the techno-

logical development in the case of hydrogen from renewable sources, and the price

in the case of fossil fuels. On the other hand, there are a lot of components in the cost

for hydrogen delivery that will make a difference. Hydrogen cost depends on the

cost of the production technology (which is comprised of capital investment, opera-

tion and maintenance and feedstock cost), and the cost of hydrogen transportation.

Figure 28.8 shows the average production cost of some hydrogen production

methods. The most competitive means for hydrogen production are based on coal

gasification and steam methane reforming [14]. Wang et al. [15] gives a range of

2.35–4.80 for the cost ($/kg) of HTE (High Temperature Electrolysis). In this study,

an average of $3.5/kg H2 is taken as basis of the comparison. The highest produc-

tion cost per kg of hydrogen is observed to be the wind and solar electrolysis

S
o

ci
al

 C
o

st
 o

f 
C

ar
b

o
n

  (
S

C
C

),
 $

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Fig. 28.7 Social cost of carbon (SCC) of selected hydrogen production methods (per kg of

hydrogen)

28 Comparative Environmental Impact Evaluation of Hydrogen Production. . . 503



methods [14, 16]. Given the fact that one of the major advantages of electrolysis is

its local applications, the cost of distributed electrolysis is used in Fig. 28.8

[14]. Electrolysis cost calculations are based on distributed, small scale production

assumption, while other alternatives refer to central production. Small stations have

significantly higher hydrogen cost because of scale economies. The electrolysis

costs are predicted to come down as technology advances. High temperature

electrolysis, Cu–Cl and S–I thermochemical cycle production costs seem to com-

pete with fossil fuel based prices [15].

28.3.4 Energy and Exergy Efficiency Comparisons

The energy and exergy efficiencies of the selected hydrogen production methods

are based on the literature screening provided by Dincer and Zamfirescu [17]. In

their work, two kinds of efficiencies are studied, namely exergy and exergy

efficiency. They define efficiency as useful output by consumed input. In energy

efficiency both the output and inputs are expressed in terms of energy, while for

exergy efficiency they are expressed in terms of exergy. Energy efficiency of a

hydrogen generation facility is defined by the following equation:

η ¼ _m � LHV
_Ein

where _m is themass flow rate of hydrogen produced, LHV is the lower heating value of

hydrogen (121 MJ/kg) and _Ein is the rate of energy input to drive the process.

And exergy efficiency of a hydrogen generation facility is defined by the following

equation:

Ψ ¼ _m � exch

_Exin

Here, exch is the chemical exergy of hydrogen and _Exin is the rate of exergy input
into the system.
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Fig. 28.8 Cost comparisons of selected hydrogen production methods
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The energy and exergy efficiency data of selected hydrogen production methods

are presented in Fig. 28.9 which shows that in terms of energy and exergy

efficiencies, biomass gasification has an advantage compared to other methods.

Solar based electrolysis, on the other hand, shows a poor performance compared to

the selected production methods.

28.3.5 Overall Comparison

In order to be able to compare each production method, the GWP, AP, SCC,

production cost, energy and exergy efficiency data of the selected methods are

normalized and the results are presented in Table 28.2. GWP, AP, SCC and

production costs are normalized based on:

Rank method ið Þ ¼ Maximum �Method i

Maximum
� 10
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70% Energy
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Fig. 28.9 Energy and exergy efficiencies of selected hydrogen productionmethods (data from [17])

Table 28.2 Overall comparisons of selected hydrogen production methods (normalized)

Hydrogen production method GWP AP SCC Cost

Energy

efficiency

Exergy

efficiency

Fossil Fuel Natural gas steam reforming 2.94 5.27 2.94 8.35 3.75 3.15

Coal gasification with CCS 0 0 0 8.02 3.50 3.15

Nuclear

Energy

Cu–Cl cycle 9.64 8.96 9.64 8.24 4.15 3.6

S–I cycle 9.49 8.60 9.49 7.97 4.15 3.6

High temperature electrolysis 8.82 8.42 8.82 6.15 3.35 2.65

Renewable

Energy

Solar based electrolysis 8.53 7.37 8.53 0 0.50 0.4

Wind based electrolysis 9.43 9.16 9.43 1.98 3.10 3.00

Biomass gasification 8.24 0.54 8.24 8.46 6.50 6.00

Ideal (0 emissions and cost, 100 % efficiency) 10 10 10 10 10 10
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It should be noted that the ranking range is between 0 and 10, where 0 means

poor performance and 10 indicates the ideal case. The higher ranking means fewer

emissions and lower costs. In all cases, 0 is given to the highest emissions and costs

of that category. For instance, in terms of GWP, coal gasification is presented to

have the highest emissions; therefore, 0 is assigned to the corresponding production

method. Other ranking data is calculated based on the equation provided above.

Efficiencies are normalized based on:

Efficiency Rank method ið Þ ¼ Efficiency method ið Þ � 10

The efficiency range is also between 0 and 10, where 0 means poor performance

and 10 indicates the ideal case. The higher ranking means higher efficiency. 10 of

assigned to 100 % efficiency.

The normalized emissions, cost, and efficiency rankings are presented in

Table 28.2. Figure 28.10 graphically represent the findings mentioned in Table 28.2.

The ideal case is a hypothetical (and desired) production method where there are

zero emissions, therefore zero SCC, maximum energy and exergy efficiency

(100 %), and zero production cost. It can be seen from the figure that in terms of

energy and exergy efficiency, biomass gasification shows closest performance to

the ideal case. However, the AP ranking of biomass gasification is very low

compared to other methods. Also, GWP and SCC performance of biomass gasifi-

cation is lower than thermochemical cycles (S–I and Cu–Cl) and solar, wind, and

high temperature (HTE) electrolysis.

In order to compare the electrolysis alternatives, the solar and wind based

electrolysis, and HTE (high temperature electrolysis) data presented in Table 28.2

is used to construct Fig. 28.11. According to Fig. 28.11, in terms of environmental

and social criteria (SCC, GWP, and AP) all of the selected electrolysis options have

a high performance (low emissions, low emission related costs). It should be noted

that the scale is based on the highest emission and emission related cost (the highest

emission and emission cost presented in these tables are assigned the rank “0”).

0.00

2.00

4.00

6.00

8.00

10.00
GWP

AP

Cost

Energy
Efficiency

Exergy
Efficiency

SCC

NGSR

Coal with CCS

Nuclear Cu-Cl

Nuclear S-I

Nuclear HTE

Solar

Wind

Biomass

Ideal

Fig. 28.10 Overall

comparison of selected

hydrogen production

processes (normalized)

506 C. Acar and I. Dincer



On the other hand, the electrolysis options show a poor performance in terms of

energy and exergy efficiency, and cost. Among the options presented here, solar

electrolysis gives the poorest cost and efficiency performance (highest cost among

the selected methods, therefore assigned a rank of “0”). Compared to wind and solar

electrolysis, HTE gives closest results to the ideal case. But it should be noted that

high temperature requirements still negatively affect the efficiency and cost of the

production, and as mentioned in the early sections, future research should focus on

improving the efficiency, and lowering the cost of the available electrolysis systems.

Figure 28.12 compares the overall performance of the nuclear options: HTE to

thermochemical S–I and Cu–Cl cycles. From Fig. 28.12, it can be seen that in terms

of GWP, SCC, and AP the Cu–Cl and S–I cycles give closer results to the ideal case

than the HTE (the normalization procedure is explained in the beginning of

Sect. 28.3.5). Cu–Cl and S–I cycles show a very close performance in terms

of the selected criterion. As explained in the previous paragraph, due to the

temperature requirements, the efficiency and cost performance of HTE, S–I, and

Cu–Cl should be improved to get closer to the ideal case.
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28.4 Regional Analysis: Turkey

28.4.1 Natural Gas in Turkey

Turkey holds a limited amount of natural gas reserves, estimated by IEA for the end

of 2010 to around six billion m3. The R/P ratio is calculated based on the reserves

remaining at the end of any year divided by the net consumption (consumption –

production) in that year. The R/P ratio result is the length of time that those

remaining reserves would last if production were to continue at that rate. R/P

ratio of Turkey is 8.9 years [20]. The increasing gap between Turkey’s natural

gas production and consumption is presented in Fig. 28.13. Although the cost and

efficiency advantages of natural gas steam reforming are mentioned in Sect. 28.3,

this option might not be viable to produce hydrogen in Turkey due to the limited

production and increasing dependency on foreign natural gas.

28.4.2 Coal in Turkey

Until the beginning of 1990s, the amount of production and consumption of coal

were about the same in Turkey. After 1990’s, the consumption rate started exceed-

ing the production rate and the gap between the production and consumption kept

increasing. This trend is shown in Fig. 28.14. Similar to natural gas, although coal

has advantages in terms of cost and efficiency, it might not be a viable option to

produce hydrogen from coal in Turkey due to the increasing gap between the

production and consumption rates.
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Fig. 28.13 Natural gas production and consumption in Turkey (data from [20])
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28.4.3 Solar Energy in Turkey

Due to its geographical location, Turkey can be considered to have a good potential

in terms of solar energy. Figure 28.15 shows the global mean solar irradiance map.

Turkey is located in the Mediterranean sun-belt; it has similar irradiance levels as

Spain and Portugal.

Between April and September, Turkey has an average solar potential greater

than 100 kW/m2-month. Between these months, the average sunshine duration is

above 200 h/month. On average, the daily average of solar energy is 3.6 kW/m2-day

and sunshine duration is 7.2 h/day. Figure 28.16 shows Turkey’s solar energy

potential atlas.

Figure 28.16 shows that southeastern part of Turkey has the highest solar energy

potential. The sunshine duration of Mediterranean region is almost about the same

as the southeastern region; however, the total solar radiation is lower in this region

compared to southeastern Turkey. East and central Turkey follow the southeastern

and Mediterranean regions. Aegean region has higher sunshine duration compared

0

20

40

60

80

100

120

0

20

40

60

80

100

120

1980 1985 1990 1995 2000 2005 2010

Consumption

Production

Fig. 28.14 Coal production and consumption in Turkey (data from [21])

Fig. 28.15 Global mean solar irradiance map [22]

28 Comparative Environmental Impact Evaluation of Hydrogen Production. . . 509



to east and central Turkey but the total solar radiation in these three regions are

about the same. Compared to the other regions, Marmara and Black Sea have lower

total solar radiation and sunshine duration.

28.4.4 Wind Energy in Turkey

Turkey is a country with wind-rich regions. Table 28.3 shows the wind energy

potential of Turkey compared to selected European OECD countries. According

to the same table, Turkey’s technical wind energy potential, which represents

the achievable energy generation based on topographic limitations, environmental

and land-use constraints, is 83,000 MW and higher than the selected OECD

countries [24].

Fig. 28.16 Turkey’s solar energy potential atlas [23]

Table 28.3 Wind energy potential of Turkey compared to selected European OECD countries

(data from [24])

European OECD

countries

Territory

(1,000 km2)

Specific wind

potential (class>3)

(1,000 km2)

Side potential

(km2)

Technical

potential

MW TWh/year

Turkey 781 418 9,960 83,000 166

UK 244 171 6,840 57,000 114

Spain 505 200 5,120 43,000 86

France 547 216 5,080 42,000 85

Norway 324 217 4,560 38,000 76

Italy 301 194 4,160 35,000 69

Greece 132 73 2,640 22,000 44

Ireland 70 67 2,680 22,000 44

Sweden 450 119 2,440 20,000 41

Iceland 103 103 2,080 17,000 34
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According to TÜREP, Turkey has a wind-based electricity production capacity

of 48,000 MW, 803.55 MW of this amount is in operation, and 1,000 MW of it is in

built-in progress, according to ETBK. In order to determine the characteristics and

distribution of the wind resources, EIE developed Turkey Wind Energy Potential

Atlas (REPA) in 2006. Figure 28.17 shows Turkey’s wind atlas (REPA) [25]. This

figure shows that some regions in Turkey have relatively high wind speeds. These

have been classified into 6 wind regions with a low of about 3.5 m/s and a high of

5 m/s at 10 m altitude, which corresponds to a theoretical power production of

between 1,000 and 3,000 kWh/(m2/year). The most attractive sites are the Marmara

Sea region, Southeast, the Mediterranean and the Aegean Sea Coast.

28.4.5 Biomass in Turkey

Annual biomass potential of Turkey is approximately 32 MTOE (million tonnes of

oil equivalent). Total available bioenergy potential is estimated to be approximately

17.2 MTOE. In 2008, Turkey’s total biomass consumption was 4.8 MTOE [26].

Turkey’s planned biomass energy production is shown in Table 28.4.

According to the Republic of Turkey Ministry of Energy and Natural Resources

“Biomass” report, Aegean, Black Sea, Central and Eastern Anatolia have good

biomass potentials [26]. However, the 2006 Corine land cover data show that land

in Turkey consists of 42.35 % agricultural areas and 54.04 % forestry and semi-

natural vegetation where almost 96 % of the country’s land can be defined as natural

environment. The increases in population, urbanization and industrialization have

Fig. 28.17 Turkey’s wind energy potential atlas (REPA) [25]
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raised the use of non-intentional agricultural fields [27]. Table 28.5 summarizes the

land use change in Turkey. From Table 28.5, it can be seen that as the size of

artificial areas increase, the sizes of agricultural, forest, and semi-natural areas

decrease. This trend could be a disadvantage in terms of hydrogen production via

biomass gasification process.

28.4.6 Results and Discussion

In this section, the fossil fuel and renewable energy potentials in Turkey is discussed.

The potential effect of land area on biomass gasification is briefly explained. The

comparison and evaluation results are used to propose hydrogen productionmethods

that are appropriate for Turkey.

Although Table 28.5 suggests that the land cover class change might have a

negative impact on biomass potential of Turkey, Turkish government is planning to

increase the biomass production in Turkey (Table 28.4), which could make the

biomass a promising hydrogen feedstock. In addition to the feedstock availability;

technical, financial, environmental and social impact comparison show that

although it has very low AP rankings, biomass gasification can be a very promising

hydrogen production method for Turkey [28]. When geographical data presented in

the earlier subsections is combined, the following “suggested pathway for hydrogen

production” could be made for different regions of Turkey. Table 28.6 summarizes

the findings of this section by suggesting possible renewable hydrogen pathways for

different regions of Turkey.

Table 28.4 Planned

biomass-energy productions

in Turkey (data from [26])
Year

Total biomass

production (MTOE)

2015 7.320

2020 7.520

2025 7.810

2030 8.250

Table 28.5 Land cover classes in Turkey in 2000 and 2006 (data from [27])

Land class

Land size (%)

Change (m2)2000 2006

Artificial areas 1.56 1.61 +377,290,004.06

Agricultural areas 42.36 42.35 �134,513,788.38

Forests and semi-natural areas 54.08 54.04 �259,525,930.4

Wetlands 0.36 0.36 �15,159,025.99

Water bodies 1.64 1.64 þ41,415,305.55

Total 100 100
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28.5 Conclusions

The literature survey and environmental, economic, social and technical perfor-

mance comparisons of selected hydrogen production methods suggests that optimal

hydrogen supply strategies may differ between geographic regions since hydrogen

will be produced from a variety of feedstock. It is important to compare and analyze

energy, environment, economic and social impacts of each stock as well as their

availability in a given region. In this study, natural gas steam reforming, coal and

biomass gasification, solar, wind, and high temperature electrolysis, Cu–Cl and S–I

thermochemical cycles are compared based on their GWP, AP, production cost,

energy and exergy efficiency, and SCC. Hydrogen production options and avail-

ability of the required feedstocks in Turkey are investigated as a case study. And it

is concluded that different regions have a different potential promising method for

hydrogen production. This potential should also be taken into account when

comparing the advantages and disadvantages of different hydrogen production

methods.
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Chapter 29

Current Status of Fabrication of Solid

Oxide Fuel Cells for Emission-Free

Energy Conversion

Ayhan Sarikaya, Aligul Buyukaksoy, and Fatih Dogan

Abstract Solid oxide fuel cells (SOFCs) are promising energy conversion devices

due to their environment friendly operation with relatively high efficiencies

(>60 %). High power densities and stability upon interruption of fuel supply are

required to realize the applications of the SOFC technology. The two main

approaches for SOFC fabrication, namely; co-sintering of powders and infiltration

of catalytically active components into porous scaffolds are described. It is stressed

that the fabrication technique determines the performance of the SOFCs.

Co-sintering of powders allow achieving high power densities while infiltration

technique yields SOFC that show no performance degradation upon fuel interruption.

Keywords Energy conversion • Solid oxide fuel cells • Fabrication techniques

• Electrochemical performance • Fabrication • Co-sintering of powders • Infiltra-

tion • Catalytically active components • Porous scaffolds • Power density • Degra-

dation • Fuel interruption

29.1 Introduction

Solid oxide fuel cells (SOFCs) are devices which convert chemical energy to

electrical energy with near-zero pollutant emissions [1]. Their high efficiency and

fuel flexibility due to relatively high operating temperatures (600–1,000 �C) make

SOFCs quite promising for power generation [2]. However, the multi-component
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configuration of SOFCs along with the required elevated temperatures for its

operation forms a relatively complex system. As each SOFC component consists

of different materials with distinct chemistries, melting temperatures and thermal

expansion, significant material challenges arise also during their fabrication.

Conventional SOFCs consist of a porous Ni–YSZ cermet anode, a dense YSZ

electrolyte, and a porous LSM–YSZ composite cathode. The electrochemical

reactions in both electrodes occur at the interface where the catalytically active

phase, the ionically conductive phase, and the gas phase meet (i.e., triple phase

boundaries, TPBs). Therefore, it is essential that the electrodes are fabricated in

such a way that the TPB lengths in both electrodes are maximized for enhanced

electrode performance. It is also important to note that all of the three phases must

be contiguous for efficient SOFC operation. On the other hand, the YSZ electro-

lyte is required to be well-sintered and gas-tight for high ionic conductivity and

efficient separation of fuel and oxidizer (e.g., air) from anode and cathode sides,

respectively. It is also critical that the YSZ electrolyte is as thin as possible to

minimize the resistance associated with the ionic conduction through this layer.

Scanning electron micrograph of the fractural cross section of an SOFC is shown

in Fig. 29.1.

The commonly employed conventional SOFC electrode fabrication route is the

co-sintering of the powders of the electrode components at elevated temperatures.

This method is widely used and significantly high performances are achieved

[3–5]. Infiltration of the catalytically active components into porous YSZ scaffolds

is utilized as an alternative technique to form the electrodes. Substantial electrode

performances and other novel properties such as time and redox stability are

obtained [6–8]. This chapter describes these two main processing routes and their

advantages to fabricate sustainable SOFCs. The discussion is limited to the SOFCs

using the conventional materials (i.e., Ni–YSZ composite anode, YSZ electrolyte,

and LSM–YSZ cathode) for the sake of eliminating the material dependent effects

while comparing the processing approaches.

Fig. 29.1 Scanning electron microscopy image of the cross section of a solid oxide fuel cell
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29.2 Processing Routes

Co-sintering of the component powders and infiltration of the catalytically active

components into porous YSZ scaffolds are two distinct routes to fabricate SOFC

electrodes and they both offer different properties and advantages in the final SOFC

configurations. Co-sintering technique allows reduction of the electrolyte thickness

to ~10 μm which allows achieving impressive power densities over 1 W/cm2 at

800 �C. On the other hand, infiltration technique allows fabrication of efficient

Ni–YSZ composite anodes which maintain their structural integrity during the

expansion of the Ni phase when the fuel flow from the anode side is interrupted.

29.2.1 Powder Based Processing Techniques

Tape casting is the most widely employed consolidation method for the preparation

of the component layers used for the co-sintering technique. A slurry mixture is

formed by mixing solvent, binder, plasticizer, dispersant and the desired ceramic

powders. The slurry of the homogeneously dispersed components is cast on a

carrier film and leveled using a special blade to obtain a flexible tape with a

controllable thickness after removal of the solvent. Two types of tapes consisting

of YSZ powders for the electrolyte and NiO–YSZ powders for the anode layers are

prepared with desired thicknesses and laminated together to obtain anode-

electrolyte bilayers. The laminated anode–electrolyte tapes are sintered together

at elevated temperatures (~1,400 �C to achieve dense YSZ electrolyte layer).

It allows realizing an SOFC design with a relatively thick Ni–YSZ anode layer as

a mechanical support (0.35–1.00 mm) and a relatively thin YSZ electrolyte

(~10 μm). LSM–YSZ is deposited on the YSZ electrolyte after obtaining the

sintered electrolyte-anode bilayer. The deposition is carried out by forcing an ink

of the cathode powder, a binder, and a solvent, through the holes of a screen mesh

using a rubber squeegee. This technique, referred to as “screen-printing,” allows the

deposition of a relatively thin LSM–YSZ cathode layer (10–60 μm). Deposited

cathode layers are sintered at elevated temperatures (i.e., 1,100–1,250 �C) follow-
ing their deposition. The processing route to obtain the NiO–YSZ/YSZ/LSM–YSZ

based SOFC structure is illustrated in the schematic shown in Fig. 29.2.

Although the NiO phase inhibits the densification of the YSZ phase at the

sintering temperatures (~1,400 �C), it is not sufficient to form the required contigu-

ous pore structure. Therefore, pyrolyzable pore forming agents are introduced into

the NiO–YSZ slurry to generate additional porosity for facile penetration of fuel

through the supporting anode layer. The utilization of materials such as graphite,

sucrose, polymethylmethacrylate (PMMA), polystyrene, and starch as pyrolyzable

pore forming agents was widely investigated [3, 9, 10]. It was shown that the

properties of pore forming agents (e.g., shape, size, and decomposition tempera-

ture) have a significant impact on the size, shape, and connectivity of the pores.
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Thus, it has a strong effect on the electrical conductivity of the cermet and the

length of TPBs, which in turn determine the performance of the SOFCs [3, 11].

Since the LSM–YSZ cathode is deposited on the YSZ electrolyte after sintering

the electrolyte-anode bilayer, it allows processing the cathode layer at any desired

temperature. However, LSM and YSZ have different densification behaviors.

Hence, optimizing the microstructure for high performance requires well-

controlled modifications on the processing parameters. For instance, YSZ particles

form an ionically conductive network when they are sintered at least at 1,150 �C. It
yields ~50 % of the theoretical density of YSZ [12]. On the other hand, LSM

reaches a density of ~90 % of its theoretical density upon sintering at this tempera-

ture range [13]. As a result, YSZ particles do not form a connected network at low

co-sintering temperatures (<1,100 �C) while co-sintering temperatures higher than

the optimum temperature cause over-densification of the LSM and result in reduced

TPB lengths. Highly resistive phases (i.e., La2Zr2O7) may also form at the

YSZ–LSM interface at high co-sintering temperatures (<1,100 �C) [14–16]. There-
fore, detailed optimization of the processing parameters and comprehensive selec-

tion of the starting materials are required to achieve efficient LSM–YSZ cathodes.

LSM–YSZ cathodes with high efficiencies are reported as a result of such an

optimization effort [17].

29.2.2 Infiltration Techniques

Infiltration of the precursors of the desired components into previously sintered

porous YSZ scaffolds is an attractive alternative to the co-sintering technique. It

allows low temperature fabrication of the SOFC electrodes and has the potential to

achieve relatively high TPB length, hence performance. These techniques offer

important advantages such as formation of composites of materials with distinct

sintering temperatures without forming any undesired phases. It has recently been

Fig. 29.2 Schematic representation of the processing steps of the co-sintering based SOFC

fabrication
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reported that another important problem in SOFCs could be solved by fabrication of

the Ni–YSZ anode by the infiltration technique. Stable SOFCs are required to

operate for >40,000 h and it is expected that there would be an interruption in

the fuel supply from the anode side (reduction-oxidation, redox cycle). In the case

of such an interruption, Ni readily transforms to NiO which is accompanied by a

67 % expansion in volume. SOFCs with co-sintered Ni–YSZ composite anodes

show severe degradation in performance due to the cracks formed in the anode layer

as a result of the change in its volume [18, 19]. However, it is shown that the

relatively low Ni/YSZ ratio required for the percolated and the mechanically

weaker Ni phase obtained by the low temperature processing allows the perfor-

mance of the SOFCs with Ni–YSZ anodes prepared by infiltration to remain stable

upon redox cycles [6, 8].

The infiltration approach strictly requires YSZ scaffolds with sufficient amount

of porosity and connected pores. It has been previously mentioned that it is possible

to obtain porous microstructures by incorporating pyrolyzable pore formers into the

ceramic matrix [9]. It allows processing porous YSZ (0.35–1 mm)/dense YSZ

(10 μm)/porous YSZ (0.35–1 mm) structures by sintering at 1,400 �C (to achieve

dense YSZ electrolyte). Precursor solutions of NiO and LSM can be infiltrated to

the anode and the cathode sides of the sintered scaffold, respectively. However, the

YSZ grain size increases to 1–2 μm at this sintering temperature range and large

YSZ grains are undesirable due to the low surface area-to-volume ratio they yield

[9]. It is crucial that the YSZ grains of the porous skeleton are maintained at their

initial size to a maximized surface area-to-volume ratio which allows achieving

high TPB lengths upon infiltration. The straight forward way to achieve such porous

layers is partial sintering at relatively low temperatures (i.e., 1,150 �C). Obviously,
it is not possible to achieve a dense YSZ electrolyte at these temperatures. There-

fore, the fabrication of porous YSZ layers by partial sintering dictates that the

porous YSZ layers are deposited on a dense YSZ electrolyte layer processed in

advance. An important drawback is that the dense YSZ electrolyte layer has to be at

a thickness of >100 μm for adequate mechanical support which increases cell

resistance, hence decreases power density.

The fabrication of the SOFCs with thick electrolytes by the infiltration route

requires the deposition of the porous YSZ layers (5–20 μm) on both sides of the

electrolyte by spin coating or screen printing of YSZ (Tosoh, Japan) ink followed

by sintering at 1,150 �C. In order to achieve a continuous thin coating of the

infiltrated components on the YSZ grains, suitable polymeric precursors should

be prepared. The polymeric NiO precursor solution infiltration into porous YSZ

layer and subsequent heating to 450 �C allows forming NiO–YSZ composite anode.

Several infiltration–decomposition cycles (depending on the precursor solution

concentration) are required to obtain adequate NiO content. The cathode is

processed following a similar approach. Polymeric LSM precursor is infiltrated

into the porous YSZ scaffold followed by its decomposition at 450 �C and these

steps are repeated for several times. The infiltration-based processing route of the

SOFCs is illustrated in the schematic shown in Fig. 29.3.
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29.3 Impact of Processing Techniques on the Performance

Testing and characterization of SOFCs is an important part of their research and

development. The most commonly used methods to characterize SOFCs are imped-

ance spectroscopy and voltammetric (e.g., current density–voltage) measurements.

Impedance spectroscopy is a very useful method which allows identifying different

processes contributing to the total cell resistance. It is widely used to extract the

ohmic resistance and the electrode polarization resistances from the total resistance

of the cells. While the ohmic resistance is induced by the electrolyte resistance and

contact resistances, electrode polarizations represent the performance of anode and

cathode layers. The performance of the cathode layers can be also evaluated by

symmetrical cell (cathode/electrolyte/cathode) measurements in air. Although

detailed information can be obtained by using the appropriate kinetic equations,

current density–voltage measurements are commonly employed to evaluate the

power generation characteristics of the SOFCs.

As mentioned earlier, co-sintering route is suitable for the fabrication of SOFCs

with significantly thin YSZ electrolytes (10 μm) which results in reduced ohmic

losses. Since YSZ exhibits and ionic conductivity of 0.02 S/cm at 800 �C, an ohmic

resistance of 0.05 Ω cm2 can be expected from YSZ electrolytes with such

thicknesses. The effect of the Ni–YSZ anode microstructure formed upon the

removal of different type of pore formers on the SOFC performance is reported. It

was shown that the cell with the anode formed upon removal of flake graphite showed

0.4 W/cm2 at 800 �C and it was possible to reach a power density of 1.53 W/cm2 at

800 �C by changing the pore structure by using another pore former with distinct

properties (i.e., PMMA) (Fig. 29.4) [3]. Even higher power densities (e.g.,

1.75 W/cm2) were achieved at the same temperature (800 �C) with similar SOFCs

using polystyrene to form the anode pore structure [17]. As the anode thickness was

reduced to ~300 μm, the transport of fuel and product gases is improved and allowed

achieving improved power densities. Significantly low anode polarizations

Fig. 29.3 Schematic representation of the processing steps of the infiltration based SOFC

fabrication
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(~0.065 Ω cm2) were revealed by the impedance spectroscopy analyses of the

optimized SOFCs. Several other researchers worked on the optimization of SOFC

microstructures and obtained significantly high performances [5, 10].

Since the infiltration route requires low temperature sintering of the porous YSZ

scaffolds, a previously sintered and relatively thick YSZ electrolyte is required.

It was reported that the SOFCs prepared by infiltration of porous layers by Ni from

anode side and LSM from the cathode side shows an electrode polarization resis-

tance of 0.2 Ω cm2 at 800 �C. These findings are comparable to the performances

achieved with SOFCs prepared by co-sintering [6]. However, the thicker electrolyte

in the infiltration based cell (180 μm) resulted in lower power densities of

0.31 W/cm2 at 800 �C whereas the co-sintered cell with a similar electrode polari-

zation resistance resulted in a power density of 1.53 W/cm2 at 800 �C due to its

thinner electrolyte (10 μm) [3]. On the other hand, it was possible to obtain redox

stable SOFCs due to the mechanically weaker Ni phase and its sufficient electrical

conductivity achieved at much lower Ni content by infiltration technique. It was

shown that the power density as well as the electrode polarization resistance does

not change after 15 redox cycles [6]. Further optimizations allowed achieving a

total electrode polarization resistance of ~0.070 Ω cm2 at 800 �C and a power

density of 0.41W/cm2 at 800 �Cwhich remains stable after 20 redox cycles [8]. The

changes in power density and electrode polarization resistance upon redox cycling

at 800 �C are shown in Fig. 29.5.

29.4 Conclusions and Future Remarks

The processing route selected for the SOFC fabrication is critical in the design and

consequently the performance of the SOFCs. Co-sintering of the constituent

powders and infiltration of the catalytically active components into porous scaffolds

are two distinct approaches for the fabrication of SOFCs. Co-sintering of powders

Fig. 29.4 Current density–voltage curve of the SOFCs prepared by the co-sintering approach.

Anode pore structures are formed upon removal of flake graphite (a) and PMMA (b) pore formers

(Modified from [3])
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allows fabrication of the SOFC configurations with relatively thin electrolytes and

efficient electrodes which yield substantial power densities. On the other hand, they

exhibit a severe degradation in performance and mechanical integrity upon the

interruption of the fuel supply on the anode side. It is possible to obtain SOFCs with

efficient electrodes which are stable during the changes that occur upon the

interruption of the fuel flow. However, the low temperature processing of porous

YSZ scaffolds necessary to achieve high surface area requires the use of

electrolytes much thicker than those used in SOFCs prepared by co-sintering

route. It results in relatively low power densities. Decreasing the electrolyte thick-

ness by modifying the design of processing routes will allow combining the desired

properties of the SOFCs fabricated by two different routes.
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Chapter 30

Algae, Biofuels, and Modeling

Ilhami Yildiz, Tri Nguyen-Quang, Thomas Mehlitz, and Bryan Brooker

Abstract This chapter first presents and discusses a dynamic mathematical model

which is developed to simulate a tubular photobioreactor (PBR) and microalgae

growth within at any desired location. The model has options to evaluate the effects

of location, time of the year, orientation, shading and night curtains, heating and

cooling systems, and indoor and outdoor operating conditions. Then the chapter

focuses on the algal growth kinetics of microalgae cultivated with coal-fired flue

gas, and presents two algal strains, Chlorella vulgaris and Tetraselmis sp. cultivated
in lab-scale PBRs to assess the feasibility of using flue gas as a carbon source. And

then, the chapter presents an economic feasibility analysis for manufacturing

biodiesel from algae using a PBR. The chapter then introduces a mathematical

model to investigate the thermal effects on algae population in growth in both fluid

and porous media. The study reveals the potential feedback between hydrodynamic

and local demographic processes in microorganism populations in the context of

the influence of climate change on natural ecological systems. Finally, the chapter

discusses the relationship dynamics between algae and nutrient or herbivore and

algae using the predator–prey approach based on classical Lotka–Volterra system.

Keywords Microalgae growth kinetics • Photobioreactors • Carbon sequestration

and storage • Economic feasibility analysis • Thermal effects on microalgae
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Nomenclature

a Dimensionless prey capture rate, a ¼ αNPrL
2/αPNDP

A Area, m2; algae water; initial filter, and crucible weight, g

AEH Air exchange per hour, 1/h

b Distance between ground and the first PBR tube, m; dimensionless

conversion rate of prey into predators b ¼ αPNrL
2/DP

B Dry weight of residue, filter, and crucible, g

c Dimensionless predator starvation rate, c ¼ βL2/DP

C Ash weight of residue, filter, and crucible, g; cell carrying capacity,

cell/m3

Cp Specific heat, Wh/kg K

Cpv Specific volumetric heat capacity, J/m3 C

d Tube diameter, m; dimensionless growth rate of prey, d ¼ rL2/Dp

D Floor thickness; vial diameter, m; ratio of diffusion coefficients

prey/predator DN/DP

DN Specific diffusion coefficient of prey or algal diffusivity, m2/s

DP Specific diffusion coefficient of predator, m2/s

dt Distance between PBR tube centers, m

dT Temperature change, K

dtt Distance between PBR twin tube centers, m

E Calculation parameter

EF Extinction factor (also known as K)

f Flow rate photobioreactor

F Shape factor of the medium (F ¼ L/H)

g
! Gravitational acceleration, m2/s

GHG Greenhouse gable height, m

GHL Greenhouse length, m

GHN Number of greenhouse bays

GHW Greenhouse width, m

GHWH Greenhouse wall height, m

h Heat transfer coefficient, W/m2 K

H Height of column, m; height of the medium, m; hypothesis

HS Heat storage

I Total solar radiation, W/m2

IR Index of refraction n

JD Julian Day

k Wave number based on the length scale H
K Thermal conductivity, W/m K; permeability, m2

kc Critical wave number

L Length of the porous or fluid medium, m

Le Diffusion fraction or Lewis number, α/D
lt PBR tube length, m

n Mean cell concentration, cell/m3

N(x,t) Dimensionless prey or algae population density
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N*(x*,t*) Dimensional prey or algae population density, cell/m3

na, nc Number of PBR columns axial and parallel, respectively

Nu Nusselt number

p Dynamic pressure, Pa

P Percent shading of tubes, %

P Dimensionless pressure

P(x,t) Dimensionless predator population density

P*(x*,t*) Dimensional predator population density, cell/m3

PL Actual pathlength in the algae medium, m

Pr Prandtl number

Q Heat transfer, radiation, kW

r Population intrinsic growth rate of prey or algal communities, 1/s

R Reflectivity, %

Rab Algal Rayleigh number

RaT Thermal Rayleigh number

Re Reynolds number

S Percent shading, %

Sc Schmidt number v/D
SF Shade factor

STIM Solar time on a specific day of the year

t Number of tubes per PBR column time

t Dimensionless time

t* Dimensional time, s

T Temperature, �C or K

T* Temperature, �C
T Dimensionless temperature

TC Critical sun angle

TIME Time on a specific day

TSS Total suspended solids, mg/L

U Heat transfer coefficient, KW/m2 K

V Volume, m3; volume of aqueous sample, mL

V
!�

N
Dimensional moving speed of prey or algae, m/s

V
!�

P
Dimensional moving speed of predator, m/s

V
!

N

Dimensionless moving speed of prey or algae

V
!

P

Dimensionless moving speed of predator

V
!� Fluid velocity (fluid medium) or Darcy velocity (porous medium), m/s

V
! Dimensionless fluid velocity or dimensionless Darcy velocity

V
!�

c
Cell gravitactic swimming speed, m/s

V
!

c Cell dimensionless swimming speed V
!

c ¼ HV
!�

c=D or Peclet number

VSS Volatile suspended solids, mg/L

WS Wind speed, m/s

x Distance between PBR columns (parallel), m
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X Variable, e.g., cell concentration

xa Distance between PBR columns (axial), m

(x*, y*, t*) Cartesian coordinates, m, and time, s

(x, y, t) Dimensionless coordinates x¼X/H; y¼Y/H, t¼DN t*/H2

Greek Symbols

α Absorptivity; rate for predator consuming prey or predator converting prey

into predator new generation, cell/m3/s

αT Thermal diffusivity, m2/s

β Slope of virtual surface for beam incidence; per capita mortality rate of

predator in the absence of the prey, 1/s

βc Density variation coefficient of cell suspension

βT Thermal expansion coefficient

δ Declination, the angular position of the sun at solar noon

ΔT Difference of the top and bottom temperature, ΔT ¼ Tb � Tt
ΔN Difference of the top and bottom concentration, ΔN ¼ Nt � Nb

ε Emissivity of the glass/plexiglass tubes

Φ Latitude, degrees

γ Surface azimuth angle

ϑ Algal cell volume, m3/cell

λ Dimensionless growth rate of algal communities

μ Growth rate, maximum specific growth rate; dynamic viscosity of

fluid, kg/m s

ν Kinematic viscosity of the suspension, m2/s

θ Angle of incidence, refraction angle

ρ Density, kg/m3; specific mass of suspension “fluid-cell”, kg/m3

ρc Algal cell specific mass, kg/m3

ρw Water specific mass density, kg/m3

Δρ Specific mass difference of algal cell/water, Δρ ¼ ρc � ρw
σ Stefan–Boltzmann constant, 5.67 * 10�8 W/m2 K4

τ Transmissivity, %

ψ* Stream function, m2/s

ψ Dimensionless stream function ψ ¼ ψ*/D
Ω Hour angle, the angular displacement of the sun

Subscripts

a Alternative

A Air

ALG Algae or PBR

AP Algae probe

CO2 Pure carbon dioxide

EFT The PBR tube
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F, FL Floor, floor layer; poured concrete (152 mm)

FLUE Flue gas

FR First PBR column

FBOT, FMID, FTOP Bottom, middle, and top floor layers, respectively

G, GR Ground, deep ground, single layer glass

GH Greenhouse, greenhouse cover

GHC Free convection

GHI Heat transfer due to infiltration

GHHG Heat gains due to solar radiation

GHLC Heat transfer due to conduction

GHLR Radiation exchange with the ground and sky

GSRA Solar radiation absorbed by the PBR

GSUR Greenhouse floor

inf Lower end

ILL1 Illuminated

MAX Maximum

N Denoting for prey

NP Indicating predator converts prey into new generation

of predator

o Null

OS Outside; with the sky and the ground

opt Optimal

OSC Outside convective heat transfer

P Denoting for predator

PN Indicating predator consumes prey

PBR Photobioreactor

PARA Parallel

PERP Perpendicular

RLF Between the sky and floor

S Outside

SKY Sky

SRAF Solar radiation absorbed by the floor

sup Upper end

T Total, PBR tube

tt Twin tube PBR

tt1 One twin tube column

TPS Total projected surface

TSRA Total solar radiation absorbed

TSUR Total outside surface

W Water

Superscripts

* Denoting for dimensional quantity
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30.1 Modeling Microalgae Growth and Photobioreactor

Microalgae have received substantial research interest for the purpose of produc-

ing biofuels and bioproducts in recent years. Strictly in comparison to other

feedstocks for biodiesel, microalgae have been speculated as having the greatest

yield in liters of fuel per hectare. This high yield is essential to the economic

feasibility of biodiesel to compete with the cost of petrodiesel. Microalgae is the

only major feedstock in consideration that does not require or compete with

agricultural land, thereby dedicating land for cultivating microalgae does not

adversely affect the supply or the price of food. In addition, among the potential

bioproducts yielded are nutritional supplements, proteins, secondary metabolites,

antioxidants, and neuroprotective agents. An essential consideration for the

realization of microalgae based biofuels and bioproducts is the cost effective

cultivation of biomass on a large scale. This concept drove mass microalgae

cultivation from outdoor ponds to enclosed bioreactors. These enclosed

bioreactors are widely accepted as the only viable means for cultivating large

amounts of microalgae biomass for production of biofuels and bioproducts

because of the substantially enhanced biomass production and the vastly

improved control that are most probable for economically viable commercial

applications. An advantage for microalgae as a biodiesel prospect is the integra-

tion of waste streams as valuable inputs to the growth process. High

concentrations of ammonium and nitrate in some wastewater sources provide

extremely favorable growth conditions for many microalgae strains. Also, CO2 is

required by microalgae to conduct photosynthesis and to control pH in the

bioreactor, and can easily be provided from waste sources such as power plants

and others. Microalgae are most efficiently grown in photobioreactors (PBRs)

[1]. However, further research and improvements are needed to optimize and

enhance the existing systems for commercial applications [2–5]. The major

technical challenges are how to sustain highest photosynthesis and biomass

productivity levels, reduce cell damage by hydrodynamic stress, reduce costs in

fabrication and installation maintenance, and how to increase the capability of the

system to expand to an industrial scale [6]. The objective of this section is to

introduce a dynamic simulation model developed for being able to determine the

best PBR configuration and operating conditions for a specific microalgae strain,

and evaluate different geographic locations for microalgae production. The model

has options to evaluate the effects of location, time of the year, orientation,

greenhouse glazing, shading and the use of night curtains, heating and cooling

systems, and both indoor and outdoor operating conditions. The coupled model

developed in this study is useful for ecologists, biologists, and engineers for

evaluating individual or combined effects of various forcing functions on the

PBR environment and microalgae responses; and for developing control

strategies for different environmental variables.
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30.1.1 Resources and Procedures

An experimental study is performed using a lab-scale PBR, and Chlorella vulgaris
as the algal strain. The PBRs are operated at different growth temperatures, and

Chlorella growth dynamics are monitored under controlled environments. A cou-

pled dynamic mathematical model employing ordinary differential equations for

algae growth and a horizontal tubular PBR is developed and executed to provide an

accurate prediction of a horizontal tubular PBR’s performance as a function of

dynamic environmental factors such as solar energy, outside air temperature, and

wind speed. This dynamic prediction model is developed in Microsoft Excel

environment using VBA (Visual Basic for Application) from basic energy conser-

vation and heat transfer principles for a single glass-glazing greenhouse. The PBR

and greenhouse characteristics used in the simulation model are presented in

Table 30.1. Hourly weather data (temperature, solar radiation, wind speed, relative

humidity) are obtained from the California Irrigation Management Information

System for San Luis Obispo (35�170N; 120�390W), California, USA for the

month of April 2007 [7]. However, the simulation model is flexible enough to

Table 30.1 PBR and greenhouse characteristics

Description Value

Index of refraction n for the air 1a

Index of refraction n for the glass tube 1.526 [8]

Latitude for location (San Luis Obispo) 35.23�

Surface azimuth angle 0� [10]
Slope of virtual surface for beam incidence 45� (assumed)

Reflectivity of the ground 20 % (assumed)

Reflectivity of the algae 5 % (assumed)

Transmissivity of the greenhouse cover 60 % [9]

Emissivity of the glass/plexiglass tubes 94 % [10, 11]

Infiltration rate 1.5 (air exchanges/h) [9]

Heat transfer coefficient—single layer glass 0.00628 kW/m2 K [9]

Heat transfer coefficient—poured concrete 152 mm 0.000872 kW/m2 K [9]

Temperature at maximum algae growth rate 29 �C
Maximum algae growth rate 1.44/day

Temperature at 10 % of max growth rate—lower and upper 11 and 35 �C
Number of PBR parallel columns and axial columns 19 and 10

PBR tube diameter and length 0.03 and 10 m

Distance between PBR tube centers 0.18 m

Distance between PBR twin tube centers 0.06 m

Distance between ground and first PBR tube 0.3 m

Distance between PBR columns (parallel) and (axial) 1.5 and 1.5 m

Number of tubes per PBR column 32

Greenhouse width and length 7.2 and 57.6 m

Greenhouse wall height and gable height 2.4 and 1. 8 m

Number of greenhouse bays 12
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simulate any other location, any other month, or even any other year. Simulations

are performed starting at the beginning of the fifth day and ended at the end of 30th

day of the month providing 26-day simulations. First 5 days of simulations are

ignored in order to generate more reliable estimates, and productivity (not yield) is

evaluated in sensitivity analyses. Sensitivity analyses are performed on the indoor

PBR system, which has a glass greenhouse glazing. The shading system is not

operational during these analyses. Each parameter (outside temperature, solar

radiation, ground reflectivity, PBR column distance, etc.) is varied individually

while all other parameters are held constant at their standard values. In addition to

the sensitivity analyses, responses of some key parameters to step inputs in outside

air temperature and outside solar radiation are also determined.

Microalgae Culturing Equipment

In this study, for determining temperature responses of microalgae under controlled

environments, a vertical column Plankton Reactor (Aqua Medic GmbH, Plankton

Reactor, Bissendorf, Germany) is used. This lab-scale PBR is basically a transpar-

ent plastic cylinder with a holding volume of 2.25 L. A fluorescent light (8 W,

6,700 K, 1,300 lm; Aqua Medic GmbH, Plankton Light Reactor, Bissendorf,

Germany) provides the necessary light for photosynthesis to occur. A timer

providing 16 h of light and 8 h of dark periods, respectively, controls the lighting.

All bulbs that are above 5,600 K are considered daylight bulbs, offering a clean,

bright light condition. These bulbs are used to simulate outdoor conditions

providing 65 W/m2. As microalgae grow, the pH of the algal slurry increases due

to the consumption of the carbonic species. A pH meter (Milwaukee, SMS

122, Romania) continuously monitors the pH of the algal solution. The pH meter

is coupled with CO2 control valves (Red Sea, CO2 Magnetventil, Israel), which acts

as the gas dosing solenoid, in essence maintaining a constant pH level by supplying

the proper amount of carbon. An optimal pH of approximately 7.2 is maintained by

supplying the right amount of CO2. As soon as the pH rise over 7.25, the valve

opens and CO2 dosing is provided, which decreases the pH below 7.15. An ambient

air pump (Fusion Quiet Power, 400, Taiwan) is used to continuously agitate the

culture and keep the algal solution homogeneous. Digital thermometers (Coralife,

ESU Reptile) monitor the aqueous solution temperature. The temperature is varied

from 9 to 39 �C by an off-the-shelf aquarium chiller and an aquarium heater.

A submersible heater (Marine Land, Stealth Pro, China) is used for monitoring

Chlorella at temperatures higher than the ambient and is set at the specific experi-

mental temperature. An optical microscope is used to ensure that the purity of algae

cultures, and total magnification was “1,000�.” Keeping the light, pH, and nutrient

levels constant enables the variable in question, the effect of temperature on algae

growth to be investigated. A Bausch & Lomb Spectronic 21 spectrophotometer is

used tomonitor algal growth kinetics. Samples from each PBR are taken twice a day.

The optical density of each sample is determined by measuring the transmittance at

560 nm. Since the density is a limiting growth factor (too high of a density can limit
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growth), the growth medium is diluted as soon as the transmittance reached 10 %.

A Hanna Instruments® multimeter is used to measure phosphate and nitrate

concentration at each start of a new batch (approximately every fourth day).

Quantifying Growth Kinetics

The algal strains are expected to follow a typical noncontinuous batch culture

growth curve. Batch growth is characterized by four distinct phases: lag, exponen-

tial, stationary and death [12]. Usually nutrient depletion or toxic product accumu-

lation causes the microorganism population to decline.Chlorella inoculum is grown

in two 2-L Erlenmeyer flasks. The idea in maintaining the culture inoculum is to

keep the strain in a subdued yet healthy condition. The photoperiod is 1:1, at 12 h of

light and 12 h of dark. Ambient air is constantly diffused into the media to provide

agitation and minimal CO2. In this way microalgae strain grows slowly and after a

week of inhibited growth the culture is ready for inoculation. All PBRs are taken

apart and sanitized before inoculation. All other equipment in contact with the

algal solution is also cleaned including the submersible heaters, pH probes,

thermometers, and algal sampling ports. A phosphoric acid solution (Star San,

Five-Star, Commerce City, CO) is used for all equipment sanitation. Maintaining

aseptic culturing techniques is essential to avoid contamination and culture crashes.

Each PBR has a holding volume of 2.25 L; however, the displacement causes by the

submersible heater, pH probe and thermometer yields an operating volume of 2.0 L.

In addition, 2 in. of headspace is required to accommodate the algal uproar upon gas

dosing. Beginning inoculation, 200mL of algal solution at a transmittance of 40% is

used. The remaining 1,800 mL is filled with distilled water. Schultz Plant Food Plus

provides the necessary nutrients and the nutrient breakdown was10% total nitrogen

(ammonium N, 1.6 %; nitrate N, 0.2 %; urea N, 8.2 %), 15 % available phosphate

(P2O5), 10 % soluble potash (K2O), 0.1 % iron (Fe), 0.05 % manganese (Mn), and

0.05 % zinc (Zn). The nutrient concentration is kept above 10 mg/L for Phosphorous

and above 50 mg/L for Nitrogen. The photoperiod is set at 2:1 resulting to 16 h of

light and 8 h of dark. Once all PBRs are inoculated, the growth period begins and the

first samples are collected for analysis. Samples for analysis are collected twice

daily throughout the growth period. Twice daily monitoring of temperature and pH

are performed to ensure no adverse effects on microalgae growth from these two

variables, as well as preserving consistency among sample replicates.

Physical Model and Photobioreactor Architecture

The dynamic simulation tool developed in this study is based on a PBR system also

known as “BioFence.” The BioFence system is developed by Varicon Aqua

Solutions Ltd., UK (Fig. 30.1, left). Horizontal plastic tubes are stacked in a rack

to allow a high surface-to-volume ratio. The expandability of the system allows a

scale-up to basically all desired sizes. According to Varicon Aqua Solutions Ltd.,
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the BioFence can produce an equivalent of 2,000 L of bag grown algae per day in an

array of tubes of 10 m � 1.8 m. Each meter of transparent tube has an internal

volume of 0.66 L and an internal surface area of 0.1 m2. It is expandable in blocks of

16 m � 5 m tubes. A light-to-dark ratio of at least 50 % is recommended. The tank

size required is therefore equal or greater than the internal tube volume [13]. A

description of the PBR as a series of parallel rows is extended to an overall

greenhouse model for indoor operation, whereas the same parallel rows are

modeled without a greenhouse for the outside operation, as schematically shown

in Fig. 30.1. In dealing with the energy exchanges, the outside weather conditions

and the deep ground temperature served as boundary conditions. The bulk air is

analyzed by adopting the assumption of “perfect mixing.” All dimensions of the

PBR are kept as variables in the model. This feature allows optimization and

flexibility for different PBR configurations.

Energy Balances

The simulation model is able to determine the heating requirements for an outdoor

operation as well as for an indoor (greenhouse) operation. Different heat transfer

modes occur under the two different conditions. In the case of an outdoor operation,

heat losses due to convection and radiation (ground and sky), and gains due to solar

radiation are present. Considering the heat storage term, the energy balances for the

outdoor PBR (Eq. 30.1), greenhouse air (Eq. 30.2), and PBR (Eq. 30.3) in the

greenhouse are expressed as:

ρW � VPBR � CpW � dTPBR=dt ¼ QTSRA � QOS � QOSC (30.1)

Fig. 30.1 The actual BioFence system (left) installed at Cal Poly, and the schematic view and

basic dimensions of photobioreactor (PBR) used in the simulation model (right)
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ρA � VGH � CpA � dTGH=dt ¼ QGHHG � QGHI � QGHC (30.2)

ρW � VPBR � CpW � dTPBR=dt ¼ QGSRA � QGHLR þ QGHCL (30.3)

An one-dimensional heat conduction equation is used in dealing with the floor

for inside and outside conditions, by dividing the floor into three layers with the

assumption of homogeneous thermal and hydraulic properties within each layer

[14, 15]. The ground layer thicknesses are 0.05, 0.10, and 0.50 m for the top,

middle, and bottom layers, respectively. It is assumed that the deep ground temper-

ature is constant at 15 �C [16]. Then, the energy balance for the three floor layers

are expressed as:

Top layer : VF1 � CvF � dTF1=dt ¼ QSRAF � QRLF � QFTOP (30.4)

Middle layer : VF2 � CvF � dTF2=dt ¼ QFTOP � QFMID (30.5)

Bottom layer : VF3 � CvF � dTF3=dt ¼ QFMID � QFBOT (30.6)

General Equations

For both inside and outside operations, general equations used in developing the

model are presented here. For all the following equations, the Julian Day for a

specific date of the year has to be determined. The solar time is calculated using the

following equations [10]:

STIM ¼ TIMEþ 2:4þ E (30.7)

E ¼ 229:2 � �0:000075þ 0:001868 � Cos b � π=180ð Þ
� 0:032077 � Sin b � π=180�� 0:014615 � Cos 2 � b � π=180ð Þ� �

� 0:04089 � Sin 2 � b � π=180ð Þ
(30.8)

b ¼ JD� 1ð Þ � 360=365 (30.9)

One major parameter of the model is the direction of the sunlight, and conse-

quently the sun angle with respect to the PBR. Main angles of solar radiation are the

zenith angle, slope, surface azimuth angle, and solar azimuth angle for a tilted

surface [8]. In this study, approximate equations are used to determine the declina-

tion, hour angle, and angle of incidence [17]. Shading of the PBR has a major

impact on the performance of the system since the tubes shade each other differ-

ently throughout the day. An equation construct is developed, covering all possible

shading options within every PBR column, and also through multiple columns

standing next to each other. A shade factor as a function of the Julian Day and

the time of the day are derived and later multiplied by the incoming solar radiation.

A critical sun angle (TC) exists, where the tubes shade each other and is estimated

as in Eq. (30.10). For the angle of incidence (θ) greater than the critical angle (TC),
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no shading occurs. For an angle of incidence less than the critical angle, however,

Eq. (30.11) is used to determine the percentage of shading. For the second to the nth

column, the illuminated height is calculated using Eq. (30.12).

TC ¼ Atan dt=dð Þ (30.10)

SFR ¼ TC� θð Þ � 100=TC (30.11)

HILL1 ¼ x=Tan θ � π=180ð Þ (30.12)

The illuminated height should not be greater than the total height of tubes

stacked over each other (i.e., total height (h) minus the distance of the tube next

to the ground (b)). Turning this height into a percentage value of illuminated tubes,

delivered Eq. (30.13). The remainder of tubes in column n is not illuminated fully,

however, receives solar rays through the gaps of tubes of the previous column as

expressed in Eq. (30.14), where PERCNSHADE1 is the shading percentage of tubes in

a column n receiving solar rays through the gaps of the previous columns, expressed

by the diameter to distance ratio, ddr ¼ d/dt. Related to the critical sun angle, the

total percentage of shading is expressed as in Eq. (30.15). Putting all columns

together, and considering that the top tube of each column receives solar radiation

without shading all day long, the final equation for total shading is developed:

PERCNILL ¼ HILL1 � 100= h� bð Þ (30.13)

PERCNSHADE1 ¼ ddr � 100� PERCNILLð Þ (30.14)

PERCNSHADE ¼ PERCNILL � PERCNILL=100þ PERCNSHADE1 (30.15)

SF ¼ SFR þ nc� 1ð Þ � PERCNSHADEð Þ=ncð Þ � t� 1ð Þ þ 1=tð Þ=tð Þ=100 (30.16)

Shading for the second half of the day (i.e., after solar noon) is treated the same

as the first half of the day. Since the simulation model has an option to handle twin

tubes within one column (i.e., two tube rows are hold by one frame), the shading

factor has to be adjusted to this case. Equations (30.14–30.20) are used to calculate

the shading factor for one twin tube column (SFtt1). The distance between two

different columns (x) is therefore substituted with the distance between the twin

tubes (dtt). Then, the usual shading factor (SF) for the entire PBR setting is

determined as described above. The shading factor for one twin tube column is

then multiplied by the remaining illumination height (1—SF). Adding this percent-

age to the usual shading factor results in an overall shading factor for twin tubes

(SFtt). In general, the twin tubes increase the total shading factor. Further steps have

to be considered to handle the air and PBR interface. The total incoming solar

radiation are partly reflected or transmitted through the PBR tubes. Absorption of

the glass or plexiglass tubes is neglected. The transmitted portion is partly absorbed

by the growth media (algae water). The reflected portion is exposed to the other

tubes consequently. The relationship between total incoming beams and refraction
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at a surface of a different media is described by Duffiie and Beckman

[8]. The refraction angle (θ2) is calculated by using Snell’s Law [18]:

θ2 ¼ Asin IRA=IRTð Þ � Sin θ � π=180ð Þð Þ=π � 180 (30.17)

In order to determine how much radiation is transmitted through the tube and

algae water, the transmittance of the tube and water is multiplied (Eq. 30.18).

The transmittance of the tube is a function of the parallel and perpendicular

reflection of the tube in accordance with Fresnel’s equation (Eqs. 30.19–30.21)

[8]. The total reflection of the tube is calculated assuming that the mean angle the

beams hit the tubes were 45� (Eq. 30.22).

τ ¼ τT � τA (30.18)

τT ¼ 0:5 � 1� RPARAð Þ= 1þ RPARAð Þ þ 1� RPERPð Þ= 1þ RPERPð Þð Þ (30.19)

RPARA ¼ Tan θ2� θð Þ � π=180ð Þ2= Tan θþ θ2ð Þ � π=180ð Þ2
� �

(30.20)

RPERP ¼ Sin θ2� θð Þ � π=180ð Þð Þ2
� �

= Sin θþ θ2ð Þ � π=180ð Þð Þ2
� �

(30.21)

REFT ¼ 0:5 � RPERP þ RPARAð Þ (30.22)

The transmittance of the algae water is calculated using Bouguer’s Law [8],

which is based on the assumption that the absorbed radiation is proportional to the

local intensity in the medium and the distance the radiation has traveled in the

medium (Eq. 30.23). Integrating along the actual pathlength (PL) in the medium

(i.e., from zero to PL/Cos θ2) yields Eq. (30.24). The pathlength is assumed to be

approximately 60 % of the tube diameter (d in m). The extinction factor (Eq. 30.25)

is calculated from experimental data; and a mean transmittance (optimal density for

algae) of 0.3 as well as a vial with a diameter of 0.00127 m was used.

dI ¼ �I � K dx (30.23)

τA ¼ Exp �EF � PL=Cos θ2 � π=180ð Þð Þ (30.24)

EF ¼ �Ln τAPð Þ=DAP (30.25)

Outdoor Photobioreactor

The total solar radiation absorbed is calculated using Eqs. (30.26 and 30.27). The

reflectivity of the ground, RGR, is assumed to be 0.2, and the absorptivity of the

algae water which is also assumed to be 1 minus the total transmittance (τ) minus

the reflection of single algae cells (RALG assumed to be 0.05). According

to Newton’s law of cooling, the PBR convective heat transfer is developed as in

Eq. (30.28).
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IT ¼ IS � 1� SFð Þ þ RGR þ REFT þ τf g (30.26)

QTSRA ¼ IT � ATPS � 1� τ� RALGð Þ=1, 000 (30.27)

QOSC ¼ hHTC � ATSUR � TALG � TOSð Þ=1, 000 (30.28)

The heat transfer coefficient, hHTC, is calculated using hHTC ¼ Nu * k/d [11],

where Nu is the Nusselt number, k is an air constant (0.0263 W/m K) [19]. The

value of the Reynolds number (Re) provides the information about the flow

conditions (i.e., laminar or turbulent flow over a tubular surface), and it is calculated

using Re ¼ WS * d/v [11]. With a maximum wind speed of 5.2 m/s obtained from

the weather file, a tube diameter of 0.003 m, and v being 0.00001589 m2/s at room

temperature [19], the Reynolds number results in 9,820, which is smaller than 107,

hence a laminar flow condition is assumed [11]. For laminar flow, Nu ¼ c * Rem *

Pr(1/3) is used [11], where c and m are constants; for the range of Reynolds numbers

for the given conditions, their numerical values are 0.193 and 0.618, respectively

[11]. The Prandtl number (Pr) for air at 300 K is 0.707 [19]. The Reynolds number

is calculated each time as a function of the wind speed. The radiative heat transfers

with the sky and ground are determined using the simplified radiation equations for

an object in a large enclosure [11]. For the outside PBR:

QSKY ¼ ε � AGH � σ � TALG
4 � TSKY

4
� �

=1, 000 (30.29)

QFL ¼ ε � AGH � σ � TALG
4 � TFL

4
� �

=1, 000 (30.30)

QOS ¼ 0:5 � QSKY þ 0:5 � QFL (30.31)

QSRAF ¼ AGSUR � IS � αFL=1, 000 (30.32)

QFTOP ¼ KFL � AGSUR � TFL � TFMIDð Þ=DFL1 (30.33)

QFMID ¼ KFL � AGSUR � TFMID � TFBOTð Þ=DFL2 (30.34)

QFBOT ¼ KFL � AGSUR � TFBOT � TGð Þ=DFL3 (30.35)

It is assumed that the total outside radiative heat exchange (QOS) is 50 %with the

sky (QSKY) and 50 % with the ground (QFL). ε is the emissivity of the glass

(or plexiglass) tubes, which is 0.9 [19]; and TSKY is the sky temperature (K),

which is determined as a function of the ambient air temperature as defined by

Swinbank [20], TSKY ¼ 0.0552 * TOS
1.5. The heat exchange done by the floor

layers are calculated using the following equations, where KFL is the thermal

conductivity of floor layers (1.75 W/m K) [21].

Solving Differential Equations

The ordinary differential equations (Eqs. 30.1–30.6, 30.26, and 30.36) with an

initial value, are solved using Euler’s method, which is used to advance in time
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and to obtain a new solution at the next time step. In this study, a time interval of 1 h

is used. Because of the fairly large time constants of the heat storage elements, no

stability problems are observed. The system is calculated as follows, taking the heat

storage term into account (Eqs. 30.36–30.38). For the PBR, the equation is modified

to Eq. (30.39), where CpvFL is the volumetric heat capacity of the floor

(2.93 * 106 J/m3.�C) [16], CpW is the specific heat of water (4,186 J/kg.�C).
Reorganizing Eq. (30.39), the new PBR temperature is determined (Eq. 30.40).

Q ¼ ρ � V � Cp � dT=dt (30.36)

HSFTOP ¼ AGSUR � DFL1 � CpvFL � TFLNEW � TFLð Þ (30.37)

TFLNEW ¼ HSFTOP= AGSUR � DFL1 � CpvFLð Þ þ TFL (30.38)

QTOSHR ¼ ρW � VPBR � CpW � TALGNEW � TALGð Þ (30.39)

TALGNEW ¼ QTOSHR � ρW � VPBR � CpWð Þ þ TALG (30.40)

Indoor Photobioreactor

The gained heat due to solar radiation, conductive heat losses and the infiltration

losses are estimated by using Eqs. (30.41–30.43) [9], where the transmissivity of

the greenhouse walls is 94 %, the heat transfer coefficients for the greenhouse cover

and floor are 0.00628 kW/m2 K and 0.000872 kW/m2 K, respectively [9]; and the

air exchange per hour is assumed to be 1.5 per hour. 0.0002928 is a conversion

factor used to convert Btu/h into kW. The temperature response of the greenhouse

air is calculated taking the heat storage term into account (Eq. 30.44).

QGHHG ¼ τGH � IS � AGH þ ATPS � 1� SFð Þð Þ=1, 000 (30.41)

QGHLC ¼ AGHGSUR � UG � TGH � TOSð Þ þ AGH � UFL � TGH � TOð Þ (30.42)

QGHI ¼ 0:02 � AEH � VGH � TGH � TOSð Þ � 0:0002928 (30.43)

TGHNEW ¼ QGHHG= ρA � VGH � CpAIRð Þ þ TGH (30.44)

As previously described, three heat transfer modes are considered for the inside

PBR: heat gain due to absorbed solar radiation, convective heat exchange, and

radiative heat exchange with the sky and the ground. The total solar radiation

absorbed, IT, is calculated using Eqs. (30.45–30.47), where the transmissivity of

the greenhouse cover of 94 % [9]. Heat fluxes due to convection are calculated

using equations for free convection, since no wind and hardly any air movement

occurred around the tubes. Newton’s law of cooling is modified to calculate the

convective heat transfer for the indoor PBR (Eq. 30.48) [11].
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QGSRA ¼ τGH � QTSRA (30.45)

QTSRA ¼ IT � ATPS � 1� τ � RALGAEð Þ=1, 000 (30.46)

IT ¼ IS � 1� SFð Þ þ RG þ REFT þ τf g (30.47)

QGHC ¼ hHTC � ATSUR � TALG � TGHð Þ=1, 000 (30.48)

hHTC ¼ 1:32 � TALG � TGHð Þ=dð Þ0:25 (30.49)

The radiative heat exchange with the sky and ground are calculated using the

simplified radiation equations (Eqs. 30.50–30.52), where it is assumed that the total

radiative heat exchange is 50 % with the sky and 50 % with the ground. The

emissivity of the glass (or plexiglass) tubes is 0.9 [9]. The floor temperatures are

calculated using the same approach as in outdoor conditions; however, here the

long and shortwave transmittance of the greenhouse roof is considered as well. The

temperature response of the PBR is calculated, taking the heat storage term into

account (Eqs. 30.53 and 30.54).

QSKY ¼ τGH � ε � ATSUR � σ � TALG
4 � TSKY

4
� �

=1, 000 (30.50)

QFL ¼ ε � ATSUR � σ � TALG
4 � TFL

4
� �

=1, 000 (30.51)

QGHLR ¼ 0:5 � QSKY þ 0:5 � QFL (30.52)

QTGHR ¼ ρW � VPBR � CpW � TALGNEW � TALGð Þ (30.53)

TALGNEW ¼ QTGHR= ρW � VPBR � CpWð Þ þ TALG (30.54)

Temperature Effect on Microalgae Growth

Temperature is a widely measured environmental variable, and an important factor

that affects the performance of algal growth [12, 22]. Keeping all other variables

constant can identify the effect of temperature on algal growth rate. The growth rate

reaches a maximum at a specific temperature. For microalgae, the growth rate, and

therefore the yield, will follow a skewed normal distribution [23, 24], where μmax is

the peak. Every single algae strain has a different specific growth rate, which needs to

be determined. The skewed normal distribution can be described through Eqs. (30.55

and 30.56), one for the specific growth rate below the maximum and one for the

specific growth above the maximum. The temperature dependent growth rate (μmaxT)

reaches a maximum at the optimal temperature (Topt). The growth rate declines

therefore, when the temperature rises or falls. Temperature limits are reached

when μmaxT ¼ 10 % of the maximum growth rate μmax under optimal conditions.

The lower temperature limit is expressed as Tinf, whereas the upper limit is shown

as Tsup [24]. The temperature coefficient (Q10) represents the factor by which the

rate (R) of a reaction increases for every 10� rise in the temperature (T) (Eq. 30.57).
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The rate (R) may represent any measure of the progress along the process. If the rate

of the reaction is temperature independent, the resulting Q10 will be equal to 1.0.

If the reaction rate increases with increasing temperature, Q10 will equal greater

than 1.0. Thus, the more temperature dependent a process is, the higher the Q10

value will be [25]:

μmaxT ¼ μmax � EXP �2:3 � T� Topt

� �
= Tsup � Topt

� �� �2n o
for T > Topt (30.55)

μmaxT ¼ μmax � EXP �2:3 � T� Topt

� �
= Tinf � Topt

� �� �2n o
for T < Topt (30.56)

Q10 ¼ R2=R1ð Þ
�
10=

�
T2�T1

��
(30.57)

The Q10 value for microalgae grown in batch cultures is 1.88 at the maximum

growth rate, μmax. For continuous cultivation in large-scale PBRs, the Q10 value is

between 2.08 and 2.19 at μmax. A number of researchers reported that the Q10 value

becomes greater below the optimal growth rate [22, 26, 27]. In this study, the

temperatures are rounded to full degrees Celsius (e.g., 15.3–15 �C). In accordance

with Eqs. (30.55 and 30.56), only the temperature for the maximum growth

(anticipated to be between 23 and 31 �C), the temperature at 10 % of the maximum

growth rate at the lower end (anticipated to be between 9 and 14 �C), and the

temperature at 10 % of the maximum growth rate at the upper end (anticipated to be

between 34 and 40 �C) are to be determined. This study therefore mainly focuses on

these regions. For the evaluation, the time interval (Δt in hours) from the previous

reading to the current and the corresponding change in transmittance (Δτ) are

calculated. The growth rate per day (24 h) is interpolated from these two parameters

and reported with the corresponding temperature. Then, a mean growth rate for

each temperature experiment is determined.

30.1.2 Results and Discussions

The total growth rate distribution with respect to temperature is as expected in

the form of a skewed normal distribution (Fig. 30.2 left). The maximum growth

rate, μmax (MGR) (1.44/day) is observed at a medium temperature (at μmax, Topt)

of 29 �C.
The observed maximum growth rate is in agreement with the previous studies,

i.e., 1.44 doublings per day versus 1.0–2.0 doublings per day in the literature

[22, 24, 28]. For our study, the goal is not to reach the maximum growth rate,

rather to monitor the growth distribution and develop a growth function as a

function of temperature. The important outcome is the percent losses and gains

with respect to the maximum growth rate. Beside the maximum growth rate, the

upper and lower 10 % maximum growth rates has to be determined. Ten percent of
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1.44 doublings per day is 0.144 doublings per day. For the lower value, a growth

medium temperature (at 10 % μmax lower, Tinf) of 11
�C is determined. The upper

value is determined at the temperature (at 10 % μmax upper, Tsup) of 35
�C. And

then, all these parameters are incorporated into the model.

This study shows that Chlorella is very sensitive to high temperatures. This

indicates that special considerations with respect to the temperature management of

large-scale systems have to be taken into account. Using the data collected, a

growth function described above is generated and plotted accordingly (Fig. 30.2

left). The differences in the mean growth rates at specific temperatures can also be

expressed as percent losses with respect to the maximum growth rate. This is

especially important for the productivity considerations. Considering that the tem-

perature at the maximum growth rate has 100 % productivity, the temperatures

below and above the maximum will be a fraction thereof and can be presented as in

Fig. 30.2 (right).

Sensitivity Analyses

For the temperature sensitivity analysis (Fig. 30.3 top), the solar radiation is kept

constant at 600 W/m2 for 9 h each day. The outside temperature is kept the same for

5 consecutive days at each temperature starting at �20 �C and ending at 40 �C. It
takes roughly 2 days for the responding temperatures to adjust to the new climatic

condition. The maximum temperatures for the greenhouse and the PBR have a

phase lag of about 2–3 h due to the difference in their thermal masses. Due to

shading effects within the PBR columns, the temperature rises rapidly until the

critical sun angle (TC) and slower afterwards due to less direct sunlight reaching the

PBR tubes. The temperature differences at the maximums are between 8 and 10 �C.
For the solar radiation sensitivity analysis, the outside air temperature is kept

constant at 18 �C for day and night (Fig. 30.3 bottom). The solar radiation is varied
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in 300 W/m2 step increments between 0 and 1,200 W/m2 for 5-day durations. Due

to the difference in thermal masses, the PBR reaches the maximum temperature

about 1–2 h after the greenhouse air temperature reaches its maximum. Also, the

temperature variability of the PBR is due to higher thermal mass less than that of the

greenhouse air. The shape of the temperature distribution looks similar to the

previous sensitivity analysis, and is again a result of the shading function, and

therefore, of the sun angle. However, the magnitudes are different.

The temperature differences at the maximums are between 5 and 18 �C,
depending on the level of incoming solar radiation. The simulations are also

performed for ground reflectivities of 20, 40, 60, and 80 % (Fig. 30.4). The results

show that the higher the reflectivity is, the lower the average productivity is

(a function of the PBR temperature). The higher the reflectivity, the less heating

and the more cooling are required. The total energy needs for heating and cooling

increases with rising ground reflectivity. The simulations are performed for PBR

column distances of 0.25, 0.5, 0.75, 1.0, 1.5, and 2.0 m (Fig. 30.4). In each

simulation, the greenhouse size is kept the same, which means that there is same

number of PBRs in the greenhouse, but they are closer or wider apart. The distance

between the PBR columns has a major impact on the energy requirements and the

average productivity. The most heating (18,331 MJ per day) is required at a

distance of 0.75 m, the least (16,474 MJ per day) at 2 m.

Fig. 30.3 Sensitivity analyses on outside air temperature (top) and solar radiation (bottom)
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The most cooling (12,974 MJ per day) is required for a distance of 2 m, the least

(10,531 MJ per day) at 0.75 m. The total energy needs increased with larger

distances and peaked at the 2 m with 29,448 MJ per day. The distance between

the PBRs influences the shading factor as previously described. Apparently, an

optimal distance between columns exists, where heat gains due to solar radiation

and the shading at midday (avoids overheating) are in a most advantageous ratio.

For this particular PBR, the best distance seemed to be about 0.75 m. However, the

total productivity (biomass output and price per area) is also a function of the cost of

greenhouse space. A smaller distance would eventually save space. Whether space

savings outweigh the higher productivity rate or not is still to be investigated. The

simulations are performed for ventilation rates of 0.01, 0.02, 0.03, and 0.04 m3/s m2

as well as for the default value (0.001 m3/s m2) that reflected the natural ventilation

only (no mechanical ventilation) (Fig. 30.4).

Ventilation is only supplied when the PBR temperature is over its optimum of

29 �C. The ventilation rate has an impact on the energy requirements and the

average productivity. The most heating (17,207 MJ per day) is required for

the highest ventilation rate (0.04 m3/s m2), the least (15,830 MJ per day) for no

ventilation. The most cooling (10,243 MJ per day) is required for no ventilation, the
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least (8,942 MJ per day) for the highest ventilation rate, as expected. The total

energy needs rose with higher ventilation rates and is the most at the highest

ventilation rate with 26,149 MJ per day. The algal productivity as a function of

the PBR temperature and its distribution during the day is directly correlated to the

energy consumption. The higher the ventilation rate is, the higher the average

productivity. However, the magnitudes are very small. The highest productivity

(68.3 %) is determined for a ventilation rate of 0.04 m3/s m2, whereas the lowest

productivity (66.97 %) is determined for no ventilation. The simulations are

performed for greenhouse shading material transmissivities of 20, 40, 60, and

80 % as well as for a greenhouse without shading (100 % transmissivity)

(Fig. 30.4). The transmissivity of the shading material has a major impact on the

energy requirements and the average productivity. The most heating (59,678 MJ

per day) is required for a transmissivity of 20 %, the least (15,830 MJ per day) for

100 % (without shading material). The most cooling (10,243 MJ per day) is

required for no shading material (100 % transmissivity), the least (0 MJ per day)

for a transmissivity of 20 %. The total energy needs rose with lesser transmissivity

and is the least for 100 % transmissivity with 26,073MJ per day. However, the algal

productivity as a function of the PBR temperature and its distribution during the day

cannot be correlated to the energy consumption. The highest productivity (73.9 %)

is determined at 60 % transmissivity, whereas the lowest productivity (47.1 %) is

determined for a transmissivity of 20 %. Important for further considerations is the

productivity rate of 66.9 % for a transmissivity of 100 % (no shading). Apparently,

an optimal shading transmissivity exists, where heat gains due to solar radiation and

the shading at midday (avoid overheating) are in a most advantageous ratio. The

productivity increases by 7 % by using a shading material with 60 % transmissivity.

The next question is whether more energy input (using a shading material with less

transmissivity) would outweigh the higher algal productivity or not.

Simulations

The first scenario studied is how the PBR system would perform in local weather

without heating or cooling. And then, an outdoor operation is compared to an

indoor (greenhouse) operation to be able to draw a conclusion about feasibility in

a future study.

Figure 30.5 shows the temperature variations for outdoor and indoor PBR

operations. In the case of outdoor operation, the PBR temperature follows the

outside temperature closely. The PBR itself functions as a thermal storage device

due to its thermal mass, and responds to the outside temperature change with a

phase lag. The PBR temperature is higher during the day due to solar radiation

gains, and as a result, the PBR temperature does not fall below the outside

temperature. The same is true for the floor temperature with a longer time lag due

to a bigger thermal mass. The temperature peaks are skewed by about 1–3 h. The

maximum PBR temperature occurs about 2 h after the greenhouse air temperature

reaches its peak. The floor temperature peaks about 1–2 h after the PBR does due to
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the same reasons discussed above. For indoor operation, the outside air, greenhouse

air, floor, and PBR temperatures are compared over the entire period (Fig. 30.5

bottom). The greenhouse air functions as a buffer; therefore, the PBR temperature is

approximately 10–15 �C higher than the outside temperature. The PBR temperature

responds to the greenhouse air temperature with a time lag of approximately 1–3 h.

The greenhouse air temperature responds to the outside air temperature with a time

lag of 1–4 h. Due to a long time interval between simulation steps (1 h) in the

model, it takes about 2–4 days to adjust the PBR and floor temperature to the

outside conditions. The first 5-day simulations (120 h) are not used in evaluations.

Figure 30.6 shows the temperature distribution for an indoor operation on a clear

day and an overcast day. The main eye catchers are the much higher greenhouse,

floor and PBR temperatures, compared to the outdoor conditions, where the tem-

perature follows the outside air temperature closely. Here, the greenhouse air is

used as a buffer and keeps the surrounding air of the PBR at relatively higher

temperatures (what also can turn into a disadvantage on hot days if proper ventila-

tion is not provided, due to a rise in PBR temperature). As typical for greenhouses,

the inside air temperature is mainly a function of the incoming solar radiation rather

than that of the outside air temperature, which also explains the temperature

differences between the outdoor and indoor operations. The outdoor PBR is

exposed to the outside air and the indoor PBR is exposed to the greenhouse air.

The inside air temperature fluctuates more than the inside PBR temperature, and the

Fig. 30.5 Temperature variations for outdoor (top) and indoor (bottom) PBR operations
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inside PBR temperature more than the floor temperature, due to relatively smaller

heat storage capacities. The PBR temperature responds to the greenhouse tempera-

ture with a lag phase of 1–3 h due to the greater thermal mass. The floor temperature

follows the PBR temperature by another 1–3 h. The maximum air temperatures in

the greenhouse reach up to 50 �C and above, especially at the end of the month

when the solar radiation is much higher (980W/m2 rather than 820W/m2). Even the

PBR temperature rises to the upper 40 �C, and the floor temperature to almost

30 �C. This phenomenon is experienced during trial runs of a lab-scale PBR in a

greenhouse with no cooling, shading or ventilation on Cal Poly campus in Spring

2008. Greenhouse temperatures of up to 50 �C and PBR temperatures of far more

than 40 �C are recorded. As a consequence, the algae die. Not only too high

temperatures, but also too low temperatures harm algae growth. The theoretical

yield losses due to not maintaining the temperature at optimal level can be deter-

mined with the data obtained from the experiments.

30.1.3 Concluding Remarks

Experimental data is needed to develop a mathematical model for temperature

management purposes. For the Chlorella strain, the developed method results in a

similar maximum growth rate as previously presented in the literature, i.e., 1.44

doublings per day versus 1.0–2.0 doublings per day. In this study, it is not required

to reach the maximum growth rate, rather to monitor the growth distribution as a

function of temperature. The important outcome is the percent losses and gains with

respect to the observed maximum growth rate. This goal is fulfilled, and the data is

successfully incorporated into the simulation model. The nutrient availability is

critical and maintained at high nutrient levels. The nutrients (fertilizer) in this study

are chosen only based on the N–P–K ratio. For further experiments, micronutrients,
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vitamins, and silicon additions should be considered at proper concentrations. The

developed coupled model delivers good results comparable to the observations

made for the same location at the same time of the year in the Cal Poly campus

greenhouse. From the temperature data, the heat management requirements for any

specific location can be estimated. Using the model one can in advance (at the

planning stage) precisely estimate its production levels, future heating or cooling

loads, or estimate the productivity with different environmental control strategies.

The developed model is a fundamental tool for economic decision making pro-

cesses related to algae growth in PBRs. Changing parameters (e.g., diameter,

distance, reflectivity, number of PBRs) in the model has direct impact on the

algae productivity rate and can be compared easily to the base case. With the

knowledge of the actual energy requirements, PBR operators would be able to

estimate their operational costs in advance and see what changes to their system

would decrease their costs optimizing the system efficiency. In addition to the

analyses presented here, many other parameters could be examined. Since all

greenhouse and PBR dimensions are kept as variables, heat requirements for

different greenhouse types and sizes or PBRs could be compared easily. The

model can now easily be extended to a comprehensive model, and all operational

costs could be estimated and optimized accordingly. An all-in-one application for

the planning, design, and operation of PBRs is the future target.

30.2 Microalgae Growth Kinetics Using Coal-Fired

Flue Gas

In 2009, the United States’ anthropogenic greenhouse gas (GHG) emissions totaled

to 6,600 million metric tons of carbon dioxide equivalent [29]. Energy related CO2

emissions make up the majority of total GHG emissions at approximately 82 % of

the total emissions. Within the energy sector, coal utilization contributes 35 % of

CO2 emissions. Electricity production from coal fired power plants make up 93 %

of the total coal derived emissions, resulting to approximately 1,750 million metric

tons of CO2 emitted in 2009 from the combustion of coal [29]. Global GHG

emissions from human activities are the driving force for climate change and the

evidence of global climate change is indisputable [30]. Carbon dioxide is the

dominant GHG, and CO2 emissions have steadily risen since the industrial revolu-

tion, and are projected to increase globally by 1.3 % per year [31]. Therefore,

emission mitigation strategies must be implemented to reduce CO2 emissions and

slow the effects of global climate change.

For instance, coal currently provides about one half of all electricity generated in

the USA [32]. To sustain the United States’ electric energy demand, fossil fuel will

continue to be used as an energy resource. One quarter of the global coal reserves

are located in the USA ensuring the prolonged usage of coal as an energy resource.

The combustion of coal releases an assortment of toxic gases into the atmosphere.
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Such gases are commonly known as flue gases, and include carbon dioxide (CO2),

nitrogen oxides (NOx), sulfur dioxide (SO2), and particulate matter [32]. The

typical constituents of coal fired flue gas are 80 % nitrogen, 10–15 % carbon

dioxide, 5–10 % oxygen, 100–150 ppm nitrogen oxides, 300–500 ppm sulfur

dioxide, and approximately 50 mg/m3 particulate matter [33]. The precise flue

gas composition depends on the type of coal being burned and the combustion

characteristics.

Carbon dioxide is the primary GHG responsible for global warming. CO2 has

become the basis for determining the global warming potential of other greenhouse

gases. The sheer quantity of CO2 emissions has made CO2 the most important GHG

in need of a sequestration mechanism. Nitric oxide (NO) and nitrogen dioxide (NO2)

are known as NOx because the two gases cycle between each other in the atmo-

sphere. NO can oxidize in the presence of ozone (O3) forming NO2. NO2 in turn can

be reduced back to NO by photolysis [34]. Due to the constant transformations

between NO and NO2, a steady state concentration is reached with NO as the

dominant species. At high temperature conditions, those similar to coal combustion,

the thermodynamics favor the formation of NO. Therefore, typical combustion

exhaust streams contain 90 % NO [35]. NOx has been linked to the formation of

acid rain and photochemical smog [32]. The consequences of emitting GHGs

include global climate change, acid rain, smog and ozone depletion. Seeing that

coal will continue to be used for electricity generation and GHG emissions must

be alleviated to reduce the effects of global climate change, methods need to be

developed and implemented for GHG abatement. Carbon trading has been proposed,

and would place a “cap” or upper limit on the amount of pollutants emitted [36]. The

cap is set lower than the historical emissions in an effort to decrease GHG emissions.

Carbon trading would encourage emission abatement strategies because emissions

exceeding the pollutant allowance would be fined. With carbon trading likely to

become a reality, industries will be forced to buy additional allowances for their

GHG emissions or invest in mitigation mechanisms. In 2010, the United Nations

Framework Convention on Climate Change announced their global atmospheric

CO2 concentration cap at 450 parts per million (ppm), although this goal is a

non-legally binding agreement [37]. To achieve a stable atmospheric CO2 concen-

tration of 450 ppm, GHG emissions must be reduced by 80 % [38]. Recalling that

energy-related emissions accounted for 82 % of total emissions in 2009 such a

reduction would require energy sector emissions to be eliminated [37].

Currently, the method of carbon capture and storage (CCS) is to inject CO2 into

geologic formations. CCS entails three distinct steps: carbon isolation, transporta-

tion and storage [32]. Carbon isolation is achieved through various separation

techniques isolating the CO2 from flue gas. Then the CO2 is compressed and

transported to the storage site. Long-term carbon storage sites include geologic

formations such as oil and gas reservoirs, methane coal beds, and saline formations

[37]. The main goals in pumping CO2 into geologic formations are to (1) store CO2

while maintaining the environmental integrity of the geologic formation and

(2) enhance the recovery of hydrocarbons yielding value-added by-products.

Pumping CO2 into oil and gas reservoirs can improve oil and gas recovery and is
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known as enhanced oil recovery [37]. Methane coal beds are used in a similar

fashion to oil and gas reservoirs, and by pressurizing a coal bed with CO2 the

methane is displaced for more efficient methane recovery. Saline formations are

believed to have large carbon loading capacities making them a viable long-term

solution for carbon sequestration. However, saline formations lack the aspect of

value-added by-products found in enhanced oil recovery (EOR) and enhanced

methane recovery. The biggest hurdle remaining for saline formation sequestration

is proving that this method is environmentally acceptable. Containing the carbon

dioxide within the saline formation is of highest priority to guarantee that it does not

permeate through the earth’s subsurface and ultimately contaminate groundwater.

To fully illustrate the early stages of development for CCS, there are 234 globally

recognized CCS projects, and 77 provide both capture and storage while only 8 of

the 77 are in operation [37]. A viable alternative emission sequestration methodol-

ogy is the cultivation of microalgae. CO2 fixation by microalgae grown outdoors is

considered the best way to sequester CO2 because the solar energy utilization is

much higher than that of terrestrial plants [39]. As microalgae require CO2 to

undergo photosynthesis, cultivating microalgae provides a living carbon sink that

continually produces algal biomass. The biomass can be used for the production of

biofuels, pharmaceuticals, nutraceuticals, pigments, and cosmetics [33]. Algal bio-

mass can even be used as a fuel source to generate electricity. Microalgae cultiva-

tion has a large potential for successful GHG mitigation due to their rapid

reproduction, versatile living conditions, and variety of applications to utilize the

biomass. Similar to EOR, algal biomass provides the ingredients to produce value

added by-products. With the multitude of uses for biomass, potentially profitable

markets exist to help offset the capital cost of implementing microalgae cultivation

as a CCS method.

Algae are a diverse group of aquatic organisms. In the past blue-green algae and

cyanobacteria were included in the classification of “algae.” However cyanobacteria

are prokaryotic organisms and lack a defined nucleus. Therefore, cyanobacteria/blue-

green algae are now classified within the Bacteria Kingdom. Algae are in the Eukarya

domain due to a membrane-enclosed nucleus, making them eukaryotic organisms.

Algae exist as autotrophic and heterotrophic organisms. Autotrophs require CO2 as

their exclusive carbon supply, while heterotrophs utilize organic carbon for energy,

metabolism, and growth [40]. Algae are subdivided into two classes—macroalgae

and microalgae. The largest and most complex forms of macroalgae are commonly

known as kelp. Microalgae can exist as individual cells, in cell colonies, or as long

filamentous chains [41]. Microalgae cells range in size from a couple micrometers

(μm) to a few hundred micrometers. Microalgae lack features of higher order plants

such as roots, stems, and leaves [42]. Able to perform photosynthesis, microalgae

produce oxygen while consuming atmospheric CO2. Photoautotrophic microalgae

obtain sunlight for energy and CO2 provides the carbon supply, both of which are

necessary for reproduction. Due to the abundant microalgae population, there is a

large domain of environmental conditions acceptable for cultivation. Microalgae

growth is governed by light and nutrient supply, as well as the environmental

parameters influencing growth for the specified algal strain.
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Microalgae have a specific set of requirements for growth, similar to that of other

photosynthetic plants. Basic inputs for microalgae growth include water, sunlight,

nutrients, and an acceptable range of environmental conditions specific to the algal

species. Environmental conditions like temperature, pH, salinity, and dissolved

gases all affect the growth characteristics of microalgae. Growth inputs have an

optimum range of supply, and providing the optimum growth conditions yields the

largest algal population. Generally speaking, larger algal populations result to

greater quantities of algal biomass. Managing the algal growth variables to remain

within an optimum range of tolerance produces the greatest amount of biomass,

yielding the largest carbon consumption. Microalgae require a light period as well

as a dark period to grow, known as a photoperiod [43]. The light period allows

photosynthesis to occur while the dark phase allows the algae to respire.

Chloroplasts absorb light energy, and in the presence of CO2 and water, convert

the captured energy into potential chemical energy [41]. In this way photosynthesis

transforms light energy along with CO2 and water into chemical energy in the form

of carbohydrates and releases oxygen in the process. During the dark phase,

respiration follows the same equation proceeding in the opposite direction. Carbon

is an indispensable nutrient for the growth of microalgae. CO2 is a key ingredient

driving photosynthesis and is the primary GHG to be sequestered. When CO2 is

injected into water it becomes carbonic acid (H2CO3), thus lowering the water pH

[34]. Besides carbon, the next most important nutrients are nitrogen (N), phospho-

rous (P), and potassium (K). N, P, and K are the fundamental macronutrients

required by all plants, and usually plant fertilizers are categorized by their N–P–K

ratios. Various micronutrients such as calcium, iron, magnesium, sulfur, zinc, and

various trace elements are also necessary to fully satisfy the nutrient requirements of

microalgae. Because microalgae are suspended in water, the nutrient availability is

great, and therefore maintaining sufficient nutrient levels is essential for optimum

algal growth. Environmental parameters such as temperature, pH, salinity, and

dissolved oxygen content ultimately affect the success of algal cultivation.

The microalgae population is composed of around 100,000 identified species, and

currently 2,800 different strains are available for purchase [2, 44]. Therefore, the

optimum environmental conditions are specific to the individual algal strain.

In summary, GHG emissions are beginning to be regulated and therefore

methods for reducing emissions will be implemented. As said by the Intergovern-

mental Panel on Climate Change (IPCC), all energy related emissions must be

eliminated to effectively stabilize the atmospheric CO2 concentration at 450 ppm.

Further, utilizing microalgae as a CCS method gives rise to a biofuel feedstock that

could help nations become independent of foreign oil. Overall, the importance of

sustainability and environmental consciousness is greater than ever, and seeing that

energy related emissions will not cease, the need to mitigate GHGs is unprece-

dented. Cultivating microalgae provides a biological mechanism for sequestering

CO2 and provides a renewable feedstock for biofuels. This is of utmost value, the

fact that one process, cultivating microalgae satisfies two prevalent global needs;

the need to reduce CO2 emissions while producing a renewable feedstock for

biofuels. Here the old saying, to kill two birds with one stone has never been
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more appropriate. The overall purpose of this section is to investigate and evaluate

the use of coal fired flue gas as a carbon source for microalgae cultivation. Lab scale

PBRs are used to grow microalgae and demonstrate that microalgae cultivation

provides a viable CCS method. Analytical methods are used to model the algal

growth kinetics. Using the biomass produced and the maximum specific growth rate

a comparison is drawn between flue gas and pure CO2 dosing for each algal strain.

The purpose of this study is divided into four specific project outcomes: (1) confirm

the feasibility of cultivating microalgae with flue gas as a carbon source, (2) maxi-

mize algal biomass production, (3) quantify microalgae growth kinetics, and

(4) analyze the growth kinetics among gas dosing treatments.

30.2.1 Materials and Methods

This section covers the culturing equipment, cultivation method, and quantifying

microalgae growth kinetics, as well as the statistical analyses employed.

Microalgae Culturing Equipment

PBRs serve as the holding tank allowing algal growth and carbon fixation. Twelve

vertical column Plankton Reactors (Aqua Medic GmbH, Plankton Reactor,

Bissendorf, Germany) are used and for the remainder of this article will be

called PBRs. Each PBR is a transparent plastic cylinder with a holding volume of

2.25 L. A fluorescent light (8 W, 6,700 K, 1,300 lm; Aqua Medic GmbH, Plankton

Light Reactor, Bissendorf, Germany) provides the necessary light for photosynthe-

sis to occur.

As microalgae grow the pH of the algal slurry increases due to the consumption

of the carbonic species present. By setting a pH target point, CO2 or flue gas is

injected into the aqueous solution upon reaching the upper target value. The upper

pH limit is set at 7.5 and 8.0 for Chlorella and Tetraselmis respectively. Injecting
CO2 into the aqueous solution forms carbonic acid, thus lowering the

pH. Therefore, the pH is in constant balance between algal carbon fixation and

gas injection. Twelve pH meters (Milwaukee, SMS 122, Romania) continuously

monitor the pH of the algal solution. They are coupled with CO2 control valves

(Red Sea, CO2 Magnetventil, Israel), which acts as the gas dosing solenoid, in

essence maintaining a constant pH level by supplying the proper amount of carbon.

Ambient air pumps (Fusion Quiet Power, 400, Taiwan) are used to continuously

agitate the culture and keep the algal solution homogeneous. Digital thermometers

(Coralife, ESU Reptile) monitor the aqueous solution temperature. Submersible

heaters (Marine Land, Stealth Pro, China) are used for cultivating Chlorella and are
set at 30 �C. Ambient temperature conditions in the lab are sufficient for

Tetraselmis as its optimum temperature is around 22 �C. Combining this set of

cultivation equipment allow the major growth variables to be controlled and
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maintained at constant levels. Keeping the temperature, pH, and nutrient levels

constant enables the variable in question, the effect of direct flue gas injection to be
investigated. Each PBR is accompanied by the same additional components to

make 12 complete PBR sets as seen in Fig. 30.7.

Cultivation Method

Each growth trial is limited to 5 days of growth. Upon inoculation algal samples

would be taken for analysis. For the remainder of the growth period samples are

taken at approximately the same time of day. The algal strains are expected to

follow a typical noncontinuous batch culture growth curve. Batch growth is

characterized by four distinct phases: lag, exponential, stationary and death. The

four phases adopted from Shuler and Kargi [12] is briefly explained here: (1) Lag:
Immediately after inoculation the culture experiences a lag phase as it acclimates to

the new environmental conditions; (2) Exponential: After the culture has fully

adapted to the batch conditions the culture begins reproducing exponentially.

This is the optimum growth seen throughout the growth cycle, and the cell popula-

tion doubles at regular time intervals, known as the doubling time (td). (3) Stationary
phase: The stationary phase begins after exponential growth decelerates and the

microorganism population is maintained. At this point the culture has reached its

maximum population. At stationary phase the growth rate is equal to the death rate,

Fig. 30.7 Laboratory PBR schematic (left) and PBR in use (right)
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and the population is held constant. (4) Death phase: The death phase occurs once

the maximum population has been supported for a period of time and the culture

begins to die faster than it can reproduce. Usually nutrient depletion or toxic

product accumulation causes the microorganism population to decline [12]. In

order to begin batch growth for each trial, algal inoculum is maintained throughout

the study. Chlorella and Tetraselmis inoculum are grown in two 2-L Erlenmeyer

flasks. The idea in maintaining the culture inoculum is to keep each strain in a

subdued yet healthy condition. The photoperiod is 1:1, at 12 h of light and 12 h of

dark. Ambient air is constantly diffused into the media to provide agitation and

minimal CO2. In this way each strain grows slowly and after a week of inhibited

growth the culture is ready for inoculation. The goal is to have each strain at a

transmittance of 40 % for inoculation. All 12 PBRs are taken apart and sanitized

before inoculation. All other equipment in contact with the algal solution is also

cleaned including the submersible heaters, the pH probes, the thermometers, and

the algal sampling ports. A phosphoric acid solution (Star San, Five-Star, Com-

merce City, CO) is used for all equipment sanitation. Maintaining aseptic culturing

techniques is essential to avoid contamination and culture crashes. Each PBR has a

holding volume of 2.25 L, however the displacement caused by the submersible

heater, pH probe and thermometer yields an operating volume of 2.0 L. In addition,

2 in. of headspace is required to accommodate the algal uproar upon gas dosing.

Beginning inoculation, 200 mL of algal solution at a transmittance of 40 % is used.

The remaining 1,800 mL is filled with distilled water. Distilled water is used for

Chlorella, while Tetraselmis requires a salt-water additive. Salt water is made with

distilled water and Instant Ocean to an achieved specific gravity between 1.020 and
1.024 at 25 �C. The necessary nutrients are provided by Schultz Plant Food Plus,
and the nutrient breakdown is seen in Table 30.2.

Liquid plant food is administered in doses of 1.5 mL per PBR. This is the only

nutrient supply provided for the duration of the growth period besides the gas

dosing. The photoperiod is set at 2:1 resulting to 16 h of light and 8 h of dark.

Once all 12 PBRs are inoculated, the growth period begins and the first samples are

collected for analysis. Samples for analysis are collected daily throughout the 5-day

growth period. Upon analyzing the samples on the fifth and final day, the PBRs are

taken apart, sanitized and put back together for the proceeding growth trial. Daily

Table 30.2 Liquid macronutrients and micronutrients (10-15-10) and flue gas composition

Nutrient constituents Percent Flue gas constituents Concentration

Total nitrogen Carbon dioxide (CO2) 14 %

Ammoniac nitrogen, 1.6 % 10

Nitrate nitrogen, 0.2 %

Urea nitrogen, 8.2 %

Available phosphate (P2O5) 15 Nitric oxide (NO) 100 ppm

Soluble potash (K2O) 10 Sulfur dioxide (SO2) 300 ppm

Iron (Fe) 0.10 Nitrogen (N2) Balance

Manganese (Mn) 0.05

Zinc (Zn) 0.05
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monitoring of temperature and pH are performed to ensure no adverse effects on

microalgae growth from these two variables, as well as preserving consistency

among sample replicates. Pure CO2 is used as the control for cultivating both algal

strains. Flue gas is purchased from a local supplier (Praxair) and the composition is

meant to imitate coal-fired flue gas. The flue gas composition can also be seen in

Table 30.2.

Quantifying Growth Kinetics

There are multiple ways to quantify microorganism growth and each method has its

advantages and disadvantages. Three methods are used to model the growth

kinetics including cell counting, mass determination by volatile suspended solids

(VSS) and optical density. Cell counting and optical density are performed daily

throughout the growth cycle, while VSS is carried out at the beginning and end of

each growth cycle. Microscopic inspection of microalgae is essential for cultivating

monocultures. Quantifying the number of cells per unit volume is difficult, however

necessary to verify culture purity. The difficulty arises in counting the microalgae

cells because it is subject to human error and is labor intensive. A microscope

(Motic, BA310) is used for sample inspection and cell counting. Duplicate cell

counts for each sample are performed to obtain an average cell count per sample per

day. A hemocytometer is used to count the number of cells. A hemocytometer has a

counting chamber defined by a known depth and a grid with known surface area.

The depth is the space between the grid surface and the underside of the coverslip

and the standard depth is 0.1 mm. Using the specified hemocytometer coverslip is

important to maintain the intended chamber volume because the aqueous sample

relies on capillary action to stay within the grid surface and therefore preserve a

constant volume. The counting method is taken from Standard Methods for the
Examination of Water and Wastewater, Method 10200E and 10200F [45] and

called for counting the four corner squares and the center square seen in Fig. 30.8

with circles. This method is used to quantify Chlorella. Tetraselmis is larger in

diameter than Chlorella and very motile, therefore the method for counting

Tetraselmis is slightly modified. A digital picture is taken of Tetraselmis
(Fig. 30.8) to provide a snapshot and enable cell counting. The entire grid surface

area (all 25 squares composed of 16 smaller squares are counted) is used for

counting because it is more representative taking into account the larger cell size

and motility of Tetraselmis. Before each sample is loaded for counting the hemo-

cytometer and the coverslip are rinsed with distilled water and dried via Lense
Paper. It is important to note that using Kim Wipes can scratch the glass due to its

abrasiveness and is never used. Ensuring the hemocytometer and the coverslip are

clean the sample is ready to be loaded. After mixing the sample well, a sterile

Pasteur pipet is used to dispense the sample into the counting chamber. Caution is

taken upon injecting the sample into the counting chamber because if the sample

spills over the grid surface the chamber volume becomes compromised and the

process must be repeated.
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Measuring volatile suspend solids (VSS) provides a mass based method for

determining organic content within an aqueous solution. As biomass is organic,

VSS is an estimate for the quantity of biomass in an aqueous solution. These

methods are commonly used for wastewater examination and the method is adapted

from Standard Methods for the Examination of Water and Wastewater, Method
2540 [45]. Total suspended solids (TSS) must be found first in order to determine

VSS. TSS is the total amount of solids within an aqueous sample after the sample

has been filtered through a glass fiber filter. The increase in weight from the residue

retained on the filter represents TSS. VSS is the difference between the weight of

dried residue and the weight of residue after ignition (also known as ash weight).

The result yields an estimated biomass concentration in units of mg/L. The detailed

procedure is as follows:

Filter preparation:

1. Prepare G4 glass fiber filters by rinsing with distilled water under vacuum until

all water is pulled through the filter.

2. Place filter in crucible and bake in furnace (550 �C) for approximately 15 min.

3. Remove filter and crucible from furnace and place in bell jar desiccator until

sample reaches room temperature.

4. Weigh filter and crucible and record A.

TSS:

5. Filter uniform aqueous sample of known volume (V) through filter under

vacuum.

6. Return filter to corresponding crucible.

7. Bake in oven at 103–105 �C for 1 h.

8. After baking remove from oven and allow cooling in desiccator.

9. Reweigh dry residue, filter, and crucible and record B.

10. TSS is then calculated using Eq. (30.58) below:

TSS ¼ B� Að Þ=V (30.58)

Fig. 30.8 Standard hemocytometer grid (left) and counting Tetraselmis at 200� (right)
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VSS:

11. Place filter with dry residue and crucible in furnace at 550 �C for 5 min.

12. After ignition remove from furnace and allow cooling in desiccator.

13. Reweigh ash residue, filter, and crucible and record C.

14. VSS can be calculated using Eq. (30.59) below:

VSS ¼ B� Cð Þ=V (30.59)

15. Units of TSS and VSS are (mg/L) and below is the description of each recorded

weight:

A: Initial filter and crucible weight, g

B: Dry weight of residue, filter, and crucible, g

C: Ash weight of residue, filter, and crucible, g

V: Volume of aqueous sample, mL

16. Conversions used: 1 g ¼ 1,000 mg; and 1 L ¼ 1,000 mL.

VSS is performed at the beginning and end of each treatment. In this way the

biomass produced over the duration of the treatment is found. There are no

duplicates executed for this method due to the lack of resources, large number of

samples and the extensive time required to obtain VSS data.

A spectrophotometer (Hach, DR3800) is used to measure the absorbance and

transmittance of algal samples. The spectrophotometer passes a light of known

wavelength through an aqueous sample and measures the light entering and exiting

the sample. From the measured incident and exiting light the absorbance and

percent transmittance are determined. The wavelength is set at 665 nm because

this value is the best estimate of chlorophyll content. Chlorophyll is not a direct

measure of algal density; however, it provides an estimated value. The advantages

of such a method are the ease of use. It is quick, reliable and easy to replicate. The

disadvantages include not being able to distinguish between dead and alive cells,

and cellular conglomerates can give faulty readings. Similar to cell counting,

optical density is measured daily in sample duplicates.

Cell count data is used to model the growth kinetics of both algal species. Optical

density is not used to model growth kinetics because absorbance and percent

transmittance are arbitrary measures of analysis. Rather, cell count and optical

density are correlated, so the cell count could be estimated by percent transmittance.

The number of cells per milliliter yields an easy to understand growth curve, in

which the maximum specific growth rate is calculated. The growth rates are then

compared in a t-test to determine if there is a statistically significant difference in

growth rates between gas treatments. The biomass produced over the growth period

is also statistically compared by a t-test to conclude whether a significant difference
exists among gas dosing treatments. Optical density and cell counting are correlated

to estimate the cell concentration from optical density. This correlation yields an

easy analytical method using a spectrophotometer to estimate the number of

microalgae cells per milliliter. As spectrophotometry is widely used throughout
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the biotechnology industry, optical density is usually the most used method for

determining cellular concentrations. The correlation between optical density (%

transmittance) and cells per milliliter yield a quick way to determine a sample cell

density. The average transmittance and average cell count for all three trials are used

for the correlation. Correlating cell density with absorbance yields a much more

intuitive graph with a positive slope. However, using absorbance the slopes are

identical per algal strain making the y-intercept the only differing aspect betweeen

flue gas dosing and CO2 dosing. Therefore, percent transmittance is used to correlate

cell density and Eq. (30.60) shows the governing relationship.

Cells=mL ¼ �Slope� Transmittanceð Þ þ yintercept (30.60)

Due to the strong correlation between cell counting and optical density, there is no

need to include growth curves modeled from optical density. Cell counting is used to

graphically illustrate the microalgae growth kinetics. By using cell counting to

model the growth kinetics, the maximum specific growth rate (μmax) is deteremined.

The growth rates are then analyzed to determine if there is a signficant difference in

growth between the gas dosing treatments per algal species. Algal biomass determi-

nation by VSS is used to quantify the amount of biomass produced over the 5-day

growth period. The difference between final and initial biomass concentration yields

the dry weight of ash-free biomass produced in mg/L. Similarily to the analysis of

growth rates, the biomass produced is statistically analyzed to conclude whether

there is a statistically signficant difference in biomass produced between flue gas and

CO2 dosing per algal strain. The maximun specific growth rate is calculated by

taking the natural log of the cell concentration and plotting it over time. Equation

(30.61) shows the relationship between cell concentration (x), maximum specific

growth rate (μmax), and time (t). Integrating Eq. (30.61) yields a linear relationship

where the maximum specific growth rate is represented by the slope of the linear

portion in the plot of the natural log of cell concentration verse time.

dX=dt ¼ μmax � X (30.61)

ln xð Þ ¼ μmax � tð Þ þ ln x0ð Þ (30.62)

td ¼ ln 2ð Þ=μmax (30.63)

The resulting relationship after integration can be seen in classic y ¼ mx + b
form. The linear portion for determining the growth rate is comprised of cell count

data from day 0 to day 3. These data points are chosen to maximum the specific

growth rate. The data for day 4 and day 5 exhibits a deceleration in growth and

would decrease the growth rate if they have been included. The doubling time (td) is

also determined to give a conceptual idea of the speed at which the algal strains

were growing. The doubling time is calculated by rearranging Eq. (30.62) into the

form seen in Eq. (30.63), and represents the time required for the number of cells in

the population to double during exponential growth.
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Statistical Analyses

One freshwater and one saltwater strain are selected for growth for the reason that

power plants are located near bodies of water for cooling, whether it is fresh or salt

water. Chlorella vulgaris is the chosen freshwater strain, and Tetraselmis sp. is the
saltwater strain used. Both algal strains are tested in three trials with a growth

period of 5 days each. Using 12 lab-scale PBRs, a spilt plot design is implemented

to maintain consistency among gas treatments and growth trials. Therefore, both

algal strains and both gas-dosing techniques are applied for every growth trial.

Pure CO2 dosing is the control variable for algal growth, while flue gas dosing is

the variable of interest. The algal growth characteristics under flue gas dosing are

compared to the algal growth characteristics exhibits by the control variable per

algal species. Executing three growth trials with this experimental design totally

yields nine replicates per algal strain for each gas treatment. Each PBR configura-

tion aims to maintain optimum environmental conditions such as light influx,

temperature and pH. Setting these variables at the optimum level per algal species

promotes the fastest reproductive rates and resulted in the largest carbon

sequestering capacities. The photoperiod is the same for each algal strain. The

temperature is controlled for Chlorella only due to its optimum temperature

at 29 �C [5]. Tetraselmis being the saltwater strain prefers cooler water and

therefore it is subject to ambient temperature conditions. The pH is monitored

and maintained at relatively constant levels by gas injection. Equal nutrient

supplements are provided upon inoculation. Through these methods the variables

affecting microalgae growth are isolated, effectively eliminating the influence on

algal growth from such variables. Maintaining consistent environmental

conditions allows the variable of interest, flue gas dosing, to be compared against

the control variable, CO2 dosing. The experimental design intends to maximize

algal biomass production and confirm flue gas as a carbon substitute for algal

cultivation. The hypothesis is to determine whether or not a statistically significant

difference exists between microalgae grown with two different carbon sources,

flue gas verses pure CO2. Modeling the microalgae growth kinetics enables a

comparison between CO2 and flue gas treatments per algal strain. The degree of

difference between cultivation methods is tested to determine if flue gas inhibits

algal growth. Using Minitab 15, an unpaired t-test is used to conclude whether

there is a statistically significant difference in the growth characteristics between

the gas treatments for each algal strain. The t-test assumes that the sample data is

Gaussian and follows a normal distribution. Biological data can never be precisely

Gaussian because the normal distribution extends infinitely in the positive and

negative directions. However, many times biological data follow a near bell-

shaped curve and can be approximated as Gaussian. An Anderson–Darling nor-

mality test is used to ensure that the data approximate a normal distribution. Due

to the small sample size of this study, the sample data cannot be determined to be

decisively Gaussian, rather the sample data are concluded to not be inconsistent

with a normal distribution.
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30.2.2 Results and Discussions

The temperature and pH are maintained at optimum levels to promote the largest

algal population. Keeping the temperature and pH constant is important in limiting

growth influences from these two variables. Persevering optimum temperature and

pH levels, took away any influence on algal growth from such variables. The use of

heaters for Chlorella keep the temperature distribution very close to 30 �C. The
error bars are plus and minus 1 standard deviation. The standard deviation for

Chlorella (1.1 �C) is small compared to that of Tetraselmis (2.5 �C). This is due to
the temperature control provided by the submersible heaters. Tetraselmis is subject
to ambient temperature conditions and therefore the standard deviation is much

larger due to temperature fluctuations throughout the three growth trials. The pH is

also kept constant. As previously mentioned, algal growth increases the pH by

consuming carbonic species, which in turn activates the gas dosing solenoid and

administers CO2/flue gas into the sample. The entering CO2 forms carbonic acid

and causes the pH to decrease. This cultivation method provides the algal species

with an appropriate supply of carbon, never too much and never too little. Because

the flue gas contains 14 % (mole percent) CO2 the flue gas is consumed far quicker

compared to pure CO2 in order to fulfill the necessary carbon demand. The error

bars are plus and minus 1 standard deviation. The standard deviation for Chlorella
is 0.3 and 0.4 for Tetraselmis. Overall, the pH remains relatively constant. The pH

values for both algal strains exceed the pH optimums rarely. Tetraselmis is subject
to the temperature swings within the room. Chlorella is cultivated with heaters,

which enables constant temperature. Cultivating microalgae in this way provides

optimum growth conditions per algal species. This is an essential element to

quarantine growth variables, provide optimum environmental conditions to produce

the greatest amount of biomass and enable the variable in question, gas-dosing
treatments to be examined.

As mentioned earlier, the growth rates are compared in a t-test to determine if

there is a statistically significant difference in growth rates between gas treatments.

The biomass produced over the growth period is also statistically compared by a

t-test to conclude whether a significant difference exists among gas dosing

treatments. Optical density and cell counting are correlated to estimate the cell

concentration from optical density. This correlation yields an easy method using a

spectrophotometer to estimate the number of microalgae cells per milliliter.

The correlations for Chlorella and Tetraselmis under both gas treatments are seen

in Fig. 30.9.

The correlation between optical density (% transmittance) and cells per milliliter

yields a quick way to determine a sample cell density. The average transmittance

and average cell count for all three trials are used for the correlation. The results are

summarized in Table 30.3. The correlations are strongly tied with the coefficent of

determination (R2) all greater than 0.96. Correlating cell density with absorbance

yields a much more intuitive graph with a positive slope. However, using absor-

bance the slopes are identical per algal strain making the y-intercept the only
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differing aspect betweeen flue gas dosing and CO2 dosing. Therefore, percent

transmittance is used to correlate cell density and the governing relationship is

given in Eq. (30.60) earlier.

As microalgae cultures grow, the cell density increases, causing a reduction in

light transmitted through the sample. Therefore, the negative slope infers algal

growth and increasing cell density. The gas treatment slopes for Chlorella and

Tetraselmis does not differ greatly from each other, suggesting that growth between
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Fig. 30.9 Correlation between analytical methods for Chlorella (top) and Tetraselmis (bottom)
grown with CO2 (left) and flue gas (right), respectively

Table 30.3 Relationship between cells/mL and percent transmittance, and growth rates

Strain Factor Slope (�) Y-intercept R2
Growth rate

(per day) R2
Doubling

time (days)

Chlorella CO2 111,677 1.0Eþ07 0.9893 0.8488 0.9609 0.82

Flue gas 106,632 1.0Eþ07 0.9799 0.7714 0.9175 0.90

Tetraselmis CO2 22,716 2.0Eþ06 0.9603 1.1022 0.9956 0.63

Flue gas 17,612 2.0Eþ06 0.9828 1.1034 0.9319 0.63
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flue gas and CO2 per algal strain is not signifcantly different. In the upcoming

sections, a hypothesis test will conclude if the differences in growth kinetics

are significant.

The growth kinetics of Chorella and Tetraselmis resembles the expected micro-

bial growth kinetics characterized by a lag phase, exponential growth, and stationary

phase. In some cases the stationary phase is never reached due to the shortened

growth period of 5 days. Seeing that the stationary phase is rarely reached the death

phase is never reached. TheChlorella and Tetraselmis growth curves looks strikingly
similar between the two gas dosing regimens. The average maximum cell concentra-

tion for Chlorella is greater for flue gas at about 6.5 million cells per milliliter

compared to 6.0 million cells per milliliter. However, the standard deviation for

counting Chlorella is approximately one million cells per milliliter, making a differ-

ence of 500,000 cells irrevelent. The error bars forChlorella and Tetraselmis are plus
and minus 1 standard deviation. The standard deviation is strain specific due to the

different methods executed to quantify cell density. Such a large standard deviation

for Chlorella is a result to the inaccuracies in cell counting. Inaccuracies such as

cellular conglomerates and not being able to distinguish between living and dead

cells makes enumeration difficult. The maximum cell concentration for Tetraselmis
between the gas factors are nearly identical reaching approximately 1.2 million cells

per milliliter. The standard deviation for Tetraselmis is about 100,000 cells per

milliliter. The lower standard deviation for Tetraselmis is attributed to the larger

cell size and the modified technique used for counting. The growth curves are

depicted in Fig. 30.10 for each algal strain and gas dosing treatment. The maximun

specific growth rate is calculated by taking the natural log of the cell concentration

Fig. 30.10 Growth curve for Chlorella (top) and Tetraselmis (bottom) grown with CO2 (left) and
flue gas (right), respectively
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and plotting it over time. Figure 30.11 is used to determine the maximum specific

growth rates and the results are summarized in Table 30.3.

The growth rate of Chlorella grown with CO2 is larger than that of flue gas.

The growth rates for Tetraselmis are nearly identical for flue gas and CO2 dosing.

The doubling time (td) is also determined to give a conceptual idea of the speed at

which the algal strains are growing.

Biomass Production

Based upon VSS measurements the total algal biomass produced is determined.

Biomass production is defined as the difference between final and initial biomass

quantities. Chlorella produces more biomass being grown with flue gas while

Tetraselmis behaves in an opposite fashion and produces more biomass being

grown with CO2. The overall biomass produced for each sample is shown in

Table 30.4. Certain sample values are discarded due to negative biomass production

values or extreme outliers.

Inferences Based on Two-Sample Populations

An analysis on two sample populations is performed for Chlorella and Tetraselmis.
A two sample t-test is carried out to determine if the average growth rates and

biomass production between CO2 and flue gas treatments differed for each algal

Fig. 30.11 Maximum specific growth rates for Chlorella (top) and Tetraselmis (bottom) grown
with CO2 (left) and flue gas (right), respectively
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strain. Using a confidence interval of 95 % and a corresponding alpha (α) value of
0.05, a hypothesis test evaluates the difference in maximum specific growth rates

and biomass production among the gas treatments. To ensure the validity of this

test, the sample populations are first tested for normal distrubutions, a prerequiste to

the t-test.
For the cell count analysis, using an Anderson–Darling normality test the sample

populations are tested to determine if the data follows a normal distribution. For

each algal strain and gas dosing treatment, the sample population data is subjected

to the Anderson–Darling Normality Test (Null Hypothesis: Ho: μ is normally

distributed; Alternative Hypothesis: Ha: μ is not normally distrubuted). Seen in

Fig. 30.12, Chlorella grown with CO2 dosing yields a p-value of 0.656 which is

greater than alpha of 0.05. Therefore, fail to reject the null hypothesis and conclude

that the sample population of Chlorella grown with CO2 is not inconsistent with a

normal distribution. The Anderson–Darling normality test is performed for all

sample populations and the summarized results are provided in Table 30.5.

All the sample populations have a p-value greater than 0.05 providing that the

maximum specific growth rate data per algal strain for both gas treatments could be

approximated as a Gaussian distribution. Confident that the small sample sizes are

not inconsistent with a Gaussian distribution, a two sample t-test is performed to

determine if the mean growth rates differed between the gas dosing treatments per

algal strain. The two sample t-test is governed by the following hypotheses:

Chlorella vulgaris (Null Hypothesis: Ho: μCO2 ¼ μFLUE; Alternative Hypothesis:
Ha: μCO2 6¼ μFLUE) and Tetraselmis sp. (Null Hypothesis: Ho: μCO2 ¼ μFLUE; Alter-
native Hypothesis: Ha: μCO2 6¼ μFLUE). The resulting p-value for Chorella flue gas

dosing compared to CO2 dosing is 0.357. Again the p-value is greater than alpha

(0.357 > 0.05), so the null hypothesis cannot be rejected. The maximum specific

growth rates for Chlorella grown with flue gas and CO2 are not signifcantly

different from one another. The p-value for Tetraselmis is even larger at 0.991.

Such a large p-value concludes that there is little doubt that maintaining the null

hypothesis is false. Table 30.5 summarizes the t-test results for Chlorella and

Tetraselmis. Overall, there is no statistically significant difference between maxi-

mum specific growth rates for the two gas dosing treatments.

For the algal biomass analysis, the same procedure is carried out to determine if

there is a significant difference in the average algal biomass produced between gas

treatments. First, the sample populations are tested for normality using the

Anderson–Darling normality test (Null Hypothesis: Ho: μ is normally distributed

Table 30.4 Mean volatile suspended solids (VSS) measurements

Strain Factor

Estimated biomass (dry weight and ash free)

Final (mg/L) Biomass produced (mg/L)

Chlorella CO2 9 35.4 227.8 192.4

Flue gas 8 39.0 276.9 237.9

Tetraselmis CO2 7 95.0 789.3 694.3

Flue gas 6 110.8 670.0 559.2
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Alternative Hypothesis: Ha: μ is not normally distrubuted), followed by a

two-sample t-test. For all sample populations the p-value is greater than 0.05,

concluding that despite the small sample sizes the algal biomass data can be

approximated as a normal distribution. Table 30.6 summarizes the results from

the individual normality tests. Figure 30.12 illustrates the normality test on Chlo-
rella grown with CO2. The two sample t-test is performed to determine if there is a

significant difference in biomass produced among the gas treatments for each algal

strain. The t-test is governed by the following hypotheses: Chlorella vulgaris (Null
Hypothesis: Ho: μCO2 ¼ μFLUE; Alternative Hypothesis: Ha: μCO2 6¼ μFLUE) and

Normality Test for Maximum Specific
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Fig. 30.12 Normality tests for maximum specific growth rate data (top) and biomass produced

data (bottom) for Chlorella grown with CO2
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Tetraselmis sp. (Null Hypothesis: Ho: μCO2 ¼ μFLUE; Alternative Hypothesis: Ha:

μCO2 6¼ μFLUE) Chlorella has no significant difference in the production of biomass

from CO2 and flue gas treatments. A p-value of 0.06 concludes that the null

hypothesis cannot be rejected. The gas treatments for Tetraselmis yields a different
result with a p-value of 0.008. Since the p-value is less than 0.05, the null

hypothesis is rejected and concluded that there is a significant difference in the

biomass produced between CO2 and flue gas treatments. Tetraselmis produces more

algal biomass under CO2 dosing producing an average of aproximately 700 mg/L

over the 5-day growth period compared to 560 mg/L produced under flue gas

dosing. The difference between gas treatments for Tetraselmis biomass production

ranges from 44.5 to 225.8 mg/L using a 95 % confidence interval.

The maximum specific growth rates across gas treatments are not significantly

different, and the the difference in algal biomass production is only statistically

significant for Tetraselmis. The similarities in growth characteristics using flue gas

and CO2 strongly support the feasibility of using algal cultivation as a CCS

methodology. The effects of flue gas exhibits no growth inhibition for cultivating

Chlorella. Minimal growth inhibition is seen for Tetraselmis and only in the form of

reducing algal biomass.

30.2.3 Concluding Remarks

The robust characteristics of microalgae are shown in this experiment, illustrating

the ability of microalgae to adapt and survive under different carbon source

treatments. Integrating microalgae cultivation alongside coal fired power plants to

Table 30.5 Anderson–Darling normality test for maximum specific growth rate data, and testing

the difference of growth rates (two sample t-test) between gas dosing treatments

Strain Factor N Mean

Anderson–Darling normality test Two sample t-Test

St. dev. P-value SE mean P-value

Chlorella CO2 9 0.849 0.188 0.656 0.063 0.357

Flue gas 9 0.771 0.156 0.428 0.052

Tetraselmis CO2 6 1.102 0.163 0.183 0.067 0.991

Flue gas 6 1.103 0.205 0.507 0.083

Table 30.6 Anderson–Darling normality test for biomass produced from VSS measurements, and

testing the difference in algal biomass production between gas dosing treatments

Anderson–Darling normality test Two sample t-test

Strain Factor N Mean St. dev. P-value SE mean P-value

Chlorella CO2 9 192.4 51.3 0.207 17 0.060

Flue gas 8 237.9 40.1 0.577 14

Tetraselmis CO2 7 694.3 84.2 0.181 32 0.008

Flue gas 6 559.2 62.1 0.939 25
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sequester flue gas emissions is a viable carbon capture (CCS) and storage method.

The additional benefit of producing biomass and providing a renewable and sus-

tainable feedstock for biofuels further supports this CCS methodology. The

differences in growth characteristics for Chlorella are not statistically significant

between the gas dosing treatments. Maximum cell counts for both gas treatments

reaches about six million cells per milliliter with a standard deviation of one million

cells per milliliter. The maximum specific growth rates are not significantly differ-

ent at 0.849 and 0.771 per day for CO2 and flue gas treatments, respectively.

Biomass determination by VSS further concludes no significant difference between

gas treatments; producing approximately 195 mg/L of biomass for CO2 and

240 mg/L of biomass for flue gas dosing. The insignificant difference in growth

characteristics between flue gas and CO2 dosing for the cultivation of Chlorella
vulgaris supports the existing literature, and proves that Chlorella is a viable

microalgae strain to be implemented for the abatement of CO2 emissions from

coal-fired flue gas. Flue gas exhibits minimal signs of growth inhibition and the

cultivation of Chlorella vulgaris from coal-fired flue gas is deemed successful. The

quantification of growth kinetics for Tetraselmis sp. gives statistically significant

and insignificant differences in growth, depending on the analytical method used.

Generating growth curves using cell counts yields the same maximum cell concen-

tration of 1.2 million cells per milliliter for both gas treatments. The maximum

specific growth rates are indistinguishable at 1.1 per day for both CO2 and flue gas.

Biomass production by VSS proved there is a statistically significant difference in

the biomass produced under CO2 and flue gas treatments. CO2 dosing produces

approximately 700 mg/L of algal biomass while flue gas only produces 560 mg/L.

With a confidence interval of 95 %, the difference in biomass production between

the two gas treatments ranges from 45 to 225 mg/L. Although the conclusions

drawn from cell counting and VSS contradict each other, Tetraselmis is able to

grow under flue gas dosing. The lack of biomass production under flue gas

treatments suggests NO and SO2 inhibit the cell development seen in the absence

of biomass. The overall result supports the fact that Tetraselmis sp. can be success-
fully cultivated with flue gas fulfilling the carbon supply.

30.3 Economics of Algae to Biodiesel Production

With increasing prices of fossil fuel the development of biofuels from alternative

sources is gaining prominence. Existing research is the fields like bioethanol,

biodiesel production from crops, hydrogen fuel cell and biogas upgrades for use

in gas-fired vehicles is faced with various disadvantages. These methods have

proved to be nonproductive, are in contrast with public interests and require

abundance of resources like water and land. Biomass produced from algae can be

supplied without impacting the cost of agricultural land, competing with food

production or harming the environment. However, whether we have sufficient

land to devote to these activities or not is a question that still needs to be addressed.
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Growing algae as a biofuel feedstock can be one solution to the growing problems

due to fossil use. Algae have emerged as a viable resource for biodiesel and

bioethanol production. Algae can be grown in two different systems, in PBRs

(Fig. 30.13) or in raceway ponds. Raceway ponds are less productive than PBR’s

and also require extensive land area. Hence PBRs will be the favorable application

for the future [1]. The technology (PBR) itself is quite new; therefore, much more

research and improvements need to be done to optimize and enhance the existing

systems for commercial applications [2–4, 46, 47]. Some of the technical

challenges include sustaining the highest photosynthesis and biomass productivity

levels reduce cell damage due to hydrodynamic stress, fabrication costs, installation

and maintenance, and increasing the capability of the system to expand to an

industrial scale [6, 48].

Unlike other crops that are currently being used for oil production such as

soybean oil, palm oil, corn, and jatropha, some strains of algae contain as much

as 70 % oil. They are capable of producing more than 30-times the amount of oil

(per year per unit area of land) when compared to oil seed crops [4]. A major

advantage of algae is its use of CO2 to grow. Algae can extract the carbon dioxide

from sources such as power plant exhausts or other CO2 emitting processes when

the PBR is integrated with it. Hence growing algae using a PBR is ideal for an

energy self-sufficient community. A yield of 200–400 t of oil/ha/year can be

considered reachable with a standard PBR system [33, 47]. Biodiesel produced

from algae appears to be a theoretically feasible solution for replacing petrodiesel

since no other feedstock has an oil yield high enough. It has been found that

approximately ten million acres of land would be needed for biodiesel production

in order to produce enough biodiesel to replace all the petrodiesel currently used in

the USA [33]. This is just 1–3 % of the total land used today for both farming and

grazing in the USA (about one billion acres). Algae cake, which is a by-product of

Fig. 30.13 Actual view of the tubular PBR in outdoor environment
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the biofuels production from algae, is a protein-rich algae cake that can be used as

an animal feed. Thus PBRs make it possible to supply biomass without impacting

the cost of agricultural land or competing with food production.

This section of the chapter focuses on the economic side of producing biodiesel

from Algae. It is based on analyzing the feasibility of a PBR production plant with

an output of 100 t of dry biomass per day located in a region with geographic

conditions similar to Central California or Arizona which has extensive unused

land. An investment in a large scale manufacturing facility is attractive if the

consequences lead to a favorable economic outcome for the senior management

or the owner as highlighted by the choice of the minimum acceptable rate of return

(MARR). The investments fall under one of the categories: initial capital invest-

ment, operating costs and taxes. The benefits include: revenue, grants and subsidies.

The net difference between the two categories is the periodic cash flow from the

investment. The data on investment, productivity rate and raw material input (CO2,

nutrients) are provided by the manufacturer of PBR (AlgaeLink, the Netherlands).

The study can be extended by comparing the results of PBRs produced by other

manufactureres. In the sections that follow a general description of the investment

and operational costs and the rationale behind evaluating the outcomes under a

specific choice of MARR are provided. Additionally, the results of sensitivity

analyses deliver deeper insights into optimization opportunities and further

improvements.

30.3.1 Specifications and Resource Utilization

The desired amount of dry biomass produced per day for this study is approximately

100 t (100,000 kg or 220,400 lb). The oil yield of 20–70 t of vegetable oil equivalent

(raw material for biodiesel) can be produced with this algae biomass. The size of the

production plant can be chosen based on the values stated above. A complete

turnkey industrial PBR, which includes harvesting and drying equipment and has

a volume of 97 m3 costs 194,000 Euros. Their estimated productivity rate is 3.5 kg/

day/m3 for fast growing algae strains in optimal climates. Purchasing 320 of those

bioreactors would result in a theoretical daily production of 108 t, which results in

yearly production of 39,653 t. With an exchange rate of 1.27 US/Euro, the total

investment for the bioreactors was $79.3 million US. The total area needed for the

set-up is approximately 38.4 ha (96 acres). Foundations (mainly leveling) for the

fields also have to be provided. Since bioreactors could be placed in the desert or

largely marginal land, the price is estimated to be $100/acre. The cost for founda-

tion is another $10, summing up to $19.2 million US. The cost for additional

plumbing and electricity hook-up is estimated to be $800,000 US.

Dividing oil from algae cake requires the use of specific presses. A complete press-

container with a capacity between 5,000 and 15,000 t per year is available from the

manufacturer of the PBR. Two 15,000-t containers and one 10,000-t container for

Euro 412,000 and 312,000, respectively, are considered for this study. With the same
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exchange rate as previously used the total investment for the presses sum up to $1.44

million. The total initial investment of $81.51 million is needed. A salvage value of

15 % of the initial investment is estimated for the end of the 20 years useful life. An

overhaul is estimated to take place every fifth year and costs about 10 % of the initial

investment.

The bioreactor and presses are depreciated using a 10-year property MACRS

depreciation. The operation would result in three revenue streams: The sale of

biodiesel, algae cake and carbon credits earned (or sold) for the consumption of

CO2. The selling price for biodiesel is similar to the petrodiesel price. A price of

$1.00 per liter or $3.79 per gallon is assumed. Algae cake can be sold at a price

of about $170 per ton (depending on the exact composition and location). The

revenues from carbon credits are estimated at $8 per ton CO2 sequestrated.

However, different scenarios estimate a CO2 price of $15–95 per ton [49] in

the coming years. The main operational cost factors are the nutrients and the

water consumption. About 0.13 kg of fertilizer is needed for every kilogram of

dry algal biomass. A combined price (for a fertilizer mix) of $0.2 per kg is

assumed. A water use of 500 L (132 gal) per produced ton and water price of

$0.058 per liter are assumed [50]. Furthermore, labor with different qualifications

is required to run the plant (one person at $100,000 US, three at $60,000 US, and

four at $40,000 US). Electricity is assumed to be $0.15 per kWh. The electricity

consumption would be approximately 39.24 million kWh per year for the PBR

and another 22.4 million kWh for the presses. Optimal algae productivity rate

requires maintaining an optimal temperature. The amount of heat required can be

estimated using a mathematical model [51] and is approximately 154 million

kWh. The price per kWh heat is assumed to be $0.01 US. Frequent maintenance

is required and is estimated to be 1 % of the PBR’s initial price per year and 10 %

for the presses initial price per year. $100,000 US for miscellaneous maintenance

issues is considered. The total maintenance costs sum up to $1.037 million per

year. Costs for insurance are anticipated to be 0.1 % of the initial investment

per year ($503,400 US). Finally, it is assumed that the conversion of algae oil

to biodiesel is done externally. The price of the conversion per liter is expected to

be $0.14 [4].

Table 30.7 lists the variables used in the analysis. Deviation from assumptions

can have a variable impact on the final result based on the sensitivity of each input.

The prices for nutrients, water, heat and CO2 are widely variable and depend on the

location and the market development. The long life of 20 years combined with a

significantly new technology increases the risk. A drop in the productivity rate or

longer downtimes would also have major impact on the profit. In the absence of

standardized production data and work standards, there is uncertainty associated at

every step in the production process. Simulation techniques in combination with

this basic economic data can prove to be useful in decision making related to mass

production. This initial analysis provides a background for ongoing experimenta-

tion with a system, which can be entirely PBRs or a combination of raceway ponds

with PBR, whichever proves most efficient and profitable.
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30.3.2 Economics, Justification and Sensitivity Analyses

A positive present worth value at the acceptable MARR for a project is attractive to

investors. Data for the analysis are collected through personal communication with

the manufacturer of the equipment.

From the basic analysis economic justification cannot be proven. A negative net

present worth value of the after tax cash flow occurs. Hence sensitivity analyses are

performed on various input factors in order to determine the most influential

parameters towards the profitability. The Project has a payback period of 11 years

(Table 30.8). The annual revenues (mainly from biodiesel and algae cake) are the

determining factors for a positive net present worth (NPW) and an acceptable

internal rate of return (IRR). The price of these factors in an open market scenario

is largely determined by the market supply and demand. Hence they are subject to a

deviation. The results of sensitivity analysis of the NPW are based on the price

variables, which are summarized in Table 30.9. The investment is not profitable for

a reasonable market-selling price in the range of $3.00–4.50/gal for biodiesel and

algae cake price between $150 and $180/t. A trend and ratio analysis of the

investments, particularly profitability analysis ratios (profit margin on sales, return

on total assets and return on common equity) provide a more reliable background

for decision making.

Table 30.7 Unit prices and quantity of inputs and outputs used in the model study

Revenue streams Unit price Quantity

Algae cake (ton) $170.00 11,896.08

Biodiesel (gallon) $3.80 4,263,157.89

CO2 (ton) $8.00 60,117.57

Expenses

Labor 1 ($) $40,000.00 4.00

Labor 2 ($) $60,000.00 3.00

Labor 3 ($) $100,000.00 1.00

Water (L) $0.06 19,826,800.00

Nutrients (kg) $0.20 39,653,600.00

Electricity PBR kWh (pumps, centrifuge, dryer) $0.15 39,244,800.00

Electricity presses (kWh) $0.15 22,425,600.00

Heat (kWh) $0.01 154,176,000.00

Maintenance PBR 1 % of investment ($) $792,480.00 1.00

Maintenance of presses 10 % of investment ($) $144,272.00 1.00

Maintenance misc ($) $100,000.00 1.00

External biodiesel production (L) $0.15 27,757,520.00

Insurance $503,453.60 1.00

Depreciation (MARCS 10 year class)

Overhaul 10 % of price Every 5 years

Income tax rate 40 %
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The cost of borrowing also determines the profitability of an investment.

Figure 30.14 presents the effect of changes in the market interest rate on the net

present worth of the project. It is evident that as the cost of borrowing increases the

net present worth reduces further. Under the current market conditions, the existing

trend towards raising interest rates will have a considerable impact on the project’s

net present worth.

The changes in the initial investment are shown in Fig. 30.14. The initial invest-

ment costs do not play a significant role in this model. The initial capital required

could be borrowed or raised with a combination of several financial instruments.

From Fig. 30.15, it is evident that as amount of borrowed funds increase, the

internal rate of return (IRR) and NPW for the project change significantly. For the

project to be successful in terms of the return it provides, due consideration need to

be given to the cost of capital. The cost of capital will determine how this business

can raise money: either through issuing of stock, borrowing or a mix of two. From

Table 30.10 it is evident that the Present Worth for the project tends to be positive

for borrowed capital in the range of $2–46 million, indicating that the remaining

requirement can be raised by equity. Since the technology is still in its evolutionary

stage, the cost of capital will be associated with a high risk premium. Therefore the

Table 30.8 Payback period

Year

Cash flow

($ millions)

Cumulative

cash flow

0 (90.59) (90.59)

1 10.33 (80.26)

2 9.23 (71.03)

3 8.36 (62.67)

4 12.95 (49.72)

5 7.17 (42.55)

6 11.83 (30.72)

7 7.08 (23.65)

8 7.18 (16.47)

9 7.29 (9.18)

10 6.35 (2.83)

11 16.08 13.25

12 11.72 24.98

13 9.46 34.44

14 14.16 48.60

15 8.49 57.09

16 13.29 70.38

17 8.68 79.06

18 8.95 88.01

19 9.23 97.24

20 1.36 98.60

MARR 10.00 %

NPW ($8.99)

IRR 8.46 %

Payback 11 Years
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Table 30.9 Summary of financial statements (income and cash flow) analyzed for the investment

period of 20 years

Year Total revenue Expenses Depreciation Taxable income Net income Cash flow

0 0.00 0.00 0.00 0 0 (90.59)

1 23.03 32.39 14.52 (9.36) (5.62) 10.33

2 23.03 29.63 11.62 (6.60) (3.96) 9.23

3 23.03 27.46 9.30 (4.43) (2.66) 8.36

4 23.03 38.95 20.61 (15.91) (9.55) 12.95

5 23.03 24.47 5.95 (1.44) (0.86) 7.17

6 23.03 15.95 5.29 7.08 4.25 11.83

7 23.03 24.25 5.29 (1.22) (0.73) 7.08

8 23.03 24.51 5.29 (1.48) (0.89) 7.18

9 23.03 24.78 5.29 (1.75) (1.05) 7.29

10 23.03 22.45 2.65 0.59 0.35 6.35

11 23.03 26.59 14.52 (3.56) (2.13) 16.08

12 23.03 29.63 11.62 (6.60) (3.96) 11.72

13 23.03 30.20 9.30 (7.17) (4.30) 9.46

14 23.03 41.96 20.61 (18.93) (11.36) 14.16

15 23.03 27.79 5.95 (4.76) (2.86) 8.49

16 23.03 19.60 5.29 3.43 2.06 13.29

17 23.03 28.27 5.29 (5.24) (3.14) 8.68

18 23.03 28.93 5.29 (5.90) (3.54) 8.95

19 23.03 29.64 5.29 (6.61) (3.97) 9.23

20 23.03 19.72 2.65 3.31 1.98 1.36

Net present worth (NPW) ($8.99)

Internal rate of return (IRR) 8 %

Fig. 30.14 Net present worth profile (simple investment)
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MARR for this project will also be much higher during the initial period. The

corporate tax rate varies significantly based on state, province or country where the

business is located. Table 30.11 provides a deeper insight into the relationship of

tax rate changes, borrowed funds and the IRR for this project. For the investment to

be acceptable, the IRR under the existing tax rates should closely match the MARR

selected. The choice of MARR is usually a policy decision and is subject to revision

with the changing market conditions. The tax credits and subsidies given by many

countries towards renewable energy resources vary considerably and do not stay

constant through the life of the project. They are not included in this analysis and

hence the estimated NPW and IRR values are more conservative.

Fig. 30.15 Sensitivity of borrowed funds and present worth of the project

Table 30.10 Borrowed funds

and present worth
Borrowed funds IRR (%) Present worth

($81.51) 8.50 (8.99)

($76.51) 8.64 (7.69)

($71.51) 8.80 (6.38)

($66.51) 8.98 (5.08)

($61.51) 9.19 (3.77)

($56.51) 9.43 (2.47)

($51.51) 9.71 (1.16)

($46.51) 10.04 0.14

($41.51) 10.45 1.45

($36.51) 10.94 2.76

($31.51) 11.58 4.06

($26.51) 12.40 5.37

($21.51) 13.51 6.67

($16.51) 15.08 7.98

($11.51) 17.48 9.28

($6.51) 21.53 10.59

($1.51) 29.71 11.89
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From the above discussion it is clear that for this investment to be profitable the

factors internal to the project such as production costs need to be reduced. The

market prices of the output although have a major impact on the profitability,

cannot be controlled directly (Table 30.12).

There is very little information available on the microalgae nutrient feed and

hence the values provided by the manufacturer. The nutrients and water are the

inputs, which can be controlled directly by the process. The cost of water is more

stable and hence less likely to change with the region indicating that the price of

nutrients is one of the determining factors. The prices of nutrients are stochastic and

Table 30.12 Sensitivity analysis of the net present worth as a function of price of outputs

NPW

Price of algae cake per ton

$150 $155 $160 $165 $170 $175 $180

Price of biodiesel

per gallon

$3.00 (48.25) (48.03) (47.81) (47.59) (47.37) (47.15) (46.93)

$3.10 (46.68) (46.46) (46.24) (46.02) (45.80) (45.58) (45.36)

$3.20 (45.10) (44.88) (44.67) (44.45) (44.23) (44.01) (43.79)

$3.30 (43.53) (43.31) (43.09) (42.87) (42.65) (42.44) (42.22)

$3.40 (41.96) (41.74) (41.52) (41.30) (41.08) (40.86) (40.64)

$3.50 (40.39) (40.17) (39.95) (39.73) (39.51) (39.29) (39.07)

$3.60 (38.82) (38.60) (38.38) (38.16) (37.94) (37.72) (37.50)

$3.70 (37.25) (37.03) (36.81) (36.59) (36.37) (36.15) (35.93)

$3.80 (35.67) (35.45) (35.23) (35.02) (34.80) (34.58) (34.36)

$3.90 (34.10) (33.88) (33.66) (33.44) (33.22) (33.01) (32.79)

$4.00 (32.53) (32.31) (32.09) (31.87) (31.65) (31.43) (31.21)

$4.10 (30.96) (30.74) (30.52) (30.30) (30.08) (29.86) (29.64)

$4.20 (29.39) (29.17) (28.95) (28.73) (28.51) (28.29) (28.07)

$4.30 (27.81) (27.60) (27.38) (27.16) (26.94) (26.72) (26.50)

$4.40 (26.24) (26.02) (25.80) (25.59) (25.37) (25.15) (24.93)

$4.50 (24.67) (24.45) (24.23) (24.01) (23.79) (23.57) (23.36)

Table 30.11 Internal rate of return as a function of borrowed funds and tax rate

IRR (%)

Borrowed funds ($ millions)

50.0 55.0 60.0 65.0 70.0 75.0 80.0 85.0 90.0 100.0 105.0 110.0

Tax rate (%) 25 8.21 8.17 8.13 8.10 8.07 8.05 8.03 8.01 7.99 7.97 7.96 7.95

27 7.39 7.41 7.42 7.43 7.44 7.44 7.45 7.46 7.46 7.47 7.47 7.48

29 6.58 6.65 6.71 6.76 6.81 6.84 6.88 6.90 6.93 6.97 6.99 7.01

31 5.77 5.90 6.01 6.10 6.18 6.24 6.30 6.35 6.40 6.48 6.51 6.54

33 4.97 5.15 5.31 5.44 5.55 5.65 5.73 5.81 5.87 5.98 6.03 6.07

35 4.17 4.42 4.62 4.79 4.93 5.06 5.16 5.26 5.35 5.49 5.55 5.61

37 3.39 3.68 3.93 4.13 4.31 4.46 4.60 4.72 4.82 5.00 5.07 5.14

39 2.61 2.95 3.24 3.49 3.69 3.88 4.03 4.17 4.30 4.51 4.60 4.68

41 1.84 2.23 2.56 2.84 3.08 3.29 3.47 3.63 3.77 4.02 4.12 4.21

43 1.08 1.52 1.89 2.20 2.47 2.70 2.91 3.09 3.25 3.53 3.64 3.75

45 0.32 0.81 1.21 1.56 1.86 2.12 2.35 2.55 2.73 3.04 3.17 3.29

47 0.43 0.10 0.55 0.93 1.26 1.54 1.79 2.02 2.2 2.55 2.70 2.83
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based on the historical variability. Table 30.13 provides the results of sensitivity

analysis for changes in NPW with the change in price of water and nutrients.

Assuming all other factors constant, the net present worth was not positive for

any price within the range of $0.10––0.70/kg. It is evident from the Table 30.13 that

the NPW of the project reduces at a higher rate with increasing price of nutrients

than increase in the price of water.

Through a sophisticated nutrient management, the fraction of lipids in the algae

can be raised by 20 % consequently reducing the productivity rate. Filtered munici-

pal water is high is nitrogen and phosphorus content and provides an alternative to

purchasing nutrients. This can help reduce costs and when efficiently managed

eliminate the cost of water and nutrients. Reducing the water use by 10 % and

nutrient use by 30 % provides a positive NPW of $1.41 million. A detailed

sensitivity analysis of amount of nutrient and water use and its relation to the

NPW was provided in Table 30.14.

Table 30.13 Price of nutrients and water

NPW

Price of water per liter

$0.05 $0.06 $0.07 $0.08 $0.09 $0.10

Price of nutrients

per kg

$0.10 (19.59) (20.32) (21.05) (21.79) (22.52) (23.25)

$0.15 (26.90) (27.63) (28.36) (29.09) (29.83) (30.56)

$0.20 (34.21) (34.94) (35.67) (36.40) (37.14) (37.87)

$0.25 (41.52) (42.25) (42.98) (43.71) (44.44) (45.18)

$0.30 (48.83) (49.56) (50.29) (51.02) (51.75) (52.49)

$0.35 (56.14) (56.87) (57.60) (58.33) (59.06) (59.80)

$0.40 (63.45) (64.18) (64.91) (65.64) (66.37) (67.10)

$0.45 (70.76) (71.49) (72.22) (72.95) (73.68) (74.41)

$0.50 (78.07) (78.80) (79.53) (80.26) (80.99) (81.72)

$0.55 (85.38) (86.11) (86.84) (87.57) (88.30) (89.03)

$0.60 (92.69) (93.42) (94.15) (94.88) (95.61) (96.34)

$0.65 (100.00) (100.73) (101.46) (102.19) (102.92) (103.65)

$0.70 (107.31) (108.04) (108.77) (109.50) (110.23) (110.96)

Table 30.14 Impact of water and nutrient use reduction on net present worth

NPW

Reduction nutrient use

60 % 50 % 40 % 30 % 20 % 10 %

$15 (M) $20 (M) $25 (M) $30 (M) $35 (M) $40 (M)

Reduction

in water use

60 % $8 (M) $19.70 $14.59 $9.48 $4.37 ($0.73) ($5.84)

50 % $10 (M) $19.11 $14.00 $8.89 $3.78 ($1.33) ($6.43)

40 % $12 (M) $18.51 $13.41 $8.30 $3.19 ($1.92) ($7.03)

30 % $14 (M) $17.92 $12.81 $7.70 $2.60 ($2.51) ($7.62)

20 % $16 (M) $17.33 $12.22 $7.11 $2.00 ($3.10) ($8.21)

10 % $18 (M) $16.74 $11.63 $6.52 $1.41 ($3.70) ($8.80)
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Although both sensitivity and breakeven analyses are useful, they have

limitations. Often, it is difficult to specify precisely the relationship between a

particular variable and the NPW. The relationship is further complicated by

interdependencies among variables. Scenario analysis considering the sensitivity

of the NPW both to changes in key variables and to the range of likely

values of those variables adds greater certainty to the predicted values. Using

the range of values, the worst-case, best case and the most likely scenarios can

be analyzed.

These estimates can generate a probability distribution to predict the changes in

the NPW with key input variables. A thorough risk analysis and simulation

modeling will provide greater confidence related to the behavior of NPW with

changes in key input variables. Figure 30.16 provides the logical steps that will be

involved in simulating this risky investment.
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Fixed Operating Costs

Variable Operating Costs

Working Capital

Market Size

Capital Investment

Salvage Value

Project Life

Price of Diesel, Algaecake

Market Growth

Market Share

Generate one
random Observation
from each random
variable

Calculate the NPW
based on these
sample values

Repeat random
sampling many times
to obtain the NPW
distribution

Draw the NPW
distribution

Fig. 30.16 Steps for simulating the project NPW

30 Algae, Biofuels, and Modeling 577



30.3.3 Concluding Remarks

In the absence of a low cost source of nutrients and water, the feasibility of a large

scale manufacturing plant that is producing biodiesel from microalgae cannot be

proven. However, municipal wastewater can be used as a source of the required

nutrients. Additionally most countries provide certain amount of tax credit or

subsidies towards green energy projects. With the above-mentioned incentives,

the project can prove to be a feasible investment. The price of biodiesel is a critical

component of this investment analysis since it is the most significant revenue

generating output. The market for biodiesel has not stabilized yet resulting in a

large scope for uncertainty in market speculation. Government policies like man-

datory blending petrodiesel with biodiesel, which is prevalent in certain parts of

Europe, can increase the demand for biodiesel and further push the need towards

up-scaling manufacturing facilities for biodiesel. A rough estimate of the price of

biodiesel made from algae oil is $2.35 per gallon, which is slightly higher than the

petrodiesel prices in the USA, but far below the price of biodiesel a few years ago

[52]. The technology is still not at a competitive stage resulting in high risk. Future

endeavors in this field should look at standardizing the production process through

use of simulation tools and identifying the key factors of deviation from the

established process. With an increasing awareness about energy self-sufficiency,

the day is not far when biodiesel will be the most viable option for our increasing

energy demands.

30.4 Modeling the Effect of Thermal Stratification

on the Algal Population in Growth

In the following part, we deal with the abundance and diversity of algal

communities in aquatic open systems under the temperature condition. The tem-

perature can influence many biological processes and may be an important factor

involving population and community responses to climate change. The existence

and implications of feedbacks between such biological and physical processes in

ecosystems are still unknown. Algal abundance and diversity generally address to

the questions of algal communities experiencing thermal stratification: can they

adapt to the range of temperatures in which they are found? What is their distribu-

tion under the stratification effects? A more general approach is to integrate the

potential for such thermal stratification to generate significant feedbacks between

biological and physical mechanisms of the environment.

Directional motion (movement per se) is an essential physiological process in

some algal species seeking out new environments to colonize for continued growth

and reproduction. Complex sensing and signaling mechanisms that allow algae to

move in response to external and internal stimuli have been described under the

broad term “taxis.” Once a signal (e.g., light, gravity, temperature, chemical) is
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received and decoded, movement may occur via mechanical processes such as

flagellar or ciliar propulsion or gliding motility [53–56]. Biological convection, or

bioconvection, is the spontaneous formation of patterns by microorganisms through

their collective mobility. Algae are typically denser than water and move randomly,

but on average upwardly against environmental gradients such as gravity. The

upswimming causes individual cells to accumulate in a thin layer near the upper

surface, resulting in an unstable density distribution and in the formation of

bioconvective cells or fingering patterns at the scale of the population.

In this part, a model is developed for spatial dynamics of a population of mobile

algae under the thermal stratification within an open system, using a continuum

model of coupled equations: momentum conservation equation for fluid dynamic

motion (Navier–Stokes’ equation for fluid medium and Darcy’s equation for porous

medium), equation for algal cell conservation with gravitactic behavior, energy/

mass conservation equation for the heated fluid or porous medium, and the

Boussinesq’s approximation for the mass density dependence of algae. This cou-

pled biological–hydrodynamic model under the convection mechanism generated

by the taxis and double-diffusion allows predicting interactions between biological

and physical drivers of heterogeneity in aquatic systems characterized by tempera-

ture gradients. The equation for cell conservation of algal population is modified in

adding a logistic term for the algal growth (Fisher’s equation form), and the

possibility of coupling effects of gravitaxis motion and logistic growth will be

discussed. The model, based on a molecular diffusion approach, predicts possible

impacts of thermal stratification on the coupled algal-fluid dynamic process, e.g.,

fluid flow regimes where the algal population persists, and vice-versa.

30.4.1 Mathematical Formulation

A 2D layer of height H and length L is considered, containing an initial uniform

concentration n of suspended cells of algae as shown in Fig. 30.17.

Y

L
Tbottom 

°C

Ttop 
°C

H
N

C
1 –

e1

X

∂N*

∂t
+∇.(N*Vc

*) = DN∇2N* + rN*

Fig. 30.17 Physical description of algal community with logistic growth in fluid or porous

medium
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This layer can be porous or fluid medium depending on the considered context

hereafter. The algal communities swim with a mean velocity V
!�

c vertically upward

to the top of the water surface (i.e., V
!�

c ¼ V
!�

c 0;Vcð Þ ). The upper and lower

boundaries of the considered domain are subjected to constant temperatures

(Dirichlet conditions). It is assumed that all physical properties of the fluid are

constant except the specific density in the buoyancy term. It is further assumed that

there is no change in algae metabolism. In all equations, N stands for the concen-

tration (density) of algal population and T for the temperature at one considered

point at the considered time. Regarding the porous medium, it is assumed that

(1) the medium is isotropic with a permeability K; (2) the porous matrix does not

absorb microorganisms; (3) the pores sizes are significantly larger than the algal cell

sizes; (4) algal cells do not alter the temperature of the fluid; (5) the temperature

does not affect the endogenous behavior of algae. The other parameters and signs

are detailed in the “Nomenclature.”

30.4.1.1 Dimensionless Governing Equations

Equation of mass conservation:

∇V
!�

¼ 0 (30.64)

Momentum conservation equation for fluid medium or Navier–Stokes equation:

ρw
∂V

! �
∂t�

þ ρw∇ V
!�

V
!�� 	

¼ �∇pþ μ∇2V
!�

þ ρ g
!

(30.65)

Momentum conservation equation for porous medium or Darcy’s equation:

�∇p� μ

K
V
!�

þ ρ g
!¼ 0 (30.66)

It should be noted that the velocity term in Eqs. (30.65 and 30.66) are not the

same for the fluid flow velocity. V
!�

in the Navier–Stokes equation (30.65) is the

exact fluid flow velocity while V
!�

in Eq. (30.66) is Darcy’s velocity (average

velocity of the fluid flow in porous medium).

Equation of algal population in growth:

∂N�

∂t
þ∇: N�V

!�� 	
þ∇: N� V

!�
c

� 	
¼ DN∇̇N� þ rN� 1� N�

C

� 	
(30.67)
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The net algal cell production described by logistic growth is represented by the

term rN*(1 � N*/C)

Equation of conservation of energy:

∂T�

∂t
þ∇: V

!�
T�

� 	
¼ α∇̇T� (30.68)

Boussinesq approximation:

ρ ¼ ρw 1þ βcΔN � βTΔT½ � (30.69)

With

βc ¼
Δρcϑ
ρw

specific mass variation coefficient of the algal suspension

(30.70)

βT ¼ � 1

ρ

∂ρ
∂T

� 	

p

thermal expansion coefficient (30.71)

Boundary and Initial Conditions

At the impermeable boundaries, the conditions of rigid no-slip and zero flux are

applied, which leads to:

y� ¼ 0,H : V
!�

¼ 0; j
!�

: e
!¼ 0 (30.72)

The thermal conditions at bottom and top walls are Dirichlet conditions

y� ¼ 0 : T� ¼ Tb (30.73)

y� ¼ H : T� ¼ Tt (30.74)

The initial conditions are as follows

at t� ¼ 0 : N� ¼ N0 and T� ¼ T0 (30.75)

Dimensionless Governing Equations Under the Stream Function Form

and Corresponding Boundary Conditions

In introducing the definition of stream function,

ψ� : V
!�

¼ ∂ψ�

∂y�
, � ∂ψ�

∂x�
(30.76)
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and using the scaling technique with more specifically setting scaled variables as

follows:

F ¼ L

H
; x ¼ x�

H
; y ¼ y�

H
; t ¼ t�D

H2
; ψ ¼ ψ�

D
; V
!¼ V

!�
L

D
; T

¼ T�

ΔT
; N ¼ N�

ΔN
(30.77)

The number of variables that could intervenewithin the systemwill be significantly

reduced. Substituting these scaled variables into the governing equations

(Eqs. 30.65–30.68) in using the Boussinesq’s approximation (Eq. 30.69), the systems

of governing equations under the stream function form are obtained as follows.

For the fluid medium:

∂ ∇2ψð Þ
∂t

þ∇ V
!
∇2ψ

� �
¼ Sc∇4ψ þ Sc RabLe

∂N
∂x

� RaT
∂T
∂x

� 	
(30.78)

∂N
∂t

þ∇ V
!
N

� �
þ∇ V

!
cN

� �
¼ ∇2N þ λN 1� N

ξ

� 	
(30.79)

∂T
∂t

þ∇ V
!
T

� �
¼ Le∇2T (30.80)

For the porous medium:

∇2ψ ¼ Rab
∂N
∂x

� RaTLe
∂T
∂x

(30.81)

∂N
∂t

þ∇ V
!
N

� �
þ∇ V

!
cN

� �
¼ ∇2N þ λN 1� N

ξ

� 	
(30.82)

∂T
∂t

þ∇ V
!
T

� �
¼ Le∇2T (30.83)

Therefore, Eqs. (30.78–30.80) and Eqs. (30.81–30.83) are the governing

equations of the fluid and porous systems, respectively. Scaling method also

releases the following governing parameters.

Dimensionless growth rate

λ ¼ rH2=D (30.84)

The Lewis number, Le ¼ α/D and the Schmidt number

Sc ¼ ν=D (30.85)

The Peclet number, dimensionless velocity of the motile algae, is defined by
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V
!

c ¼ H V
!
c
�=D (30.86)

Bio-Rayleigh number, Rab is a combination of algal characteristics (ϑ,Δρ,Vc,D)
and environmental qualities (geometrical and physical effects: H,K, g, ρw, ν, n )

while thermal Rayleigh number, RaT represents the temperature capacity in the

environment. In other words, RaT stands for the intensity of thermal effects on

the whole system. These governing parameters are obtained for two distinguished

cases of fluid and porous medium as:

For the fluid medium:

Bio‐Rayleigh number Rab ¼ gϑΔρn VcH
3=ρνD (30.87)

Thermal Rayleigh number RaT ¼ gβTΔTH
3=να (30.88)

For the porous medium:

Bio‐Rayleigh number Rab ¼ gKHβbΔN=νDc (30.89)

Thermal Rayleigh number RaT ¼ gKHβTΔT=να (30.90)

The term 1=ξ ¼ Δn=C ¼ n Vc=C is coined the name normalized carrying
capacity of mobility algae. It is assumed that this parameter equals 1 throughout

this study. Therefore, there are six governing dimensionless parameters for the

whole system: Sc, Rab, RaT, Vc, Le, and λ ( for the case of fluid medium) and five

parameters Rab, RaT, Vc, Le, and λ ( for the porous medium). These parameters

represent biological and physical interactions.

The corresponding boundary conditions are V
!¼ 0 (rigid no-slip) and the zero

cell flux at walls j
!
: e
!¼ 0 that lead to:

j
!
: e
! ¼ V

!
N þ V

!
cN �∇N ¼ 0 or V

!
cN ¼ ∇N

Since V
!

c ¼ V
!

c 0;Vcð Þ, then finally

VcN ¼ ∂N=∂y (30.91)

The dimensionless Dirichlet boundary conditions of temperature at the bottom

and top walls are

at y ¼ 0 : T ¼ T
b
and at y ¼ 1 : T ¼ T

t
(30.92)

Two main convection mechanisms govern our system: convection generated by

temperature, which is strongest when the thermal gradient is against the gravity,

and convection created by mobile algae (bioconvection). The amplitude of

bioconvection is enhanced when algal speed Vc increases, and converges with
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thermal convection under flux constant conditions when Vc approaches zero [57,

58]. Hence, algal Rayleigh number, Rab denotes the capacity of the cell to generate
bioconvection, while thermal Rayleigh number, RaT represents the intensity of

thermal factor on the whole system. The model simplifies to pure thermal double-

diffusion model if the algae is assumed immobile (Vc ¼ 0), that means just inter-

action of “solute” cells of algae and temperature diffusivities. When growth rate

neglected (λ ¼ 0), the system becomes bioconvection with double-diffusion. In

choosing the gravitaxis cue for algal population, i.e., V
!

c ¼ V
!

c 0;Vcð Þ, the model is

simplified for the algae behavior.

30.4.2 Numerical Approach

The control volume method [59] is employed to solve the governing equations

(systems 30.78–30.80 and 30.81–30.83) with staggered grids. A numerical code

was built based on this approach. The stream function is calculated on one set of

nodes while the concentration and temperature are calculated on another set of

nodes. The discretized equations are derived using central differences for spatial
derivatives and backward differences for time derivatives. The method PDMA

(Penta-Diagonal Matrix Algorithms) are used to solve the system of algebraic

equations. And it is considered that convergence is reached when

f mþ1
i; j

� f m
i; j










max f m
i; j










� ε (30.93)

where f corresponds to the variables (ψ,N,T), ε stands for the tolerance, m is the

iteration number, and i, j denote the grid points. To check the grid independence of

the solutions, the grid was varied from 21x21 to 81x 81 nodes (for F ¼ 1) and from
21x41 to 41x81 nodes ( for F ¼ 1 and 4). We adopt the grid for which the variations

in the solution were less than 10�4. The results presented in following sections are

obtained with grids of 61 � 61 nodes for square enclosures (F ¼ 1), and with

41x61 nodes for rectangular enclosures (F ¼ 4), in conjunction with a time step,

Δt ¼ 0.0001 and a convergence tolerance, ε ¼ 10�6. For the algebraic nonlinear

growth rate term, the linearization scheme of Patankar [59] is used.

30.4.3 Results and Discussions

The solutions are distinguished into two cases as follows.
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In Case of Algal Growth Rate Negligible, λ ¼ 0

The system is under the mechanism of the gravitactic bioconvection with

double-diffusion. The onset of the pattern can be determined by the linear stability

analysis [58, 60].

Stability Diagrams and Critical Regimes

The onset of double diffusion convection caused by gravitactic algal cells and

thermal effects is obtained by the linear stability analysis. The diagrams showing

the critical Rayleigh number, Rab versus wave number, k, and as a function of

thermal critical Rayleigh number, RaT. From an analysis for an infinite layer, the

relationships between governing parameters RaT, Rab and Vc are presented in

Fig. 30.18a, b. It should be noted that the critical Rayleigh number, Rab for the

Fig. 30.18 (a) Stability diagrams for Vc ¼ 0.01 (left) and Vc ¼ 5 (right), fluid layer heated from

above and below. (b) Stability diagrams for Vc ¼ 5, porous layer heated from below (left) and
from above (right)
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onset of stationary convection does not depend on the Lewis number Le. Therefore,
only the results obtained with Le ¼ 1 are shown here. Two cases of thermal

gradients are considered: heated from below (with positive RaT) and heated from

above (with negative RaT). Figure 30.18a shows the critical Rayleigh number, Rab
and RaT versus wave number, k in the fluid medium for two values of Vc ¼ 0.01 and

5, respectively. It can be observed that when the critical bio Rayleigh number, Rab
as a function of the wave number, k with minima occurred at a critical wave

number, kcr. When the system is heated from below (positive RaT), there exists a

destabilization of the convection motion created by algae swimming, i.e., the

thermal effect decreases the critical value of Rab. Figure 30.18b shows the stability
diagrams for Vc ¼ 5, porous layer heated from below (left) and from above (right).

The mechanism in the whole system, fluid or porous, is convectively additive by

thermal effect and algae mobility effect. It can be seen that when RaT reaches the
critical value of pure thermal convection system (Benard convection) with RaT
¼ 1,706 ( fluid layer) and 39.9 (porous layer), the value of Rab becomes zero. The

system is then purely governed by thermal convection. In the case of heating from

above, the critical Rayleigh number, Rab increases with RaT, meaning that thermal

effects now tend to stabilize the system.

Supercritical States

Our analysis are conducted via the Hoft bifurcation curves of flow regimes by

simulation experiments to verify critical Rayleigh numbers for the onset of spatio-

temporal pattern predicted by linear stability, and to exploit steady supercritical

regimes (regimes above the critical one), both focusing on the predicted impacts of

thermal stratification on algae-hydrodynamic processes. Hydrodynamic processes,

or flow regimes, are represented by the streamlines traced from the stream function,

ψ . This dimensionless function denotes the path of a fluid particle. In our analysis,

streamlines reveal the path of algae and/or temperature trajectories in a flow field

where temperature and algae interact. The intensity of stream function reflects the

importance of hydrodynamic processes (the stronger value of ψ , the higher hydro-
dynamic effect). All our analyses rely on a number assumptions related to all six

parameters governing the fluid system: Sc, Rab, RaT, Vc, Le, and λ, and five

parameters for the porous one: Rab, RaT, Vc, Le, and λ. The Schmidt number, Sc
is set to 7 as a constant because the ratio between viscosity and thermal diffusivity

has no particular effect on the pattern in the laminar regime if the water is the

considered medium.

The choice of some representative values of dimensionless algae velocity herein

for the stability analysis in all simulations can be explained by the fact that a

universal stability curve (not shown here) was obtained by a normalization based on

length scale Dc/Vc
* for the velocity greater than 1 instead of the length scale, H for

Vc < 1, for both porous and fluid medium [58, 60]. Biological and physical

interactions of the system are then governed by the remaining parameters: Rab,
RaT, Le (and λ, if treated the coupling effect of growth rate). Interrelationships
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between these four parameters at fixed values of Vc and Sc can then be understood

from their effects on the spatial temporal variablesψ , N, T. For development of

convection state beyond the critical threshold, a 2D fluid media is studied under

thermal stratification with dimensionless length L ¼ 4, corresponding to an “infi-

nite” space for the qualitative description of fingering patterns [61]. An assumption

of “infinite” space for L � 4 was used for the sake of simplicity, but it can be

violated in natural systems with the modification of multiple biological and physi-

cal factors with increasing length [62, 63].

• Temperature of the bottom is greater than temperature of the top (Tb > Tt;
RaT > 0): The medium is heated from below, the vector of temperature gradient

is opposite to the gravity vector and the thermal Rayleigh number RaT is

positive. In natural systems, this situation can be observed in certain geothermal

areas [64]. Physical implications of RaT > 0 can be understood under one of

three scenarios: (i) RaT < RaTcritical, (ii) RaT very near RaTcritical, and (iii) RaT
> RaTcritical. The critical Rayleigh number, RaTcritical caused by temperature is

around 1,706 for fluid medium and 39.9 for porous layer for this geometrical

configuration with Dirichlet conditions. For the sub-case (i), there is no thermal

convection and flow regime in the system is only governed by bioconvection.

For the sub-case (ii), thermal convection starts contributing to the overall

convection mechanism. In the sub-case (iii), when RaT is sufficiently superior

to RaTcritical (supercritical state), the flow regime becomes more convective (ψ
stronger) due to the two additive convective operating at the same time:

bioconvection and thermoconvection (additive convection pattern). Fig. 30.19a

on the left shows the bifurcation curves ψ vs Rab under the effect of RaT ¼ 2,500

with two swimming speeds Vc ¼ 0.01 and 5 in the fluid layer. The value of

ψ ¼ 2.57 in Fig. 30.19a on the left is actually the thermal convection value

obtained by the heated from below condition RaT ¼ 2,500 when Rab ¼ 0

(Vc ¼ 0 or n ¼ 0). If Rab is increased (or if RaT >2,500), the convective motion

is more solicited, and the value of ψ in this case becomes certainly greater than

2.57 as illustrated in the bifurcation curves. In the porous layer, Fig. 30.19b on

the left side shows the bifurcation curves ψ vs Rab under the effect of different
RaT with swimming speeds Vc ¼ 5. From Fig. 30.19b, it is shown that there

exists a subcritical regime.

• Temperature of the top is greater than temperature of the bottom (Tb < Tt;
RaT < 0): Most natural systems with thermoclines correspond to this case where

the fluid is heated from above. The vector of temperature gradient is in the same

direction as the gravity vector and the thermal Rayleigh number RaT is negative.
In this case, because of heating from above, the Rayleigh Benard convection

theory predicted no thermal convection, and algae motion convection

(bioconvection) is then the only mechanism that governs the system [60].

However, temperature can have an important stabilizing effect on the convection

generated by algae motion via Rab. Fig. 30.19a on the right shows the bifurcation
curves ψ vs Rab under the effect of RaT ¼ �1,000 with two swimming speeds

Vc ¼ 0.01 and 5. In the curve of Vc ¼ 5, one can observe the subcritical flow
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regime at Rayleigh numbers below the supercritical threshold, meaning that the

bifurcation curve in the case of high swimming speed, for example Vc ¼ 5 is not

reversible. That defines the unstable zone near the threshold. The same observa-

tion is made for the porous medium in Fig. 30.19b.

Oscillatory State

One particular aspect of algal pattern formation one can expect to observe in the

model and natural systems is the spatiotemporal oscillation regime. This oscillatory

state may be established within a system with negative thermal Rayleigh due to the

double molecular diffusion mechanisms in which the diffusivity of heat is less than

the diffusivity of algae (Lewis number, Le 	 1). This oscillatory state is

characterized by the intensity of the motion (represented by the ψ amplitude) and

the period of oscillation with corresponding oscillation curves of algal density N for

porous and fluid media (Fig. 30.20a, b). Oscillations of ψ and N are sustained

because of the physical interference between two molecular diffusivities (thermal

Fig. 30.19 (a) Bifurcation curves (supercritical states) for the fluid layer, heated from below (left)
and from above (right). (b) Bifurcation curves (supercritical states) for porous cavity F ¼ π/kc,
Vc ¼ 5. Left: Le ¼ 1 and various RaT; Right: RaT ¼ �50, various Lewis numbers
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and algal). These results predict conditions in experimental or natural algal

populations under which the path of fluid particles and of algal organisms could

be oscillating (Fig. 30.21a). Under the same conditions of RaT and Rab, the

oscillations become weaker and even disappear as Vc increases (Fig. 30.21b).

In Case of Algal Growth Rate λ 6¼ 0

When the time scale is much larger, the biological convective pattern generated by

algal motion can disappear or be transformed under nonlinear different pattern

forms. In fact, in a time scale of minutes to hours, the gravitactic mechanism of

some species can create the bioconvection pattern. The time scale for the birth and

death processes accounted in the logistic term is generally understood much larger

than that of bioconvection process. However, in some species, there is an interfacial

status where the growth and death could happen in the same time with the

gravitactic process. Some laboratory experiences have shown that for the protozoan

Tetrahymena pyriformis, there are two processes, which could happen, in the same

Fig. 30.20 (a) Oscillation state for fluid square space, heated from above, Le ¼ 0.1, Rab
¼ 5,000, RaT ¼ �20,000, λ ¼ 0, Vc ¼ 0.01. (b) Oscillation state for porous square space, heated
from above, Le ¼ 0.1, Rab ¼ 50, RaT ¼ �15, λ ¼ 0, Vc ¼ 0.1 (left) and Vc ¼ 2 (right)
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scale of time [63, 65]. It is assumed that bioconvection affects culture growth and

vice-versa. That leads to two following reflections:

1. In general cases, the bioconvection time scale is in minutes, much shorter than

time scale of growth in the algal cultures. The first approach is then growth in

number density could be incorporated as a slow parametric change in the

bioconvection equations, and similarly the bioconvective pattern would allow

a modeling of the effect on nutrient uptake and hence growth.

2. However, by experiments with the protozoan species Tetrahymena pyriformis, it
is recognized that there exists an intermediate period where the cells divide

themselves and continue in the same time to move up gravitacticly. More

precisely, the life cycle of Tetrahymena pyriformis is around 2 h for a new

generation [66], and the bioconvection pattern observed is in the rank of 0.5–3 h

[63]. The second approach is to couple the growth rate in population and taxis

effects, i.e., which may create bioconvection in a short scale of time (0.5–3 h).

The coupling according to our opinion is possible and makes sense because there

exists anyway in the nature different intermediate periods where the time scale

for mobility overlaps the time scale of growth and death processes.

The coupling possibility of the growth rate in population and gravitaxis effects,
which may create bioconvection, may exist in the nature at intermediate periods

where the time scale for mobility overlaps the time scale of growth and death

processes. Under the additive convection scenario, increasing growth rate of algae

can damp their hydrodynamic process. The bifurcation curves (Fig. 30.22) show

that when Rab increases (i.e., algal swimming speed or density increases according

to Eqs. (30.87 and 30.89), the hydrodynamic process may also increase.

Regarding the influence of the thermal diffusivity/algal diffusivity ratio (Le) for
this scenario RaT > 0, it is shown that in algal population with a fixed density and

swimming speed, if algae diffuse faster than the temperature (algal diffusivity

greater than thermal diffusivity), they may generate a strong hydrodynamic process

Fig. 30.21 (a) Left: Oscillation case at different time in one cycle in the square fluid space. The

signs “+” and “�”stand for the rotation direction of steady state convection. Above: streamlines.

Below: algal iso-density. (b) Right: Oscillation state (ψ versus t) in the heated from above case in a
fluid square space with Le ¼ 0.1, RaN ¼ 5,000, RaT ¼ �20,000 and λ ¼ 0, Vc ¼ 0.05

590 I. Yildiz et al.



in the medium. The flow regime is hence more convected. For more details of the

effects of this ratio, readers are referred to Nguyen-Quang et al. [60]. The increasing

swimming speed of algal cells can reinforce generated hydrodynamic consequences

(stronger ψ amplitude as shown in Fig. 30.23) while the increasing growth rate

could diminish this convective tendency. The interactive effects between Vc and λ
are actually very complex and need further studies in the future.

30.4.4 Concluding Remarks

In porous or fluid systems where temperature and algal motility can both result in

hydrodynamic patterns, strong interactions were found between thermal and popu-

lation processes on hydrodynamic processes and on the spatial distribution of algae.

Fig. 30.23 Bifurcation

curves ψ versus Rab for the
case porous layer heated
from below with RaT ¼ 50,

Vc ¼ 1, Le ¼ 1

Fig. 30.22 Bifurcation curves ψ versus Rab for the case heated from below with RaT ¼ 2,500,

Vc ¼ 0.01, Le ¼ 1 (Left, fluid layer) and for RaT ¼ 50, Vc ¼ 1, Le ¼ 1 (Right, porous layer)
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In the case of upper layer temperature less than the lower layer one (RaT > 0):

when RaT was smaller than the critical value RaTcr 
 1,706 for fluid medium and

RaTcr 
 39.9 for porous medium, there was no significant effect of temperature on

the algal hydrodynamic processes because the thermal convection state was

prevented (temperature was at diffusion state). In contrast, when RaT > RaTcr
(supercritical state), thermal convection appeared and the effects of temperature

on algal population were stronger. Temperature gradient then played a destabilizing

role on hydrodynamic processes. The convection state in the system is additive

because there were two concurrent mechanisms, one from suspended motile algal

and the other from temperature. Spatial distribution of algae was driven by this

additive convection. When the upper layer temperature higher than the bottom layer

(RaT < 0), then bioconvection emerging from algal motion was the only operating

convection mechanism (no thermal convection). The temperature gradient in this

case played a stabilizing role on bioconvection intensity, which also depended on

algal velocity and diffusivity ratio. It is underlined that thermal effects can create a

subcritical regime for emerging bioconvection with the high swimming speed.

A particular feature of hydrodynamic process observed in the heating from

above case (RaT < 0) was the oscillation state caused the molecular double-

diffusion under well-defined physico-biological conditions: when the suspended

cells (disturbing factor) diffused faster than temperature (stabilizing factor, i.e.,

Le 	 1). While the oscillation regime and the formation of spatiotemporal algal

patterns can be sustained under some combinations of governing parameters of RaT
and Rab, it can also be damped by increasing growth rate and at higher swimming

speeds of algae. This study provides a first attempt to explicitly couple biological

and physical processes at the scale of algal organisms to predict larger scale algal

and fluid dynamics. Our results revealed the interaction between algae demography

and motion through their effect on bioconvection, with important implications for

natural algal populations. In both cases of thermal stratification studied here,

increasing algal growth rate weakened the convection state and played a stabilizing

role. Although the pertinent observation in the nature is not realized yet, laboratory

experiments with protozoan species Tetrahymena pyriformis clearly show that they

never stop moving gravitacticly even when they are growing and dividing. It was

also observed that bioconvection pattern of T. pyriformis occurs during their death

and birth time scale [63].

30.5 The Relationships Between Nutrient Input, Algal

and Herbivore Densities in Motion

The dynamics of the relationship between nutrient supply and algal density cannot

be adequately explored by a simple model when nonlinear relationships exist,

especially, when the system of algae–nutrient or herbivore–algae possess a taxis
behavior (movement per se) as mentioned above. This section deals with the
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relationship between algae–nutrient or herbivore–algae using the predator–prey

modeling approach. The model suggested in this study is based on classical

Lotka–Volterra system in which the predator and prey diffusions and their taxis

behaviors are considered.

30.5.1 Background and Fundamental Aspects

The Lotka–Volterra model [67, 68], hereafter denoted by LV, describes the inter-

action between preys and predators in ecosystems and assumes that interaction

parameters involved between different species in a fixed habitat are constant. This

classical model is mathematically conservative and exhibits neutrally stable

dynamics [69]. This shows that both species of predator and prey can coexist

with the population densities regularly oscillating in time. The model also predicts

that in the absence of the predator, the prey density will grow without limit,

contrary to what has been observed in realistic predator–prey ecosystems. The

actual existence of cyclic variation between predator and prey organisms is first

shown by Gause [70], and it is shown that in reality, the interacting parameters are

not constant like in the original assumption. This investigator also observed that at

low prey densities, some prey could escape when their predators cannot find them.

To make the original model more realistic clearly necessitated integration of

behavioral details with population dynamics [71] and then Bazykin [72] added

the predator saturation and predator competition terms to improve the classical LV

model. Some other assumptions in which random variability is considered, with or

without the prey self-competition term are also made [73, 75, 87]. Singular point

analysis and linear approximation methods are applied by Curds [76] to a similar

culture system and predicted that they are (1) a stable limit cycle variation (2) a

damped oscillatory variation, and (3) non-oscillation variation which asymptoti-
cally approached constant or steady state values. These methods of prediction are

tested and confirmed by a computer-simulation study [77] that developed a mathe-

matical and numerical model describing the growth of two microorganisms, one

preying upon the other, in a completely mixed single-stage continuous-culture

reactor. His numerical results are validated by an experimental study on the living

system of the predator–prey couple: ciliate Tetrahymena pyriformis and bacterium

Klebsiella aerogenes [77].
The diffusion effects in the LV model are introduced by McLaughlin and

Roughgarden [78]. Dispersal of predators and prey is well taken into account in

their study, both as a potentially stabilizing mechanism and as a means to generate

or maintain spatial heterogeneity in species distributions [78]. Introducing a hierar-

chy of scales to the spatially heterogeneous LV diffusion model, they have

concluded that different scales of predator and prey dispersal do not stabilize the

interaction [78]. Their model predicts that, for prey populations that are limited by

widely ranging predators, species with low dispersal ability should be restricted to

discrete high-density patches. However, species with greater mobility should be

30 Algae, Biofuels, and Modeling 593



more uniformly distributed at lower density [78]. In fact, a particular characteristic

feature of such living system of predator–prey is the ability to respond to changes in

the environment. Because of various undesirable factors, which arise due to eco-

logical and environmental gradients in natural habitats, the tendency of the species

is to migrate from unfavorable to favorable regions for their survival. As migration

of the species plays an important role in the evolution of the species, its effects

should be taken into account in prey–predator models. In general, migration of the

species can be studied by identifying it with convective and dispersive processes.

The migration could happen by external flows ( forced advection) by winds, flows

and streams, etc., or by themselves. Taxis is actually one of the simplest responses

of movement of individuals towards (or away from) the stimuli.

From a laboratory experimental approach, taxis appearing in predator–prey

interactions is also observed. These are cyclic population data for a case where

Paramecium aurelia served as a host organism for Woodruffia metabolica [80];

bacterium Klebsiella aerogenes and its predator protozoa Tetrahymena pyriformis
[77]; bacterium Pseudomonas fluorescens with predator Tetrahymena pyriformis
[81], or the classical predator–prey pair Paramecium aurelia and Didinium
nasutum, etc. In terms of the modeling approach, a model for population system

is described by the “reaction-taxis-diffusion” [82], and they have shown that the

intensity of taxis is significantly dependent on population density. According to

them, the taxis behavior can have a stabilizing effect on the dynamics of a spatially
distributed population and create appropriate conditions for the potential existence

of populations in the regime of bounded spatial oscillations. Using the example of

the copepod–microalgae community, a minimal conceptual model of the

predator–prey system dynamics with taxis behavior is developed by Comins and

Blatt [83]. According to these researchers, this model in which the taxis term is

determined by predator satiety proves the most suitable for describing the harpacti-
coid–diatom dynamics.

The introduction of the taxis term makes the system of equations become

physically equivalent to a “convective migration system.” The effects of convective

and dispersive migration due to environmental and ecological gradients have been

discussed on the two species systems with mutualistic interactions [55, 84, 85]. In

particular, Nallaswamy and Shukla [84] discuses the dynamics of prey–predator

association on a spatially nonuniform habitat by means of a biased dispersal and

observed that the effect of asymmetry in dispersal is to stabilize the otherwise stable

LV model. They have concluded that the stabilizing effect is not only produced by

dispersal, but may also be caused by ecological variation. Under the restriction that

the ratio of convective velocity to dispersal coefficient is the same for both species,

McMurtrie [85] has shown that convective migration has a stabilizing effect on the

equilibrium state of the system in a finite habitat and the degree of stability

increases with convective velocities. It should be noted that no attempt has been

made to study such effects on the stability of systems of interacting species without

any restriction on convective velocities.

In this part, the effects of a taxis behavior on the predator–prey population

distribution is numerically investigated. The reasons for using classical LV model
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are: (1) this is the simplest predator–prey model available; (2) it contains no

complex regulatory mechanisms that might obscure the effects of environmental

variation; (3) the behavior of LV model is well known, so any change due to taxis
term might be apparent. The taxis behavior appears under the simplest form: the

velocity term has one non-zero component, while other components being zero.

That means in the 1D model, V
!
N
� ¼ VN (dimensional moving speed of prey) or

V
!
P
� ¼ VP (dimensional moving speed of predator), taxis is just one directional

motion. This kind of taxis could be found, for example, in the Tetrahymena
populations and named gravitaxis [63]. The model suggested here is the classical

LV system in a constant environment, and besides the passive diffusion (random
mobility) of the prey and predators in the model, the “taxis term” is added in the

model to present the “active dispersal” of species. That means, it is assumed that

individuals move actively, but not only randomly in space, unaffected by currents,

crosswinds or each other, but also by their collective behavior towards a stimuli
source. Our suggested model is actually under the reaction-taxis-diffusion type and
will treat space as an explicit and continuous variable (spatiotemporal). Many kinds

of dispersal and passive diffusion have been analyzed by using this type of

continuous space models [78, 79, 86]. Through the numerical simulation results,

we will discuss the other important feature: effects of boundary conditions on

prey–predator persistence/stability.

30.5.2 Mathematical Formulation

Assuming that prey and predator dimensional population densities N*, P* respec-

tively; V
!�

N; V
!�

P are the taxis behavior of prey and of predator. In the following

section, the “asterisked” variables are the dimensional quantities while “non

asterisked” variables are the dimensionless ones. Others parameters can be found

in the “Nomenclature.”

Dimensional Governing Equations

The classical LV model is described as follows:

dN�

dt�
¼ rN� � αNPN

�P� prey equation (30.94)

dP�

dt�
¼ αPNN

�P� � βP� predator equation (30.95)
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By integrating the diffusion and taxis behavior into the above system, the general

form of the predator–prey system was obtained as follows:

∂N�

∂t�
þ∇ V

!�
NN

�
� 	

¼ DN∇2N� þ rN� � αNPN
�P� prey equation (30.96a)

∂P�

∂t�
þ∇ V

!�
PP

�
� 	

¼ DP∇2P� þ αPNN
�P� � βP� predator equation (30.96b)

By introducing the following dimensionless parameters into Eqs. (30.96a)

and (30.96b):

x ¼ x�

L
; y ¼ y�

L
; t ¼ DP

L2
t�; D ¼ DN

DP
(30.97)

N ¼ αNP
r

N�; P ¼ αPN
r

P�; V
!

N ¼ V
!�

NL

DP
; V
!

P ¼ V
!�

PL

DP
(30.98)

The dimensionless governing equations are then obtained as follows:

∂N
∂t

þ∇ V
!

NN
� �

¼ D∇2N þ dN � aNP (30.99)

∂P
∂t

þ∇ V
!

PP
� �

¼ ∇2Pþ bNP� cP (30.100)

where there are the presence of governing parameters of the system:

a ¼ αNPrL
2

αPNDP
b ¼ αPNrL

2

DP
c ¼ βL2

DP
d ¼ rL2

DP
(30.101)

Boundary Conditions

The zero density flux conditions are applied at the boundaries for both models. At
x ¼ 0.1 (i.e., x* ¼ 0, L ):

j
!
N ¼ � D∇N � V

!
NN

� �
¼ 0 (30.102)

j
!
P ¼ � ∇P� V

!
PP

� �
¼ 0 (30.103)

30.5.3 Results and Discussions

The same numerical approach as in the previous part is used to solve the coupling

equations above (Eqs. 30.99–30.103). The calculating field is 1D medium.
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To check the grid independence of the solutions, the grid is varied from 21 to 61.

The results presented herein are obtained with grids of 41 nodes, in conjunction

with a time step, Δt ¼ 0.001 and a convergence tolerance, ε ¼ 10�6.

The starting point (initial conditions) for predator and prey for both models is

(P, N) ¼ (0.5; 05). Fig. 30.24 shows the equilibrium point corresponding to

(0.5; 0.5) and limit cycle of the classical system LV without V
!

N and V
!

P , and

with positive nondimensional constants a ¼ 1, b ¼ 0.5, c ¼ 0.5, and d ¼ 0.9.
Canale [75] and Cai and Lin [88] have actually used these dimensionless

parameters at which the prey and predator populations vary periodically in time,

along a path in the phase plane (N–P plane), depending only on the initial states

of N and P.

Taxis Behavior Effect via Predator or Prey Motion on System

When the prey or predator is in motion V
!

P 6¼ 0 or V
!

N 6¼ 0
� �

, the system is

affected by a taxis behavior. Figs. 30.25 and 30.26 show the results for predator

moving case V
!

P 6¼ 0
� �

with various values ofV
!

P ¼ 1 and 10. With the same value

of the constant parameters for classical model, Fig. 30.25 depicts a trajectory of a

system predator–prey with taxis behavior V
!

P ¼ 1 while Fig. 30.26 for V
!

P ¼ 10.

The motions of the considered system began all from the point (0.5; 0.5). We can

observe that the system moves around the stable equilibrium state with decreasing

amplitude, and finally “reaches” the equilibrium state. The degree of decreasing

amplitude depends clearly on the value of V
!

P : the stronger V
!

P , the stronger

Fig. 30.24 Limit cycle (right) and temporal evolution (left) of predator and prey density in the

classical LV model, positive nondimensional constants a ¼ 1, b ¼ 0.5, c ¼ 0.5, d ¼ 0.9, initial

conditions of (N�P) ¼ (0.5; 0.5) [75, 88]
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decreasing amplitude, i.e., the faster stability reaching. By comparing the system

with taxis behavior and the classical LV system (i.e., comparing Figs. 30.25 and

30.26 to Fig. 30.24), we can see that the taxis plays a dissipation role, term used

by Cai and Lin [88] to the original system, and it changes a periodic trajectory
of prey and predator populations into the final state of a single stable point.

This dissipating role depends strongly on the value of V
!

P: the higher value of V
!

P

, the more significant dissipating effect, and the system goes then to and moves

around the stability point clearer. With the presence of taxis term, oscillations are

damped (Figs. 30.25 and 30.26, right). These oscillations become more damped

when the speed of motion is higher.

The same characteristic of dissipating role and damped oscillations is exactly

reproduced for the prey in motion V
!

N ¼ 1 and 10 (Figs. 30.27 and 30.28).

Fig. 30.26 Limit cycles (right) and temporal evolution (left) of predator and prey density, a ¼ 1,

b ¼ 0.5, c ¼ 0.5, and d ¼ 0.9; predator in motion VP ¼ 10 and D ¼ 1

Fig. 30.25 Limit cycles (right) and temporal evolution (left) of predator/prey density in the

system, predator in motion VP ¼ 1 and ratio of dispersion D ¼ 1
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However, it should be noted that the amplitudes created by prey movement are

quantitatively smaller than the one created by predator movement with the same

value of motion speed (Figs. 30.26 and 30.28).

Threshold and Stability Points

When V
!

P and V
!

N get a non-zero value, even very small, the system has a tendency

to be stabilized, oscillations are slightly damped. Since the governing system of

equations is highly nonlinear (coupled system of differential and algebraic

Fig. 30.28 Limit cycles (right) and temporal evolution (left) of predator and prey density, prey in
motion VN ¼ 10 and D ¼ 1

Fig. 30.27 Limit cycles (right) and temporal evolution (left) of predator and prey density, prey in
motion VN ¼ 1 and D ¼ 1
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equations), analytical solutions for stability are impossible. There are some authors

tried to solve analytically the stability analysis in some specific cases. However,

their conclusions are still very controversial, depending on the boundary condition

situations (see discussion next about boundary conditions). Simulations may be

providing us more general results numerically, which satisfy both the governing

system of equations and the implied boundary conditions. For example, in realizing

many numerical simulations, we can show that even with very small motion of prey

or predator, the system gets immediately the tendency to go to a stable situation.

However, time to reach a stability point is dependent on different factors: prey
speed, predator speed, dispersion coefficient D, etc. The system for the case in

Fig. 30.26 V
!

P ¼ 10, D ¼ 1
� �

tends to a stability point (P; N) ¼ (1.282; 1.241)

when the simulation time reaches the value of 12 (dimensionless time) or higher.

With the same simulation process for the case in Fig. 30.28, a stability point is

obtained around (P; N) ¼ (0.822; 1.037). For the case of V
!

N ¼ 10,D ¼ 0:1
� �

(Fig. 30.32, right, and Fig. 30.34), the stability point was (P; N) ¼ (1.789; 1.02).

Coupling Effects of Diffusion and Taxis Behavior

The findings proves that, with the presence of the ratio D when the taxis speed is

zero (no taxis behavior,V
!

P ¼ V
!

N ¼ 0), there is no particular phenomenon occurred

in the system. The same conclusion is made by McLaughlin and Roughgarden [78]

saying that diffusion has no influence on the classical LV model. However, when

taxis are present, the diffusion will make more sense. Figure 30.29 shows the

relationships of predator–prey in the case of D ¼ 0.1 (DP ¼ 10DN, i.e., predators

Fig. 30.29 Effects of the taxis behavior on the limit cycles with dispersion ratioD ¼ 0.1, predator

in motion VP ¼ 1 and 5 (left) prey in motion VN ¼ 0.1 and 1 (right)
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diffuse ten times faster than prey) under two different speeds of predator V
!

P ¼ 1, 5

and of prey V
!

N ¼ 0:1, 1.
Figure 30.29 shows that the dissipating effect of taxis on the limit cycle form

depends on the amplitude of movement velocity. The faster predator or prey moves,

the quicker system goes to the equilibrium point and moves around this point with a

decreasing amplitude. Damped oscillations from Figs. 30.30 and 30.31 for these

cases prove that the dependence on taxis velocity is very significant. Figures 30.30

and 30.31 show that the system stability is more sensible with prey movement than

predator one: i.e., for the same dispersion D ¼ 0.1, the steady state of the system is

already well established when the prey speed V
!

N ¼ 1, versus the case of predator

Fig. 30.30 Temporal evolution of the predator (right) and prey densities (left), predator in motion

VP ¼ 1 and 5 with D ¼ 0.1

Fig. 30.31 Temporal evolution of the predator (right) and prey densities (left), prey in motion

VN ¼ 1 and 5 with D ¼ 0.1

30 Algae, Biofuels, and Modeling 601



speed V
!

P ¼ 5. Coupling effects of taxis and dispersion are more highlighted in

Figs. 30.32, 30.33, and 30.34. When the movement of predator or prey took a value

of 1 (Fig. 30.32), any variation of dispersion coefficient D < 1 lead to significant

changes of the stability. More precisely, the smaller D (predator diffuses faster than

prey), the stronger dissipating system and the more damped oscillation status for

both cases of predator or prey movement. However, again, it is found that the

system of prey movement is more sensitive than the system of predator movement

(Figs. 30.32–30.34).

Fig. 30.32 Effects of dispersion ratio D on the limit cycles, predator in motion VP ¼ 1 (left) and
prey in motion VN ¼ 1 (right)

Fig. 30.33 Temporal evolution of the predator (right) and prey densities (left), predator in motion

VP ¼ 1; D ¼ 0.01 and 0.1
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Boundary Conditions

In this study, the zero flux boundary conditions (BC), that is, the naturalized

conditions for species in the enclosure are adopted. The solution given by numerical

procedure satisfies evidently governing system of equations and the BC. By analyt-

ical linear analysis stability in 1D problem, McMurtrie [85] also showed that in

finite and semi-finite habitats under flux and reservoir boundary conditions, the

effects of dispersive and convective were significant. Precisely, according to these

researchers, in the case of no convective migration, the stable equilibrium state

always remains stable with dispersal under flux and reservoir boundary conditions.

In the case of finite habitat, they pointed out analytically that the degree of stability

increases with dispersal coefficients of the species in absence of convective migra-

tion. The effect of convective term herein (i.e., taxis term) of the species is to

stabilize the equilibrium state and the degree of stability increases as taxis behavior

increases: this conclusion fits well with the analytical findings of McMurtrie [85]

for convective migration term (whatever boundary conditions). Another type of

BC: periodic boundary conditions could also be suggested for the system, espe-

cially when the species in infinite habitat. However, this kind of conditions is out of

the objective of study. We hope to address this problem in another future study.

Side-conditions in the system of species interactions with diffusion is introduced by

Hadeler [55] and it is concluded that a side condition, e.g., a population reservoir or

a barrier, leads to standing spatial population waves. It is concluded by McMurtrie

[85] and Shukla et al. [89] that convective migration stabilizes the unstable equi-

librium state of the system in cases of finite and infinite habitat boundary

conditions. Nevertheless, using Liapunov’s direct method [90], shows contrarily

that stability or instability of the equilibrium state of a two interacting species

system is not affected by convective migration under reservoir, finite and infinite

habitats conditions.

Fig. 30.34 Temporal evolution of the predator (right) and prey densities (left), prey in motion
VN ¼ 1; D ¼ 0.5 and 0.1
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Our numerical results presented in this chapter have confirmed that the convec-

tive term stabilize the system with the zero flux BC. An arising question is hence:

what would happen to the system with convective migration (or advective term
of taxis) with heterogeneous BC, e.g., if we introduce the side-conditions for

boundaries? This question will be mentioned and explored further in our near

future studies.

30.5.4 Concluding Remarks

The model suggested in this article is a classical Lotka–Volterra system in a

constant environment with the presence of diffusion (passive dispersion) and taxis

behavior (active dispersion, prey or predator directed movement). In a constant

environment for both models, the diffusion itself has no particular role in the prey or

predator density distribution, and the homogeneous distributions were normally

generated. Nevertheless, this characteristic is strongly modified with the presence of

prey or predator directed movement together with diffusion. Our suggested model

contains a potential damping structure, which depends strongly to the level of this

active, and passive dispersion coupling. The taxis behavior coupling with dispersal

can radically modify the dynamics of migration in the system of predator–prey. The

models present herein two important features: (1) taxis is considered as a simple

mechanism to stabilize the prey–predator system; (2) the coupling effect (disper-
sion + taxis) generates heterogeneous distributions of both species of prey or of

predator even in the homogenous environment. These distributions might either

oscillate with time and space or not. One consequence of this heterogeneity is

increased viability of the predator (or prey) population, compared to the equivalent

homogeneous model without taxis, and hence increased consumption. Although the

similarity of our models with the model of two species interaction in convective

media is well underlined, there are some subtle features due to taxis term to be kept

in mind, for example boundary conditions applied on the system.
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Chapter 31

Assessment of Sewage Sludge Potential

from Municipal Wastewater Treatment

Plants for Sustainable Biogas and Hydrogen

Productions in Turkey

Aysegul Abusoglu, Sinan Demir, and Mehmet Kanoglu

Abstract Being utilized to produce biogas in anaerobic sludge digestion reactors

in wastewater treatment facilities, sludge can also be defined as a carbon neutral

biomass and is an effective resource that can be used in preventing global warming.

On the other hand, hydrogen production from sludge is a highly noteworthy topic

due to hydrogen’s quality of being the clean energy carrier of tomorrow and its

production can be achieved through the fermentation of sludge. In this chapter,

biogas and hydrogen production potentials of the municipal wastewater treatment

facilities in Turkey are evaluated on the basis of sludge generation, and the impact

of the developed hydrogen production models on global warming is set forth.

Keywords Hydrogen production • Sewage sludge • Municipal wastewater treat-

ment • Biohydrogen • Electrolysis process • Dark fermentation • Global warming

• Municipal wastewater treatment plant • Sewage sludge potential • Biogas • Turkey

• Anaerobic sludge digestion • Biomass • Hydrogen • Energy carrier • Fermentation

Nomenclature

Cos tH2
Cost of hydrogen, $

Celectricity Unit cost of electricity, $/kW h

EΔH Equilibrium voltage, V

Ecell Cell voltage, V

ΔG Gibbs free energy, kJ/kmol

ΔGelect,H2O Gibbs free energy of the water, kJ/kmol
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ΔGelect,H2S Gibbs free energy of the hydrogen sulfide, kJ/kmol

ΔH Enthalpy change, kJ/kg

MH2
Molar mass of hydrogen, kg/kmol

wact Actual electricity work, kJ/kg

wmin Minimum electricity work, kJ/kg
_W Work rate, kW h

Greek Symbols

η Thermal efficiency

Δ Change of variables

Acronyms

WWTP Wastewater treatment plant

COD Chemical oxygen demand

31.1 Introduction

Sewage sludge can be obtained after the treatment of municipal sewage by waste-

water treatment plants (WWTPs). Like other urban wastes, sewage sludge may

contain different kinds of pathogens that are infectious for different species of

animals and plants as well as for humans. The origin and nature of organic wastes,

such as different types of sludge, always causes a hygienic risk in storage, collec-

tion, processing, handling, and utilization. Beside this, sludge can be seen as

alternative renewable energy source because of its energy production potential.

There are many sludge management options in terms of production of energy (heat,

electricity, or biofuel) and these options seem to be some of the key treatment steps.

The most important options are anaerobic digestion, co-digestion, incineration in

combination with energy recovery, co-incineration in coal-fired power plants,

co-incineration in combination with organic waste focused on energy recovery,

use as an energy source in the production of cement or building materials, pyrolysis,

gasification, supercritical (wet) oxidation, hydrolysis at high temperature, produc-

tion of hydrogen, acetone, butanol, or ethanol, and direct generation of electrical

energy by means of specific microorganisms [1].

Many researchers have focused on the anaerobic digestion process due to its

importance and utility inWWTPs [2–8]. Anaerobic digestion of sewage sludge is an

established technology for environmental protection through the wastewater treat-

ment, and it takes place with the absence of oxygen. The end product is biogas, a

mixture of methane, carbon dioxide, and hydrogen sulfur; a useful renewable energy

source [9]. This biogas can be used as a fuel for power production in WWTPs.
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Hydrogen is considered as a clean and high-quality energy carrier, since its

combustion only produces water as a by-product. Electricity produced from the

WWTP’s cogeneration facilities can be used as energy input for the installed water

electrolysis unit, which then produces hydrogen. This hydrogen production method

in which biogas is used as a renewable energy source is a completely eco-friendly

and green process. The importance of electricity obtained from renewable energy

sources increases in the production of hydrogen [10]. In the literature some

scientists have focused on fermentative hydrogen production from sewage sludge

in WWTPs [11–14]. In part, this is because fermentative hydrogen production is

more cost-effective, since sludge is a free by-product. Also, the electricity demand

for hydrogen production via fermentation is much lower than other typical electrol-

ysis processes.

This chapter presents a comprehensive study on the sludge, biogas, electricity,

and hydrogen production capacities of the municipal WWTPs for the seven regions

of Turkey. First, an existing municipal WWTP located in the city of Gaziantep,

Turkey, is defined. Then, three hydrogen production models, which consist of high

temperature steam, hydrogen sulfur electrolysis, and dark fermentation process, are

improved. Energy analysis is performed through these models, using the actual

operational data of the plant. The environmental impact of the developed hydrogen

production models on global warming is assessed using three life cycle impact

categories: Global warming, acidification, and eutrophication. Last, by considering

the case study given, the sludge, biogas, and hydrogen production potentials of

Turkey are estimated.

31.2 System Description

Sewage treatment, or domestic wastewater treatment, is the process of removing

contaminants, both effluents and domestic, from wastewater and household sewage.

It includes physical, chemical, and biological processes to remove all hazardous

contaminants. The flow schematic of an existing WWTP is given in Fig. 31.1.

A WWTP is composed of a combination of unit operations and unit processes

designed to reduce certain constituents of wastewater to an acceptable level.

Municipal WWTPs are often divided into primary, secondary, and tertiary

subsystems. The purpose of primary treatment is to remove solid materials from

the incoming wastewater. Secondary treatment usually consists of biological

conversion of dissolved and colloidal organics into a biomass that can be subse-

quently removed by sedimentation. Secondary sludges are usually combined with

primary sludge for further treatment by anaerobic biological processes. Sometimes,

primary and secondary treatment can be accomplished together. In most cases,

secondary treatment of municipal wastewater is sufficient to meet effluent

standards. In some instances, however, additional treatment may be required.

Tertiary treatment most often involves further removal of suspended solids

and/or the removal of nutrients [15].
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The most important process in a WWTP in terms of energy recovery is the

sludge stabilization process, which includes a variety of processes, some biological,

some chemical, and some physical, which may be applied to favorably alter the

physical and chemical characteristics of sludge to improve its dewaterability.

Anaerobic digestion of sludge involves the biological breakdown of a portion of

the solids. The dewaterability of sludge is primarily related to the particle size

distribution, with poor dewatering being associated with a high percentage of small

particles. The destruction of these particles occurs in a two-staged process, in which

the complex organics in waste solids are first broken down to simpler compounds,

notably the short-chain volatile fatty acids [16]. These intermediates are then

further broken down, by a separate group of bacteria, to methane, carbon dioxide

(biogas), and some trace gases of which hydrogen sulfide is the most evident. The

hydrogen sulfide (H2S) is a real subject of concern because of its odors, corrosive-

ness, and hazardous properties. Methane (CH4) is a fuel, and when burned produces

very low emissions of pollutants. Its flue gases contain 2 mol ofH2O for each mol of

CO2. This is the best ratio among the industrial fuels from the global warming

standpoint. This tradeoff is much better than discharging methane directly into the

atmosphere. Biogas which is produced in WWTPs consists of 50–60 % of CH4,

35–40 % of CO2, 1–3 % H2S, and trace amounts of other gases.

GASKI WWTP treats nearly 215,000 m3 per day of domestic wastewater.

The sludge in the reactors are mechanically mixed to ensure better contact between

the organics and the microorganisms. The units are also heated to increase the

metabolic rate of the microorganisms, thus speeding up the digestion process.

The optimum heating temperature in reactors is approximately 35 �C. The activated
sludge loading rate to the reactors is 800–1,200 ton per day with a density of

35–55 g/l. The total volume of reactors is 32,000 m3. At the end of the anaerobic-

activated sludge digestion process, 10,000–18,000 m3 biogas is generated daily

which means approximately 60 % of the organic fraction is converted to gaseous

SLUDGE FLOW LINE

Raw Water Inlet

Coarse and Fine
Screens

Grid and Grease
Removal Tank

Sludge Thickener
Tanks

Primary
Sedimentation Tanks

Aeration Tanks Secondary
Sedimentation Tanks

Sacir River

Sludge Flotation
Tanks

Sludge
Mixing Tank Heat

Exchanger

Anaerobic Sludge
Digester

Biogas Booster

De-Sulphurization
Unit

Sludge
Dewatering

Cogeneration Unit

To The One Site
Power Consume

WATER FLOW LINE

COLD WATER FLOW LINE

HOT WATER FLOW LINE

BIOGAS FLOW LINE

Fig. 31.1 Schematic of an existing municipal WWTP
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end products after a 30 days period. Biogas produced through anaerobic sludge

digestion process is first transferred to desulphurization (DeSOx) unit for lowering

sulfur content to the acceptable legal values. It is then sent to a gas engine for

electricity production. Content of the obtained biogas is presented in Table 31.1.

In the cogeneration unit of GASKIWWTP, two Deutz brand biogas-fed engines are

used. Total electricity and heat generation of the cogeneration unit are 1,000 kWe

and 456.1 kWth, respectively. Components of the exhaust gas as a consequence of

the combustion of biogas in engine are presented in Table 31.2.

31.3 Hydrogen Production Models

Three hydrogen production models are developed for the GASKI WWTP. In the

Model-1 (see Fig. 31.2), a high temperature steam electrolysis process is considered

for hydrogen. In this model, the work demand for the electrolysis system is

provided by the biogas engine powered cogeneration system of GASKI WWTP.

The biogas used as fuel in this cogeneration system is produced by a totally

renewable process which takes place in the anaerobic digestion reactors of the

WWTP. The biogas consumed for 1,000 kW h electricity generation in the existing

cogeneration system is nearly 61 % (0.129 kg/s) of the total biogas produced in the

anaerobic digesters, which is 0.212 kg/s. A small amount of the remaining part

(0.083 kg/s) of the biogas can be used to obtain high temperature steam production

in the boiler, which is 0.025 kg/s. Before the boiling and electrolysis processes, the

water must be purified through a clean water treatment system. The mass flow rate

of the water entering the electrolysis process is taken as 0.09 kg/s. The temperature

and pressure of the steam produced in the boiler are 800 �C and 5 bar, respectively.

In the Model-2 (see Fig. 31.3), a hydrogen sulfide (H2S) electrolysis process is

developed for hydrogen production. Biogas produced by the anaerobic digestion

Table 31.1 The produced

biogas composition in

GASKI WWTP

Content Volumetric values (%)

CH4 60

CO2 37

N2 1.5

H2 0.4

O2 0.6

H2S (2,500–3,000 ppm) 2.5–3.0

Table 31.2 Exhaust gas

composition of biogas engine

for 1 Nm3 biogas combustion

Content Values

CO2 207 g

NOx 400 mg

CO 500 mg

VOC 400 mg

SO2 9.4 mg
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of sludge is mostly methane (up to 60 %). The remaining part is mainly acid

gases, primarily carbon dioxide, with hydrogen sulfide causing the most problems.

When biogas is directly burned as a fuel, engines tend to wear out quickly. To

prevent this, H2S in the biogas is eliminated in a desulfurization unit (DeSOx)

Fig. 31.2 Hydrogen production Model-1

Fig. 31.3 Hydrogen production Model-2
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before the combustion process. Although its presence in the biogas may cause lots

of environmental problems, the energy demand for the electrolysis process of H2S

is lower about 3.25 times than that of the water. In the Model-2, biogas produced by

the anaerobic digestion of sludge in the WWTP is first passed through a hydrogen

sulfide separator and H2S content of it is collected. Biogas with H2S free enters the

cogeneration unit with the same mass flow rate as in the case of Model-1 and

1,000 kWh electricity is produced. The mass flow rate of H2S entering the electrol-

ysis process is 0.0021 kg/s, which can be found theoretically by taking the H2S

content of the biogas produced. In this model, due to the small amount of H2S

collected, the work demand of the electrolysis process is in small quantities

(5.83 kW h for GASKI WWTP case).

In the Model-3 (see Fig. 31.4), a fermentative hydrogen production

(biohydrogen) model is considered. In this process, digested sewage sludge can

be used directly for hydrogen production in the fermentative conditions. In contrast

to anaerobic methane digestion in which the intermediate product hydrogen is

converted to methane, the final product of the dark fermentation process is

hydrogen. An important distinction with anaerobic methane digestion is that in

hydrogen fermentations only hydrogen producing microorganisms are active.

Another essential difference is that complex organic compounds in the feedstock

are converted to simple molecules, not during the digestion process, but rather in a

separate process preceding the fermentation [13]. This pretreatment process is

performed by means of physical or chemical methods. The resulting organic

compounds are converted into hydrogen, acetic acid, and carbon dioxide. In the

Model-3, pretreatment process is applied to the activated sludge to increase hydro-

gen production. The mass flow rate of the sludge before the digestion and fermen-

tation processes in the WWTP is 12.06 kg/s. Since hydrogen produced through dark

fermentation is only 60 % by volume, it must be purified by using a gas separator.

31.4 Energy and Economic Analyses of Hydrogen

Production Models

The minimum work needed for 1 kg hydrogen production by the water and

hydrogen sulfide electrolysis processes can be calculated by following equations:

Fig. 31.4 Hydrogen production Model-3
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wmin, elect ¼ ΔGelect,H2O

MH2

kJ=kgð Þ (31.1)

wmin, elect ¼ ΔGelect,H2S

MH2

kJ=kgð Þ (31.2)

where ΔGelect,H2O and ΔGelect,H2S are the Gibbs free energy (kJ/kmol) of the water

and hydrogen sulfide, respectively andMH2
is themolar mass of hydrogen (kg/kmol).

Thus, the actual work demand can be calculated as

wact, elect ¼ wmin, elect

ηth
kJ=kgð Þ (31.3)

Thermal efficiency of the electrolysis unit can be calculated as [17]

ηth ¼
ΔH

ΔGþ Losses
¼ EΔH

Ecell
(31.4)

where ΔH is the enthalpy change of water decomposition reaction as energy input.

EΔH is the equilibrium voltage and Ecell is the cell voltage which is always between

1.8 and 2.0 V at the current density of 1,000–300 A m�2 in an alkaline water

electrolysis [18]. For the alkaline electrolysis Eq. (31.3) can be rewritten in a simple

form as,

ηth ¼
1:48

Ecell
(31.5)

The cost of hydrogen can be calculated with the following equation:

Cos tH2
¼ Celectricity � _Wdemand (31.6)

where Celectricity is the unit cost of electricity produced by cogeneration unit in

WWTP and it is taken as 0.0893 $/kW h, and _Wdemand is the electricity needed for

the hydrogen production in the developed models as kW h/kg H2.

31.5 Results and Discussion

For the Model-1, the value of Gibbs free energy of steam is 18,519 kJ/kmol at

800 �C. The heat requirement of the boiling process for steam production is

calculated to be 363 kW. Hydrogen produced by Model-1 is calculated as

868.6 kg/day and the actual electricity cost of hydrogen production is found to be

2.47 $/kg H2. By using Eq. (31.3), the thermal efficiency of electrolysis process for

Model-1 is found as 94 %. The thermodynamic data and the results of the energy
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and economic analyses for the Model-1 according to the nomenclature shown in

Fig. 31.2 is given in Table 31.3.

For the Model-2, the value of Gibbs free energy of the hydrogen sulfide is

73,289 kJ/kmol at 25 �C, while Gibbs free energy of water is 237,180 kJ/kmol at

the same temperature for the comparison. As stated previously, the energy demand

for the electrolysis process of H2S is about 3.25 times lower than that of the water at

the present temperature. Biogas produced in WWTP includes nearly 1 % of H2S

and assuming that all of the hydrogen sulfide is collected through by separator, the

mass flow rate of H2S for the electrolysis process is found to be 7.63 kg/day.

Hydrogen produced by Model-2 is calculated as 10.8 kg/day and the actual elec-

tricity cost of hydrogen production is found to be 1.16 $/kg H2. By using Eq. (31.4),

the thermal efficiency of alkaline electrolysis process for Model-2 is found as 78 %.

If hydrogen sulfide presence in the biogas was higher than that of the present case, it

would be possible to produce 79.23 kg of hydrogen in terms of 1,000 kW h work

input to the electrolysis system. The thermodynamic data and the results of the

energy and economic analyses for the Model-2 according to the nomenclature

shown in Fig. 31.3 is given in Table 31.4.

The mass flow rate of the sludge on a dry mass basis for GASKI WWTP is

2,170.8 kg/h. Following Wang et al. [13], the hydrogen yield of sewage sludge with

a dark fermentation process can be up to 0.9 mmol-H2/g on the dry mass basis.

Then, the hydrogen production in GASKI WWTP will be 3.94 kg/h. Applying a

pretreatment process such like acidification before the dark fermentation process,

may increase hydrogen production up to 1.5–2.1 mmol-H2/g on the chemical

oxygen demand (COD) basis. Since the COD value of the sludge for GASKI

WWTP is 65.28 g-COD/l, hydrogen production will be increased to 11.9 kg/h by

incorporating a pretreatment to the dark fermentation processes. Hydrogen pro-

duced by Model-3 is calculated to be 171.4 kg/day with 100 % of H2 by volume and

Table 31.3 Thermodynamic data and results of the energy and economic analyses of Model-1

with respect to the state points in Fig. 31.2.

State no. Property Value

1 Biogas inlet 0.129 (kg/s)

2 Work 1,000 kW h

3 Water 0.09 (kg/s) @25 �C and 1 bar

4 Pure water 0.09 (kg/s) @25 �C and 1 bar

5 Steam 0.09 (kg/s) @800 �C and 5 bar

6 Biogas 0.025 (kg/s)

7 Hydrogen gas 868.6 kg/day

8 Oxygen gas 6,948.8 kg/day

Type of electrolysis: High temperature electrolysis

Efficiency of electrolysis: 94 %

Minimum power consumption of electrolysis: 93,511.4 kJ/kg (25.98 kW h/kg H2)

Actual power consumption of electrolysis: 99,480.2 kJ/kg (27.63 kW h/kg H2)

Cost of electricity: 0.0893 $/kW h

Minimum electricity cost of hydrogen: 2.32 $/kg H2

Actual electricity cost of hydrogen: 2.47 $/kg H2

31 Assessment of Sewage Sludge Potential from Municipal Wastewater. . . 617



the actual electricity cost of hydrogen production is found to be 2.2 $/kg H2. The

thermodynamic data, and the results of the energy and economic analyses for the

Model-3 according to the nomenclature shown in Fig. 31.4 is given in Table 31.5.

In Fig. 31.5 the hydrogen production rates of the models developed for an

existing municipal WWTP are compared to each other. As shown, Model-1 has

the highest maximum hydrogen production rate. Among the three models devel-

oped, Model-2 has the lowest hydrogen production rate. In Model-1, all electricity

produced by biogas powered cogeneration system of WWTP is consumed in the

electrolysis process for hydrogen production. For Model-2, only a small amount of

electricity produced by the cogeneration system is consumed. This is due to the

inadequate amount of H2S present in the biogas produced by the anaerobic diges-

tion system. Although its biggest disadvantage is the low hydrogen production rate

from sewage sludge, the performance of a dark fermentation process can be

improved by a pretreatment unit. Thus, Model-3 is clearly the most appropriate

option for a municipal WWTP for two important reasons.

Table 31.4 Thermodynamic data and results of the energy and economic analyses of Model-2

with respect to the state points in Fig. 31.3.

State no. Property Value

1 Biogas inlet 0.212 (kg/s)

2 Biogas 0.129 (kg/s)

3 H2S 0.0021 (kg/s)

4 Work 5.83 kW h

5 Hydrogen gas 10.8 kg/day

6 Sulfur gas 170.6 kg/day

Type of electrolysis: Alkaline

Efficiency of electrolysis: 78 %

Minimum power consumption of electrolysis: 36,353.7 kJ/kg (10.1 kW h/kg H2)

Actual power consumption of electrolysis: 46,607.3 kJ/kg (12.95 kW h/kg H2)

Cost of electricity: 0.0893 $/kW h

Minimum electricity cost of hydrogen: 0.90 $/kg H2

Actual electricity cost of hydrogen: 1.16 $/kg H2

Table 31.5 Thermodynamic data and results of the energy and economic analyses of Model-3

with respect to the state points in Fig. 31.4.

State no. Property Value

1 Sludge 12.06 (kg/s) @25 �C
2 Pre-treated sludge 12.06 (kg/s)

3 Hydrogen gas 285.6 kg/day with 60 % of H2 by volume

4 Hydrogen gas 171.4 kg/day with 100 % of H2 by volume

5 Carbon dioxide gas 114.2 kg/day

Type of hydrogen production: Dark fermentation þ pretreatment

Power consumption of system: 176.4 kW h (24.8 kW h/kg H2)

Cost of electricity: 0.0893 $/kW h

Electricity cost of hydrogen: 2.2 $/kg H2
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Firstly, the sludge utilized through Model-3 is digested sludge and is the

by-product of wastewater treatment application. This sludge, before the dark

fermentation process for hydrogen production, is first used to produce biogas in

the anaerobic digestion process. Thus, the biogas output is used for the power

production, which provides the energy demand of Model-3. Note that the power

demand of Model-3 is only one-fourth of the total power produced by the cogene-

ration system (176.4 kW h).

Secondly, after biogas production in the anaerobic digestion system, sludge is

considered as a waste of the treatment facility which must be eliminated. In Model-

3, this elimination process is replaced by a dark fermentation process with

pretreatment for hydrogen production. The benefit of this is the digested sludge

can be used for the production of hydrogen. Thus, Model-3 is the most sustainable

model in terms of material resource, and power demand through processes.

According to the economic analysis on the electricity cost for the models

developed, Model-2 has the lowest hydrogen production cost (see Table 31.4).

This is due to the low hydrogen production rate which is caused by the low amounts

of hydrogen sulfide present in the biogas. Model-3 presents the second costly

process, due to the low energy demand of the dark fermentation process. However,

considering the remarkable economical and environmental advantages of the direct

usage of sludge in both for biogas and hydrogen production, Model-3 can be

considered the most cost-effective model for the municipal WWTPs. Model-1 has

the highest hydrogen production cost (see Table 31.3) due to the highest hydrogen-

production rate and power demand among the models developed. In Fig. 31.6,

the comparison of the hydrogen production costs for the models developed

is presented.

Fig. 31.5 Comparison of hydrogen production rates of the models developed for a

municipal WWTP
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In a life cycle assessment carried out by taking the exhaust emission of the gas

engine cogeneration unit as basis, environmental impacts of the models developed

for hydrogen production are calculated with the CMLCA [22] software by taking

three different impact categories into consideration. Obtained results are presented

in Table 31.6.

According to the impact assessments presented in Table 31.6, the environmental

impact of Model-1 is higher than the other models in all three impact categories.

The most important reason for this is the fact that the whole electricity generated by

the biogas engine powered cogeneration system is used by the Model-1. Since the

electricity requirements of Model- 2 and -3 are quite lower than that of Model-1,

also the allocation of the exhaust emission due to the electricity drawn from the

cogeneration system turns out to be low and therefore causes the environmental

impacts of Model-1 and -2 to decrease. As it can be clearly seen from Table 31.6,

environmental impacts of the developed models are directly proportional to the

electricity required for hydrogen production.

Fig. 31.6 Comparison of hydrogen production costs of the models developed for a

municipal WWTP

Table 31.6 Comparison of impact assessments for the models

Impact assessment Model-1 Model-2 Model-3

Global warming (kg/s CO2-eq) 0.324 0.00189 0.0585

Acidification (kg/s SO2-eq) 0.000491 2.86 � 10�6 8.66 � 10�5

Eutrophication (kg/s NOx-eq) 0.000124 7.23 � 10�7 2.19 � 10�5
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31.6 Sludge, Biogas, and Hydrogen Production Potentials

of WWTPs in Turkey

The first wastewater treatment plant in Turkey with a capacity of 751,000 m3/year

was constructed in 1982. By the end of 1994, the total number of WWTPs with a

capacity of 602 Mm3/year was 45. Most of them (41 WWTPs) were biological

treatment plants, which have 37.35 % of total treated water amount. Between 1994

and 2010, the number of constructed plants drastically increased, reaching 326. The

total capacity of the WWTPs was 5,293 Mm3/year by the end of 2010, and the

amount of wastewater treated by the treatment plants was about 2,719 Mm3/year.

The majority of them have primary and secondary treatment units (91 % of total

capacity), while a few have advanced treatment units [19, 20]. In Turkey, 52 of its

81 provinces have urban WWTPs and approximately 73 % of the country’s

population is being served (see Table 31.7).

Sewage sludge is regarded as the residue produced by the WWTPs. Liquids are

being discharged to aqueous environments, while solids are removed for further

treatment and final disposal [21]. Currently, the annual sewage sludge production of

Turkey is over 1 million ton. The produced municipal sludges are commonly

stored in municipal solid waste landfill areas, and spread to the land for agricultural

usage. Sludges produced in municipal or industrial WWTPs have been processed

using some common treatment processes globally, including gravity or flotation

thickening, anaerobic stabilization, and dewatering [19].

Figure 31.7 illustrates the amount of treated wastewater, sludge production,

biogas, and electricity production potential of the 326 WWTPs currently in use in

the seven geographic regions of Turkey. The total amount of wastewater treated by

WWTPs in Turkey is given according to the 2010 data of TSI [20]. Sludge

production of each WWTP can be calculated by taking their treated wastewater

capacity into consideration, as well as biogas production, and the corresponding

electricity production. For these calculations, the actual data of the existing WWTP

presented is taken into account as a starting point. As can be seen from Fig. 31.7, the

annual biogas production potential of all existing WWTPs of Turkey is slightly

above 200 million m3. Moreover, biogas production potential may be increased by

using newly developed sludge stabilization techniques before the anaerobic diges-

tion of sludge. If the estimated biogas production potential was totally used for

power production, the annual electricity production from sewage sludge-based

biogas in Turkey would be over 530 GWh, which can nearly meet 1 % of the

total annual energy demand of the country. Considering the digested sludge output

as a secondary valuable fuel source for incineration facilities for further power

production, this percentage would be increased to 2 %. This reveals the fact that

WWTPs are unmistakably remarkable renewable energy sources. Besides, energy

recovery from a sustainable waste source is not influenced by international prices or

political fluctuations, which is important when considering Turkey’s dependency

on foreign sources of energy.
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Hydrogen does not have any significance as an energy carrier in today’s energy

systems. However, hydrogen is an indisputable clean energy source for the future,

and definitely merits to be taken into consideration. Renewable energy sources

are the most desired sources for hydrogen production due to their diversity,

abundance, and potential for sustainability. In this chapter, three models are

presented for the hydrogen production assessment of an existing WWTP. Each

model developed uses the electricity produced by a biogas engine powered

cogeneration plant.

Assuming that the actual data provided by GASKI WWTP and the theoretical

calculations for hydrogen production, the models are more or less similar to the

rest of the municipal WWTPs in Turkey. Hydrogen production potentials of

WWTPs in the seven regions of Turkey are calculated, and results are presented

in Table 31.8. Marmara region having the biggest capacity in terms of sludge

Table 31.7 The main wastewater indicators of municipalities in Turkey between 2001 and

2010 [20]

2001 2002 2003 2004 2006 2008 2010

Number of municipalities served

by sewerage system

2,003 2,115 2,195 2,226 2,321 2,421 2,235

Rate of population served by sewerage

system in total population (%)

63 65 67 68 72 73 73

Amount of wastewater discharged

from municipal sewerage to receiving

bodies (million m3/year)

2,301 2,498 2,861 2,923 3,367 3,261 3,582

Number of wastewater

treatment plants

Physical 25 28 31 35 26 29 39

Biological 98 114 121 133 135 158 199

Advanced 3 3 4 4 23 32 53

Natural – – – – – 17 35

Total 126 145 156 172 184 236 326

Total capacity of wastewater

treatment plants

(million m3/year)

Physical 770 771 1,046 1,385 1,329 1,538 1,839

Biological 1,250 1,320 1,484 1,751 1,511 1,595 1,733

Advanced 267 267 275 275 808 1,001 1,709

Natural – – – – – 10 12

Total 2,288 2,359 2,805 3,410 3,648 4,143 5,293

Amount of wastewater treated

by wastewater treatment

plants (million m3/year)

Physical 325 345 482 599 714 736 751

Biological 663 746 877 1,071 927 861 931

Advanced 206 222 227 231 500 649 1,032

Natural – – – – – 6 5

Total 1,194 1,312 1,587 1,901 2,140 2,252 2,719

Number of municipalities

served by wastewater

treatment plants in total

population (%)

27 28 30 36 42 46 52

Amount of wastewater discharged

per capita in municipalities

(liters/capita-day)

147 154 173 174 181 173 182
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output, biogas, and power productions. According to the three models considered,

it also has the highest potential for hydrogen production. Since the hydrogen

production rate, by the high temperature electrolysis process of water developed

for Model-1 is the highest, it seems to be the most promising method for future

assessments. Eastern Anatolia region has the lowest potential for hydrogen pro-

duction rate, due to its smallest wastewater treatment plant capacity. From the

assessment of seven regions of Turkey, Model-1 shows the highest potential to be

evaluated for hydrogen production in municipal WWTPs. Also Model-3 has the

most renewable and sustainable characteristics. Considering the three models

developed, daily hydrogen production potential of all municipal WWTPs in

Turkey would be 52,487 kg for Model-1, 464 kg for Model-2, and 1,231 kg

for Model-3.

Black Sea Region

(*) 292,743

(**)282,788.52

(***)20,199.22

(****)2,166.3

(*) 1,270,814

(**) 1,227,606

(***) 87,686.15

(****) 9404.02

Southeastern Anatolia Region

Marmara Region

Aegean Region

Mediterranean Region 

Central Anatolia Region
Eastern Anatolia Region

(*) 3,246,981

(**) 3,527,980.3

(***) 251,998.56

(****) 27,025.93

(*) 1,268493

(**) 1,225,363.7

(***) 87,525.98

(****) 9,386.84

(*) 993,587

(**) 959,806.61

(***) 68,557.6

(****) 7,352.55

(*) 432,135

(**) 417,442.6

(***) 29,817.33

(****) 3,197.79

(*) 255,709

(**) 247,014.61

(***) 17,643.9

(****) 1,892.25

(*)  Treated 
wastewater
(m3/day)

(**) Sludge 
production
(kg/day)

(***) Biogas 
production
(m3/day)

(****) Electricity 
production
(kWh)

50

41

81

78

56

9

11

Number of total WWTP

Fig. 31.7 Sludge, biogas, and electricity production potential of WWTPs in Turkey
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31.7 Conclusion

In this chapter, we present the assessment of sewage sludge potential from munici-

pal WWTPs for sustainable biogas and hydrogen productions in Turkey. Based on

the actual operational data of an existing municipal WWTP in the city of Gaziantep,

a general assessment is performed on the potential of biogas and electricity produc-

tion and also the impact of the developed hydrogen production models on global

warming. Annual biogas production potential of all the existing WWTPs of Turkey

is slightly above 200 million m3. If this estimate of biogas production potential was

totally used for power production, the annual electricity production from sewage

sludge, based on biogas in Turkey, would be over 530 GWh. This can meet nearly

1 % of the total annual energy demand of the country. Considering the digested

sludge output as a secondary valuable fuel source for incineration facilities for

further power production, this percentage would increase by 2 %, which indicates

that WWTPs are obviously remarkable renewable energy sources. From the assess-

ment of seven regions of Turkey, Model-1 shows the highest potential for hydrogen

production in municipal WWTPs. Also Model-3 has the most renewable and

sustainable characteristics. Considering three models developed, the daily hydro-

gen production potential of all municipal WWTPs in Turkey would be 52,487 kg

for model-1, 795 kg for model-2, and 25,951 kg for model-3. According to the

impact assessments of the developed hydrogen production models, the environ-

mental impact of Model-1 is found to be higher than the other models in all three

impact categories, namely global warming, acidification, and eutrophication.
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Chapter 32

Possibilities of Improving the Bioethanol

Production from Cornmeal by Yeast

Saccharomyces cerevisiae var. ellipsoideus

Svetlana Nikolić, Ljiljana Mojović, and Aleksandra Djukić-Vuković

Abstract Bioethanol has become one of the most promising biofuels today. In

Serbia, the most suitable and available raw materials are conventional starch-based

energy crops such as corn and triticale. Bioethanol production by simultaneous

saccharification and fermentation (SSF) process of cornmeal using free and

immobilized cells of Saccharomyces cerevisiae var. ellipsoideus yeast, with and

without media supplementation (mineral salts ZnSO4·7H2O and MgSO4·7H2O), in

a batch system is studied. The ethanol concentration after 48 h of SSF is increased

for 6.68 % by yeast immobilization compared to the free cell system, and a

percentage of the theoretical ethanol yield of 86.66 % is achieved. Further improve-

ment is accomplished with the addition of mineral salts which contributed to the

highest increase in ethanol concentration by 15.86 % compared to the SSF process

with free yeast and without yeast activators. In this case, ethanol concentration of

10.23 % (w/w), percentage of the theoretical ethanol yield of 94.11 %, and glucose

consumption of 98.32 % are achieved after 48 h of the SSF process.

Keywords Bioethanol • Biofuel • Yeast • Saccharomyces cerevisiae var.

ellipsoideus • Immobilization • Media supplementation

32.1 Introduction

The increased world population and energy consumption, and inability to replenish

such increased energy needs from the limited energy sources, boost the interest in

producing energy from renewable feedstock, alternative to fossil resources.

Conventional energy resources (such as fossil fuels) cannot meet the increasing
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energy demand and they have considerable negative environmental impact [1, 2].

Key drivers for renewable energy have been the concern over global climate change

associated with greenhouse gas (GHG) emissions, as well as the energy security

threatened by increased nonrenewable oil production. The International Energy

Agency (IEA) forecasted a 450 Scenario in their 2008 World Energy Outlook

(WEO) in which atmospheric GHG would be stabilized at a volume fraction of

450 ppm CO2 equivalents, and estimated that by 2030 the world demand for

transport biofuels will be 11.64 EJ and supply 9.2 % of total global transport

fuels [3]. Biofuels with bioethanol as the most promising representative are both

renewable and environmentally friendly energy resources.

32.2 Background

Biofuels, as liquid transportation fuels produced from biomass, now represent

major contributors to the bioenergy portfolios in many countries [4]. Biofuels are

easily available from common biomass sources, are biodegradable, and contribute

to the sustainability [1]. Biofuels are used as a means to reduce GHG emissions,

promote energy security, and support local economic development [5]. Other

advantages are lower dependency on the import of oil for non-oil-producing

countries, new employment opportunities, and development of rural communities

[6]. To achieve those goals, many countries set mandate for the amount of biofuels

to be used and give tax credits to biofuel producers. The United States mandates

36 billion gallons of biofuels by 2022 under the Energy Independence and Security

Act of 2007. A number of directives cover biofuel use in the European Union

(EU) including the Renewable Energy Directive 2009/28/EC, the Fuel Quality

Directive, and the Biofuels Directive 2003. The EU mandates that biofuels must

make up 10 % of the liquid fuels in the transport sector by 2020, according to the

EU Directive 2009/28/EC [7]. According to the IEO2011 Reference case, biofuel

production in the Reference case increases from 1.5 million barrels per day in 2008

to 4.7 million barrels per day in 2035, at an average annual growth rate of 4.3 % [5].

Bioethanol—fermentation-derived fuel alcohol—is the world’s leading transpor-

tation biofuel and one of the most promising biofuels from renewable resources.

Bioethanol currently accounts formore than 94%of global biofuel production [8]. In

2011 world bioethanol production reached 84.6 billion liters, which is nearly five

times higher than the production in 2000. The United States as the top producer with

52.6 billion liters (produced from corn), accounting for 62.2 % of global production,

has been followed by Brazil with the production of 21.1 billion liters. Brazil is the

world’s largest exporter of bioethanol besides being a second largest producer after

theUnited States. All of Brazil’s bioethanol is produced from sugarcane;most is used

domestically, thus substituting 40 % of Brazilian petrol consumption, and approxi-

mately 20 % is exported to the United States, EU, and other markets [1]. The third

large bioethanol producers are the countries of EU (France, Germany, Spain,

Sweden) with production of 4.54 billion liters in 2011 [9]. With all of the new
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government programs in America, Asia, and Europe, total bioethanol demand could

grow to exceed 125 billion liters by 2020 [1].

Bioethanol can be blended with gasoline in various proportions or used as neat

alcohol in dedicated engines, taking advantage of the higher octane number, low

cetane number, and higher heat of vaporization. In addition, it is also an excellent

fuel for future advanced flexi-fuel hybrid vehicles [10, 11]. Bioethanol is most

commonly blended with gasoline in concentrations of 10 % of bioethanol to 90 % of

gasoline, known as E10. In Brazil, bioethanol is used pure or blended with gasoline

in a mixture called gasohol (24 % bioethanol and 76 % gasoline). Bioethanol can be

used also as a 5 % blend with petrol under the EU quality standard EN 228, which

requires no engine modification. With engine modification, bioethanol can be used

at higher level of 85 %, known as E85 [12, 13]. The bioethanol is an oxygenated

fuel containing 35 % oxygen, which reduces particulate and nitrate oxide (NOx)

emissions from combustion [1]. The calculation of exactly how much carbon

dioxide is produced in the production of bioethanol is a complex and inexact

process, and is highly dependent on the production process and the assumptions

made in the calculation. Farrel et al. [14] reported that corn ethanol reduces GHG

emissions only moderately, by about 13 %. Given adequate policy incentives for

GHG emission control, the performance of corn ethanol in terms of GHG emissions

can likely be improved. They concluded that only cellulosic ethanol offers large

reductions in GHG emissions.

Fermentation-derived ethanol can be produced from sugar, starch, or lignocellu-

losic biomass. Sugar- and starch-based feedstocks are currently predominant at the

industrial level and they are so far economically favorable. However, the future lies

with more sustainable fermentation substrates, including biowastes from agricul-

ture and lignocellulosic biomass. In Serbia, starch-based raw materials, corn and

triticale (hybrid of wheat and rye), are the most suitable and available agricultural

raw material which can be used for industrial bioethanol production. In the last few

years, the average annual corn yield in Serbia has been approximately 40 % higher

than the calculated domestic needs [15]. That means that from the usual annual corn

production remains 2–2.5 million tons, which can be used as raw material for

bioethanol production instead of exporting, and it would also decrease the

quantities of imported oil. Therefore, significant amounts of this raw material can

be used for bioethanol production since there is enough corn for other purposes

besides the food.

The current bioethanol research is driven by the need to reduce the cost of

production. The development of cost-effective technologies for bioethanol produc-

tion is a priority for many research centers, universities, private firms, and even

different governments. Whichever system for bioethanol production is chosen, the

attention must be paid to the overall economics and energy consumption. One of the

methods enhancing the ethanol productivity and reducing production costs is to

use simultaneous enzymatic saccharification and fermentation (SSF) process

[2, 16]. SSF process has been found to be economically favorable compared to

the traditional separate hydrolysis and fermentation (SHF) process in terms of

higher ethanol yield, lower energy consumption, and shorter processing time.
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In SSF process the end-product inhibition of the enzymes is avoided because the

fermenting organism immediately consumes the released sugars. Capital

investments are lower in SSF process since this process mode can be performed

in one reactor instead of two reactors in the case of SHF [17]. On the other hand, the

critical problem with SSF is different optimum temperatures of hydrolyzing

enzymes and fermenting organisms. Saccharomyces strains are most widely used

ethanol-producing microorganisms but they require operating temperature of

about 30–35 �C, which differs from the optimal temperature for the saccharification

step, i.e., 55–60 �C in the case of using glucoamylase in starch conversion to

glucose [18, 19]. Some researchers managed to avoid this problem by applying

thermotolerant microorganisms such as Kluyveromyces marxianus, Candida
lusitaniae, and Zymomonas mobilis or mixed culture of some microorganisms

like Brettanomyces claussenii and Saccharomyces cerevisiae [20].
Saccharomyces strains are well-known ethanol-producing microorganisms. One

of the most critical components of management of the yeast fermentation is to make

sure that the yeasts have all the requisite nutrients to maintain favorable fermenta-

tion rates and optimal ethanol and temperature tolerance. The doses of the mineral

compounds and vitamins, as micronutrients, depend on the raw material used,

which can be sometimes characterized by too poor chemical composition as a

substrate for yeasts. The addition of mineral salts and vitamins has a stimulatory

effect on yeasts and contributes to an increase in efficiency of ethanol fermentation.

These compounds have a protective effect on growth, fermentation, or viability,

which overall stimulates the rate of ethanol production [21].

Many strategies have been explored to overcome the substrate and product

inhibition and to improve the ethanol tolerance of yeasts. Among them, the most

explored is immobilization of yeasts. Immobilization techniques can be divided

into four main categories based on the physical mechanism employed: (1) attach-

ment or adsorption on solid carrier surfaces; (2) entrapment within a porous matrix;

(3) self-aggregation by flocculation (natural) or with cross-linking agents (artifi-

cially induced); and (4) cell containment behind barriers [22]. Various immobiliza-

tion substrates have been used, including Ca-alginate beads [22], diatomaceous

earth, DEAE-cellulose [23], k-carrageenan gel, polyacrylamide, γ-alumina [24],

wooden chips [25, 26], PVA gel [27], orange peel [28], chitosan [29], cellulose

[30], agar agar [31], sorghum bagasse [32], wheat starch granules [33], silicon

carbide [34], and spent grains [35]. Immobilizing cells in alginate is simple,

cheap, and nontoxic. Calcium alginate is the most widely used gel matrix in

laboratory, pilot-plant, and industrial-scale fermentation projects [36]. The use of

immobilized cells offers a number of advantages, such as prolonged cellular

stability, increased ethanol yield, greater volumetric productivity as a result of

higher cell density, increased tolerance to high substrate concentration, reduced

end-product inhibition, decreased energy demands and process expenses due to

easier product recovery, regeneration and reuse of cells for extended periods in

batch system, feasibility of continuous processing, and reduction of risk of micro-

bial contamination due to high cell densities [37–39]. However, Prasad [39] also

reported that in some cases, the effectiveness of immobilized cells will be lower
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than for a system with free cells. The main reason is because the cells deep inside a

bioparticle can become inactive due to either considerable substrate and product

mass transfer limitation or accumulation of product to inhibiting concentrations.

Another drawback for application of polymer beads as cell carrier is a problem of

gel degradation, low physical strength, and gel particle disruption due to intensive

CO2 evolution [40].

In this chapter, the possibilities of improving productivity of bioethanol produc-

tion from cornmeal by applying yeast immobilization in Ca-alginate and media

supplementation with mineral salts in SSF by Saccharomyces cerevisiae var.

ellipsoideus in a batch system are presented. The kinetics of SSF process was

assessed and determined and the improvement of the ethanol production by adding

yeast activators, mineral salts—ZnSO4·7H2O and MgSO4·7H2O, was investigated.

32.3 Materials and Methods

32.3.1 Starch

Cornmeal obtained by dry milling process is a product of corn processing factory

“RJ Corn Product,” Sremska Mitrovica, Serbia. The cornmeal consists of particles

with diameter 0.2–1.7 mm (95 % or more particles pass through a 1.70 mm sieve).

The content of the main components in the cornmeal is the following: starch

76.75 % (w/w), proteins 6.35 % (w/w), lipids 4.50 % (w/w), fibers 1.36 %, ash

0.70 % (w/w), and water 10.34 % (w/w), as determined by chemical analysis in our

previous study [41].

32.3.2 Enzymes and Microorganism

Termamyl SC, a heat-stable α-amylase from Bacillus licheniformis, is used for

cornmeal liquefaction. The enzyme activity is 133 KNU/g (kilo novo units, KNU

α-amylases—the amount of enzyme which breaks down 5.26 g of starch per hour

according to Novozyme’s standardmethod for the determination of α-amylase). SAN

Extra L, Aspergillus niger glucoamylase, activity 437 AGU/g (AGU is the amount of

enzymewhich hydrolyzes 1 μmol ofmaltose perminute under specified conditions) is

used for cornmeal saccharification. The enzymes are gift fromNovozymes, Denmark.

Saccharomyces cerevisiae var. ellipsoideus is used for the fermentation of

hydrolyzed cornmeal. The culture originates from the collection of Department of

Biochemical Engineering and Biotechnology, Faculty of Technology and Metal-

lurgy, University of Belgrade (BIB-TMFB), and was maintained on a malt agar

slant. The agar slant consists of malt extract (3 g/l), yeast extract (3 g/l), peptone

(5 g/l), agar (20 g/l), and distilled water (up to 1 l). Before use as an inoculum for the

fermentation, the culture was aerobically propagated in 500 ml flasks in a shaking

bath at 30 �C for 48 h and then separated by centrifugation. The liquid media
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consisted of yeast extract (3 g/l), peptone (3.5 g/l), KH2PO4 (2.0 g/l), MgSO4·7H2O

(1.0 g/l), (NH4)2SO4 (1.0 g/l), glucose (10 g/l), and distilled water.

32.3.3 Immobilization and Cultivation Procedure

The yeast cells are immobilized in Ca-alginate using an electrostatic droplet

generation method. The 2 % (w/w) Na-alginate solution is prepared by dissolving

4.8 g of Na-alginate powder (Sigma medium viscosity) into 240 ml of distilled

water. Polymer/cell suspension is formed by mixing of 240 ml of Na-alginate

solution with 60 ml of thick yeast suspension at room temperature. Spherical

microbeads are formed by extrusion of Na-alginate/yeast cell suspension through

a blunt stainless steel needle using a syringe pump (Harvard Apparatus, Pump 11)

with a 20 ml plastic syringe and an electrostatic droplet generator (Nisco

Encapsulator, Switzerland). The cell suspension is forced out of the tip of the

needle at constant flow rate (0.25 ml/min), and droplets are formed by the action

of electrostatic and gravitational forces. Electrostatic potential is formed by

connecting the positive electrode of a high-voltage dc unit to the gelling bath

which is 2.65 % (w/v) CaCl2 solution while the needle is grounded. In this way,

the yeast cells are entrapped in the gel matrix of Ca-alginate. After gelling the

microbeads are placed in double-distilled water to remove unreacted material.

Microbeads with cells are stored in physiological solution at 8 �C.

32.3.4 Liquefaction and SSF Experiments

A 100 g of cornmeal is mixed with water at the weight ratio (hidromodul) 1:3, and

60 ppm of Ca2+ (as CaCl2) ions are added. The liquefaction is carried out at 85 �C
and pH of 6.0 for 1 h by adding 0.026 % (v/w of starch) enzyme Termamyl SC. The

liquefaction and SSF process are performed in flasks in thermostated water bath

with shaking (100 rpm), as described by Mojović et al. [42].

The liquefied mash is cooled, pH is adjusted to 5.0 using 2 M HCl, and KH2PO4

(4.0 g/l), MgSO4·7H2O (0.4 g/l), and (NH4)2SO4 (2.0 g/l) are added. The SSF

process is performed by adding 0.156 % (v/w of starch) enzyme SAN Extra L

and 2 % (w/v) of free or immobilized yeast cells to the liquefied mash, and carried

out for up to 48 h at 30 �C. Initial viable cell number is ~107 CFU/ml when the free

yeast is used. In case of immobilized yeast, 2 % (w/v) of Ca-alginate beads with

entrapped cells corresponded well to 5.0 � 107 CFU/g of beads. Improvement of

the ethanol production is investigated by adding additional mineral salts as yeast

activators: ZnSO4·7H2O (0.3 g/l) and MgSO4·7H2O (2.0 g/l). It is considered that

the pasteurization of the substrate achieved during the enzymatic liquefaction

(85 �C for 1 h) is sufficient thermal treatment, and thus no additional sterilization

prior to SSF process is performed.
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32.3.5 Analytical Methods

During the SSF process, the content of reducing sugars, calculated as glucose, is

determined by 3,5-dinitrosalicylic acid [43]. A standard curve is drawn by measur-

ing the absorbance of known concentrations of glucose solutions at 570 nm. The

ethanol concentration is determined based on the density of the alcohol distillate at

20 �C and expressed in % (w/w) [44]. Indirect counting method, i.e., pour plate

technique, is used to determine the number of viable cells. Serial dilutions of the

samples are performed, and after the incubation time at 30 �C, colonies grown in

Petri dishes are used to count the number of viable cells. In case of immobilized

yeast cells, the first dilution is performed in 2 % (w/v) sodium citrate solution

(instead of physiological solution) in order to dissolve alginate gel. At least three

measurements are made for each condition and the data given represents the

average values of the measurements.

32.4 Results and Discussion

32.4.1 Effect of the Yeast Immobilization

In the experiments with immobilized yeast the Ca-alginate microbeads have an

average diameter of 0.8 mm, and are presented in Fig. 32.1. Small-diameter beads

are generally preferred because of the more favorable mass transfer. The signifi-

cance of this immobilization method is that the matrix is porous enough for

substrate and products to traverse where a level of cell retention is maintained

within the immobilization matrix [45]. Alginate as a suitable cell entrapment matrix

is nontoxic, less expensive, and reversible and has good mechanical properties

[46]. According to our results, the yeast S. cerevisiae var. ellipsoideus cells

entrapped in Ca-alginate showed good physical and chemical stability and no

substrate and product diffusion restrictions were noticed.

In order to reduce the time of the complete process and make beneficial energy

savings, a simultaneous process of the second hydrolysis step (saccharification) and

fermentation (SSF) of cornmeal at 30 �C is performed. The first set of experiments

is conducted in order to investigate the influence of yeast immobilization on ethanol

production. Figure 32.2 presents the time course of ethanol production and glucose

consumption in the SSF process by free and immobilized yeast.

As shown in Fig. 32.2, the ethanol concentration gradually increases without any

declining phase during the SSF with immobilized yeast, probably due to the fact

that the immobilization increases the ethanol tolerance of the yeast cells, as

reported earlier [47]. This behavior suggests protective effect of immobilization

against substrate and product inhibition. Also, these results show that applied

immobilization method by electrostatic droplet generation is appropriate and thus

no substrate diffusion restrictions are noticed. On the contrary, in the sample with
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free yeast, ethanol concentration asymptotically approaches to a value around 9 %

(w/w), most probably because the product inhibition took place due to yeast

inhibition by ethanol accumulation. Therefore, at the end of the SSF process the

maximum ethanol concentration of 9.42 % (w/w) is achieved in immobilized

system (Fig. 32.2 and Table 32.1).

Fig. 32.1 Yeast

S. cerevisiae var.
ellipsoideus cells entrapped
in the gel matrix of

Ca-alginate (modified

from [47])
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Fig. 32.2 Time course of glucose consumption and ethanol production in SSF process by free and

immobilized cells of S. cerevisiae var. ellipsoideus. Process conditions: pH 5.0, 30 �C, 100 rpm,

enzyme SAN Extra L was added at concentration of 0.156 % (v/w of starch), inoculum concentra-

tion 2 % (w/v). Solid lines—ethanol concentration, dashed lines—glucose concentration
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As shown in Fig. 32.2, the glucose consumption is in accordance with the results

of ethanol concentration since glucose is consumed as a carbon source by the yeast

and fermented to ethanol. An increase in glucose concentration is observed in both

free and immobilized systems at the beginning of the SSF. This indicates that the

saccharification is much faster than the ethanol fermentation, since the yeast cells

are still in the adaptation phase and during this time there is not a significant ethanol

production. This phenomenon was also observed by other authors [48, 49]. At the

end of SSF process, in samples with free and immobilized yeast cells glucose

concentrations are 0.23 and 0.20 g/l, respectively, indicating the end of fermenta-

tion. Thus, in sample with immobilized yeast cells a total amount of utilized glucose

of 98.00 % is higher than in sample with free yeast cells (Table 32.1). This is in

accordance with the obtained ethanol concentrations.

The values of number of cells achieved after 20, 32, and 48 h of the SSF process

using free and immobilized yeast are presented in Fig. 32.3.

The number of viable yeast cells in both free and immobilized system increases

with time in all flasks. During the SSF, higher values of number of cells are

obtained in immobilized system indicating protective effect of immobilization, as

mentioned above. After 48 h the maximum number of cells of 1.41 � 109 CFU/g is

achieved in immobilized system.

Previous studies showed that the yeast viability significantly decreased in free

cell system due to the great accumulation of intracellular ethanol which altered the

structure of the membrane decreasing its functionality [50, 51]. On the other hand, it

is reported that immobilized cells have increased ethanol tolerance because the

matrix provides protective environment against ethanol toxicity [36, 52]. This is in

agreement with presented results, since higher values of number of cells during the

SSF process are achieved in immobilized than in free system.

Table 32.1 The effect of immobilization and media supplementation on values of the significant

process parameters obtained after 48 h of the SSF process by Saccharomyces cerevisiae var.

ellipsoideus

Process parameter

SSF process

with free yeast

SSF process with

immobilized yeast

SSF process with

immobilized yeast

and media

supplementation

Ethanol concentration (% w/w) 8.83 � 0.09 9.42 � 0.11 10.23 � 0.10

Ethanol yield YP/S (g ethanol/g starch) 0.460 � 0.005 0.490 � 0.006 0.530 � 0.005

Percentage of the theoretical

ethanol yield (%)

81.23 � 0.83 86.66 � 1.01 94.11 � 0.92

Volumetric productivity P (g/l h) 1.83 � 0.03 1.96 � 0.03 2.13 � 0.03

Utilized glucosea (%) 97.70 � 0.44 98.00 � 0.56 98.40 � 0.48

Presented data are expressed as the mean value and standard deviation from three independent

experiments

Process conditions are the same as in Fig. 32.2
aUtilized glucose (%) is calculated as the ratio of the consumed mass of glucose to initial mass

of glucose
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32.4.2 Effect of the Yeast Activators (Mineral Salts)

Vitamins and minerals, as yeast micronutrients, are needed to facilitate the bio-

chemical reactions. The mineral compounds take part in metabolism of yeasts as the

activators of enzymes or elements of cell components [53]. Metal ions (such as K+,

Mg2+, Ca2+, and Zn2+) can change the rate of glycolysis and the conversion of

pyruvate to ethanol and therefore significantly impact on the progress and effi-

ciency of the fermentation. Magnesium is involved in many physiological

functions—yeast growth, cell division, and enzyme activity, and it has an important

role in the cellular protection of toxic levels of ethanol. If the media is magnesium

limited the conversion of sugar to ethanol may lead to slow or incomplete fermen-

tation process [54]. Zinc is a trace element that is necessary for several enzyme

activities such as alcohol dehydrogenase, aldolase, alkaline phosphatase, and DNA

and RNA polymerase [55].

Further experiments are conducted in order to investigate the improvement of

the ethanol production by addition of yeast activators: mineral salts—ZnSO4·7H2O

(0.3 g/l corresponding to 1 mM Zn2+) and MgSO4·7H2O (2.0 g/l corresponding to

10 mM Mg2+). The concentration of Mg2+ before the mineral salt addition is

1.5 mM. The values of percentage of theoretical ethanol yield achieved after

20, 32, and 48 h of the SSF process with addition of mineral salts are compared

with a control (samples without any activators), and presented in Fig. 32.4.

According to the results presented in Fig. 32.4, the addition of mineral salts

contributes to the increase in ethanol production in all samples. A maximum increase

in the percentage of theoretical ethanol yield (8.60% compared to the control sample)

is achieved when mineral salts are added after 48 h of the SSF process.

Figure 32.5 presents the time course of ethanol production, glucose consump-

tion, and the number of cells in the SSF process by immobilized yeast and with

addition of mineral salts.

As shown in Figs. 32.2 and 32.5, the kinetic profiles for ethanol production,

glucose consumption, and yeast growth show similar trend in the presence and
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ZnSO4·7H2O 0.3 g/l and Mg SO4·7H2O 2.0 g/l
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absence of mineral salts. But, much higher value of ethanol concentration (10.23 %

w/w) and other significant fermentation parameters are achieved in SSF process

with addition of mineral salts (Fig. 32.5 and Table 32.1).

Metal ions in fermentation media are important factors that have an effect on

yeast cell physiology and alcohol production. Magnesium ions directly influence

the rate of yeast growth, sugar consumption, and ethanol production [56]. It is

generally required by the yeast in millimolar concentration range. In this chapter it

is shown that the addition of 10 mM of Mg2+ successfully contributes to the

increase in ethanol production. Dombek and Ingram [57] have shown that

supplementing the ethanol fermentation with magnesium at a level of 0.5 mM

prolonged the exponential growth, increased the yeast cell mass accumulation, and

reduced the decrease in fermentation rate during the completion of batch fermenta-

tion. Birch and Walker [54] reported that elevated concentrations of magnesium in

medium (up to 50 mM) resulted in the improvement in survival of the cells under

conditions with high ethanol concentrations. Zinc as a trace element is very

important in yeast fermentative metabolism not only because it is essential for

alcohol dehydrogenase (terminal alcohologenic Zn-metalloenzyme), but also

because it can stimulate the uptake of maltose and maltotriose into yeast cells,

thereby increasing fermentation rates [58]. However, zinc and other necessary trace

elements for yeast growth (such as calcium, manganese, iron, copper) can be toxic

to yeast even at lower concentrations. The toxicity could be diminished due to

interactions with other trace elements or nutrients of the substrate as well as due to

protection by immobilization [59, 60]. In this chapter, applied concentrations of

zinc are not found to be toxic to the yeast. Additionally, Ca-alginate gel could

express instability in the presence of certain concentrations of substances which

have a high affinity for Ca2+ ions such as phosphate, citrate, and lactate, and ions

such as K+ and Mg2+. On the other hand, avoidance of magnesium, phosphate, and

other necessary nutrients in the medium is not possible as they are essential for the

yeast metabolism, maintenance of cell viability, and cell wall integrity. In this

investigation we manage to attain a high productivity of batch SSF process of

cornmeal and to preserve physical and chemical stability of gel beads by addition of

mineral salts in appropriate amounts.

The comparison of the significant process parameters achieved in SSF processwith

immobilized and free cells of S. cerevisiae var. ellipsoideus with or without media

supplementation is presented in Table 32.1. Comparing the values of all process

parameters obtained in these three systems, the SSF process with immobilized yeast

and media supplementation has been found to be the most superior system.

32.5 Conclusions

Taking into consideration parameters such as ethanol concentration, ethanol yield,

percentage of the theoretical ethanol yield, volumetric productivity, and utilized

glucose, the SSF process with immobilized yeast and addition of mineral salts as
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activators has been found to be superior system in terms of all process parameters

compared to the SSF process with free yeast and without media supplementation.

In this case, the maximum ethanol concentration of 10.23 % (w/w) and percentage

of the theoretical ethanol yield of 94.11 % are achieved after 48 h of the SSF

process. By immobilization of the yeast into Ca-alginate using a method of electro-

static droplet generation, the system exhibits high tolerance to ethanol since there

is no declining phase in ethanol production during the SSF process. The yeast

S. cerevisiae var. ellipsoideus entrapped in Ca-alginate is appropriate for SSF of

cornmeal since no substrate and product diffusion restrictions are noticed.

Mineral salts ZnSO4·7H2O and MgSO4·7H2O as yeast activators (10 mM of

Mg2þ and 1 mM of Zn2þ) cause an increase in ethanol concentration by 15.86 %

compared to the SSF process with free yeast and without yeast activators. Addition

of the applied amounts of magnesium and zinc contributes to the achievement of

high productivity of the batch SSF of cornmeal while still preserving a physical and

chemical stability of Ca-alginate gel beads.
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36. Ciesarová Z, Dömény Z, Šmogrovičová D, Pátková J, Šturdı́k E (1998) Comparison of ethanol

tolerance of free and immobilized Saccharomyces uvarum yeasts. Folia Microbiol 43:55–58

37. Groboillot A, Boadi DK, Poncelet D, Neufeld RJ (1994) Immobilization of cells for applica-

tion in the food industry. Crit Rev Biotechnol 14:75–107

38. Kourkoutas Y, Bekatorou A, Banat IM, Marchant R, Koutinas AA (2004) Immobilization

technologies and support materials suitable in alcohol beverages production: a review. Food

Microbiol 21:377–397

39. Prasad B (1995) On the kinetics and effectiveness of immobilized whole-cell batch cultures.

Bioresource Technol 53:269–275
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Chapter 33

Utilizing Bamboo Biochar for Carbon

Sequestration and Local Economic

Development

Michael Hall

Abstract This chapter explains the diverse benefits, the long-term stability, and

the economic efficiency of using bamboo biochar as a means to sequester carbon

while improving the local environment and economy. It involves Master’s students

from the Department of Design Strategy at Kyushu University, Undergraduate and

Graduate students from the Department of Agriculture at Kyushu University, local

volunteer Satoyama members, and support from the Japan Biochar Association. In

this initial stage of the project, the students conducted a survey of people living in

Fukuoka, Japan, to determine their general knowledge about the environment and

the carbon credit scheme, and their interest in buying pesticide-free vegetables in

order to determine if environmental education and promotion are necessary for the

success of the project’s goal of using biochar as a means for carbon sequestration

and marketing strategy for vegetables. Results showed that there is no knowledge

about the carbon credit scheme, only some general environmental awareness, and

modest interest in buying pesticide-free biochar grown vegetables if more expen-

sive than the ones grown under normal conditions. Therefore, the next step will be

to develop effective materials, carry out events to educate and promote the positive

impacts of the system, and develop production methods that maintain a competitive

price to widely used pesticides.
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Acronyms

CCS Carbon capture and storage

CEC Cation exchange capacity

EC Electric current (in soil)

MLITT Ministry of land, infrastructure, transport, and tourism

NGO Nongovernment organization

NPO Nonprofit organization

PETM Paleocene-Eocene thermal maximum

PDCA Plan, do, check, act

SWOT Strengths, weaknesses, opportunities, threats

33.1 Introduction

The effects of climate change are complex and comprehensive. The mechanisms

triggering the change have sparked debate as to whether they are due to a natural

cyclical event or human activities. Whichever side of the argument one takes is less

relevant to the fact that the earth is responding in extreme ways to an increase in

carbon dioxide (CO2), nitrogen dioxide (NOx), and methane (CH4) levels. The

impact affects our health, safety, and human sustainability. The WHO estimates

that 166,000 deaths and 5.5 million disability-adjusted life years were attributable

to climate change in just one year [1]. A study that compared Paleocene-Eocene

thermal maximum (PETM), 55.9 million years ago, provides an accurate baseline to

determine a greenhouse gas profile. The results indicate that the rate of carbon

released into the atmosphere is occurring ten times faster than in our ancient past

[2]. Research on how our safety is at risk when extreme climate conditions exist

was conducted to determine the correlation between climate change and population

decline through war and disease [3]. Data from China and Europe covering AD

1,400–1,900 uncovered a significant correlation between climate change and the

outbreak of armed conflicts in part due to the decrease of agricultural output during

extreme long-term cold periods. The study found two major peaks in population

decline: one in the seventeenth century and the other in the nineteenth century. In

addition to wars, famine and epidemics during these cold periods also contributed

to the high mortality rate. The future question is how global warming will affect

agricultural production. Historically warmer periods have brought about better crop

yields, but as recent research indicates, extreme and prolonged heat waves are

having more negative impacts than in the past [4]. One example is the record-

breaking temperatures and drought in Texas. According to government estimates,

crop and livestock damages were estimated at nearly $8 billion in 2011. Yields for

corn, cotton, and wheat decreased by approximately 50 %, and the drought

continues adding more economic damage [5].

According to the International Energy Agency, if the current trend of depen-

dence on coal and oil is not addressed more aggressively and replaced by
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renewables then the goal to limit global warming to 2 �C range will be impossible.

The 2012 Executive Report highlights the need to increase carbon capture and

storage (CCS) techniques and facilities in order to reach this goal at the current

increasing CO2 levels [6]. There are various methods to capture carbon and inject it

back into the ground, but they are all very costly, and as yet, there are no

commercially viable CCS plants. One method is to burn coal or gas and capture

the CO2 in specially equipped plants, which then convert it into liquid. This liquid is

then injected into a deep saline aquifer, which has been drilled to around

1,000–2,500 m deep. The cost of constructing these high-tech power plants, the

conversion from a gas state to a liquid one, and the extensive long-term monitoring

to ensure that there is no release into the drinking supply have so far proved

unsustainable without large government subsidies. The United Kingdom, the

United States, and China have test plants in operation, but commercialization to

become an effective carbon sequestration method cannot be considered a viable

solution for the present.

33.2 Background

The project in this chapter introduces biochar, which is a carbon sequestration

method that has been proven to be stable for centuries, cost effective, and environ-

mentally sustainable and safe. What is biochar? It is not a replacement for organic

or inorganic fertilizers; however, it is an effective soil amendment that is thermally

modified by either slow or fast pyrolysis in a no/low oxygen state using a wide

variety of biomass feedstocks and municipal wastes. The carbonization of biomass

at temperatures above 300 �C fixes carbon that would decay under normal

conditions and release CO2 and CH4 back into the atmosphere.

Biochar as a soil amendment dates back to thousands of years. In Japan, the

mention of rice hull charcoal can be found in the Nogyo Zensho (Encyclopedia of

Agriculture) written by Yasusada Miyazaki. He wrote that mixing charcoal rice

husks with manure and allowing it to mature improve crop yields [7]. Longevity is

an essential criterion for any method to effectively sequester carbon. Proof of its

durability lies in the discovery of a carbon-rich black soil called Terra Preta in

Portuguese, discovered in 1870 by an American geologist in the Amazon basin.

This and other tropical areas usually only have nutrient-poor ferralsol, so his

discovery surprised not only him but also other researchers. Further research

uncovered that natives as far back as 8,000 BC produced this high-carbon and

nutrient-fortified soil. This remnant anthrosol from pre-Columbian settlements is

still highly productive because of its high cation exchange capacity (CEC), suitable

ph level, and high concentration of phosphorous, all of which are necessary for

healthy plant growth [8]. Even with this long history, its agricultural benefits were

pretty much forgotten, and it was not until 1966 when Wim Sombroek, the father of

biochar, wrote a book titled Amazon Soils about how biochar could be used to

restore nutrient-poor soil in poverty-stricken nations to improve their crop yields
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and help alleviate starvation. In1992 his work drew further attention to biochar as

an effective carbon sequestration method [9]. Recent data on the rising CO2 and

methane (CH4) gas levels has helped increase recent interest in biochar as a

sequestration alternative.

Its unique properties provide soil-enhancing qualities that separate it from the

charcoal used for cooking and improving agricultural production. Its graphitic

domains create a porous structure, which provides a high surface area that harbors

beneficial nutrients, bacteria, and fungi and gives it a unique water retention

capability [10]. In a small way, it also reduces secondary CO2 releases by reducing

the production and transportation of fertilizers. In addition, it acts as a water

purifier and water retainer that binds the nutrients to the soil preventing leaching

into the groundwater and polluting aquifers and tributaries. One example is its

ability to retain nitrogen, which supports healthy plant growth, and prevents it

from leaching into rivers from farmland. This phenomenon has been responsible

for creating dead zones in ocean areas near large river tributaries like the

Mississippi in the United States [11]. Another example is its ability to retain

CH4, which is one of the major contributors to global warming [12]. According to

recent studies, biochar acts as a long-term CCS [13]. One study estimates that

10 % of anthropogenic carbon emissions can be mitigated by redirecting as little

as 1 % of net yearly plant uptake into biochar [14]. The International Biochar

Initiative (IBI) has produced four scenarios using biomass from agriculture and

forestry that would otherwise be waste and turn it into biochar using the slow

pyrolysis method, which carbonizes biomass at 40 % efficiency. According to

even the most conservative scenario, if biochar production using waste biomass

materials is carried out on a worldwide scale, one “wedge” [15], which is equal to

1 Gton per year, can be accomplished by 2054 [16]. Considering these facts about

biochar it should be considered by governments as an effective carbon sequestra-

tion method and be included in the carbon credit scheme, but unfortunately, it is

only under review.

The feedstock can be any non-contaminated waste organic material, but the

most common are animal manure, wood, and, in Asia, rice husk and bamboo. The

molecular structure is influenced by the feedstock and method of pyrolysis. Fast

pyrolysis occurs at temperatures from 700 �C and above and in a much shorter

time than slow pyrolysis. The main purpose is to derive syngas and biofuels from

the biomass, whereas the slow method is carried out to produce biochar. Even at

the lower temperatures from 300 to 550 �C, gas is released, and depending on the

type of pyrolysis vessel used, it can provide further energy to complete the burn

to create a closed loop process that prevents any release of CO2. Wood vinegar

can also be collected in the more advanced kilns, and it is used to improve the

soil and protect plants from invasive insects [17]. Biochar production in the

United States and Australia has been increasing recently using large-scale pyrol-

ysis machines, some of which can be transported to the field by large flatbed

trucks. Contrarily, in Asia, a majority of pyrolysis kilns are of small scale

because fields are small and the demand is much less than in the United States

and Australia.
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This project has three major goals: one is to promote the use of biochar to

improve the local economy and environment through sequestering carbon; next is

to promote environmentally friendly biochar grown vegetables by home gardeners

and farmers; and the last is to utilize local and university tacit knowledge to provide

university students with a project-based learning environment that adds social

value. It is hoped that the benefits biochar can bring will attract young family

members to continue the family farming business as was the norm in past

generations, reduce the overgrowth of bamboo to restore forest to a healthy state,

which can support more wildlife and native foliage, and attract young city people to

move to a healthy country lifestyle, thereby supplying more local income and

tax revenue.

As mentioned earlier, carbon credits are not available for bamboo biochar as yet,

but a similar project in Kameoka City in Kyoto Prefecture has built a strong

network of participants including prefectural and city government staffs, local

volunteers, the local Coop, corporations, and Ritsumeikan University students

[18]. The scheme is gaining more support and interest each year, so public aware-

ness about reducing CO2 emissions is improving. The major difference between the

two projects is the donations by corporations. The Itoshima project prefers not to

engage with corporate donations, and instead, rely on students and local volunteers

to drive the project forward. Being dependent on donations poses the risk that

during an economic recession donations will cease, thereby endangering the proj-

ect. Japan is currently in a recession and the government’s huge debt presents

serious challenges in the years to come. However, even in a difficult economic

situation, projects like these provide essential environmental education and civic

action at a low cost.

33.3 Materials and Methods

Japanese Timber Bamboo (Phyllostachys bambusoides), which is a prevalent

species throughout Japan and China, is used for construction scaffolding and

furniture because of its straight thick-walled culm, and provides a sustainable

source of material for this project because of its resistance to disease and

tenacious growth. Its rhizomes spread out in a wide radius and reach a maximum

height of 23 m and 15 cm diameter. Bamboo shoots appear in early spring, and

can grow 100 cm a day [19]. The Satoyama volunteer members cut the new

growth in August because when it is cut at this time, it kills off new rhizome

growth, which is important for forest maintenance. The hillsides in Itoshima are

overgrown with bamboo, so this method will not create a problem for a sustain-

able supply.

The cut bamboo is dried from 6 to 12 months to ensure a smoother and quicker

burn during pyrolysis. Then, it was cut and split into roughly 1.5 m sections put in

the Smokeless Moki Carbonizing Kiln exhibited in Fig. 33.1 in a crisscross layered

manner to ensure an efficient burn. During the pyrolysis, extra bamboo planks are
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added to increase the total volume. After reaching the proper state of carbonization

(about 20 min), the fire is extinguished. It is doused with about 40 l of rainwater to

terminate the carbonization and prevent it from turning to ash. Ample water also

needs to be applied after the fire is extinguished because it has the potential for

spontaneous ignition. There are many kinds of pyrolysis machines: kilns, retorts,

colliers, and small-scale stoves that can produce biochar while used for cooking.

The Moki Smokeless Carbonizing Kiln uses the slow pyrolysis method. During any

of those processes it is important to keep the oxygen in the vessel to a bare

minimum and the temperature between 400 and 550 �C to assure high-quality

biochar [20]. The Moki Kiln with its simple, but effective, shape is used because

of its mobility, efficient production capability, and low cost compared to high-tech

kilns. Mobility is essential because bamboo in Japan is usually found on steep

hillsides, so it is difficult to transport off site. Conducting onsite pyrolysis vastly

reduces the labor needed to transfer the heavy bamboo to the burning site, thereby

improving cost-effectiveness and reducing the carbon footprint. The photo appears

to be an open bonfire, which would include lots of oxygen that fuels the large flame;

however, the cone shape and stainless steel reflect the heat off the wall to the center,

and that forces conductive heat downward creating a low oxygen condition. The

bottom of the kiln is buried in the soil to prevent any oxygen supply coming from

the bottom (Figs. 33.2 and 33.3).

Fig. 33.1 Biochar

production using a Moki

Smokeless Carbonizing

Kiln (Moki Manufacturing

Co. Ltd.)
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33.3.1 Location

Itoshima City (33�35023.9500 N; 130�11034.2400 E) was chosen for two main reasons:

First, Kyushu University built its new campus in the northeastern part of the city

and is eager to develop programs that benefit the local community; second, the

author has lived in the city for many years and wants to support community

development. It has a population of a little over 100,000 [21], and is located on a

peninsula with a beautiful ocean, hills, and rice paddies. The main employment

sector is divided into fishing and farming followed by an increasing number of

service-related companies. It provides a good case study because it represents a

typical rural area in Japan facing an increasing elderly population unable to

continue farming operations, an inability to maintain hillside forests, and a local

government with limited financial resources to invest in economic development

projects. Twenty-one percent of the city’s population is 65 years or older, which is

roughly the same as the national average. If this system proves successful in

Itoshima City, it has potential for a wider nationwide application.

Fig 33.2 Map of Itoshima

(Itoshima Government)

Fig 33.3 Map of Japan

(MLITT)
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33.3.2 Project-Based Learning

The project is divided into semesters, but the members remain the same for each

one, and each of the Master’s students from the Department of Design Strategy

receives four credits for each semester. Each class meets for 90 min at the

university, but it also involves extracurricular fieldwork producing biochar,

conducting surveys, and meeting the local Satoyama volunteers. Each stage

depicted in Fig. 33.4 goes through a continuous process of planning, do, check,

and act (PDCA) cycle to stimulate creative student input and project improvements.

Only three students participated for each of the 2 years, but this project in the

Department of Design Strategy usually has a low teacher-to-student ratio.

In the first year (2010–2011) the content focused on marketing approach through

a SWOT analysis (Table 33.1), and sales and distribution research even though

there are few current competitors and the ones that exist have poor packaging and

promotion strategies, which seemed to provide some business potential; however,

the SWOT analysis also showed that biochar production and sales are at risk

because competitors have free market access due to the lack of patent protection;

therefore, it seems too risky to invest large amounts of capital for high-tech

machinery and staff. However, from a university-community standpoint, the

opportunities to improve relations and the local economy are great. The university

Survey &
Package design

Field test & 
Product
development

Marketing &
Sales

Environmental
Education

Project
Expansion

Fig. 33.4 Itoshima carbon minus bamboo biochar project scaffold scheme

Table 33.1 SWOT analysis carried out in 2011

Strengths
� Sustainable supply

� Low-cost material

� Multi-faceted applications

� Improves hills and fields

ecosystems

Weaknesses
� Free market access

� Low consumer demand

� Labor intensive

� No standardization

Opportunities
� Local carbon credits

� Few competitors in the agriculture

and home garden sector

� Biofuel production

� Improved local economy

� Expanded university-local networking

Threats
� Improper application

� Misinformation leading to loss

of brand trust

� Restrictive laws
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staff and students are not allowed to profit from any project, and so any gains

acquired through the sale of biochar can be funneled into the Satoyama group,

which then is more able to help local elementary and junior high school students

learn about agriculture and nature. Another advantage is that the bamboo used to

produce biochar in this project is currently free of charge because the local

Satoyama volunteers cut and transport it to the site as a part of their hillside

protection efforts, but for a large constant supply, which is needed for commercial

production, labor, transportation, and packaging costs must be considered in future

cost calculations. Cutting, transporting, and producing biochar are labor intensive

because the bamboo is located on fairly steep hills in Japan, and grows to heights of

23 m, with many branches, making it difficult to handle after cutting. Even though

pyrolysis is fairly quick (20 min per batch), the splitting of bamboo is very labor

intensive, so an easy and efficient method using a specially designed mobile

machine is another area the author is going to include in the next phase.

During the second school year (2011–2012), students focused on package design

and conducted a market survey to determine citizens’ awareness of the issues and

attitudes toward the environment and food purchasing. The students conducted a

survey of Fukuoka City citizens about their vegetable-buying habits and knowledge

about the carbon credit scheme, CO2, and other significant environmental issues

related to climate change. They also presented a proposal for two types of packaged

biochar: one for pure bamboo biochar, and the other containing a mix of organic

material and biochar. Both target home gardeners. Results from two specific studies

that analyzed the viability of a biochar business as an agricultural supplement

suggest that a business model focusing on the home gardener market has better

potential than the one focusing on large-scale farms [22, 23].

Figure 33.5 illustrates the single pot portion design for pure power bamboo

charcoal. The package is designed to break in the middle to allow for easy applica-

tion without consumers having to touch the biochar. Research shows that the

maximum percent of biochar for effective soil amendment is in the range of

3–5 % and should never exceed 10 %, so the students calculated the amount of

soil needed for the most commonly purchased flowerpot size, which is 18 cm wide

Fig. 33.5 One pot portion

disposable container
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and 14 cm high, and holds roughly 400 g of soil (dry weight) when creating a

package that holds 20 g of bamboo biochar. Students felt that this compact size was

not only easy to handle, but the breakaway middle design provides a convenient,

non-spill delivery. It also maintains a safe level of 5 % biochar-to-soil ratio for the

popular sized pot. Instructions, benefits, and a pot size diagram for other sizes were

not included on the design, but need to be included to make sure that the purchaser

maintains the proper percentage of biochar-to-soil ratio for optimal growth, and

inform them about the benefits of biochar soil amendment.

The generic name “biochar” in Fig. 33.6 will be part of the next phase’s

assignment. The new project members will propose three different brand names

and three new logo designs and then conduct a survey in Fukuoka Prefecture to

determine a strong brand name and image. In addition, attitudes toward home

gardening activities, purchasing habits for potting soil and fertilizer for their

gardening needs, and the size of pot usually purchased or size of the home garden

will be surveyed.

33.4 Results and Discussion

As mentioned in the Project-based Learning section, students conducted a survey of

people living in Fukuoka, Japan, to determine the general knowledge about the

environment: for example, the level of understanding about the carbon minus and

the carbon credit scheme in Japan, and their daily activities to protect the environ-

ment. In addition, questions about their buying habits for vegetables were surveyed.

The results indicate that environmental awareness activities and new promotion

strategies are necessary elements for the success of the project’s goal of using

biochar as a means for carbon sequestration and the proposed marketing strategy for

biochar grown vegetables. For the questions on carbon credits and carbon minus

scheme, only 5 out of the 68 respondents knew about either of them. However, there

was strong interest in buying vegetables that could reduce CO2. Forty-eight percent

said that they would buy those vegetables even if they were more expensive than

normally grown ones. From a marketing and sales viewpoint, 80 % said that they

Fig. 33.6 Design strategy

student’s original logo
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buy vegetables at a supermarket. Initially, it was hoped that Japan Agriculture

Coops and small shops could be the major distribution chain, but this strategy will

have to be modified. On the positive side, AEON, the major supermarket chain, is

looking for methods to reduce its CO2 footprint, which should allow for selling

future products from this project, and wider promotional opportunities.

As of May 2012, the project has added additional graduate and undergraduate

students and faculty from the Department of Agriculture at Kyushu University. One

group is from agro-environmental science and the other from the agriculture and

resource economics division. Technical knowledge from agriculture specialists, a

thorough economic and business model, and an attractive design and branding

strategy are essential for this project to succeed, Fig. 33.7. The addition of the

Department of Agricultural members has produced a strong collaborative triangle

of knowledge, and fulfills the author’s efforts to promote interdisciplinary research

within the university.

The project has moved up a step by making a test field. All the students from

project along with Satoyama members recently made enough bamboo biochar to

make a 60 cmwide, 80 cm high, and 20 m long test row planted with sweet potatoes.

A photo of the design and agriculture students planting sweet potato seedlings in test

field is shown in Fig. 33.8. Three other rows were planted with no biochar as a

control group. The pH of the soil from various locations both surface and at a depth

of 15 cm was tested prior to planting and it was found to be overly acidic (4.6);

therefore, the addition of the alkaline bamboo biochar with a pH of 9.7 will help

improve the soil pH to reach the ideal range of 5.6–6.5 [24]. However, the electrical

current (EC) reading was significantly higher than normal, which could indicate that

an excess of substances in the soil may affect the flavor or impair healthy growth.

After harvesting in October, samples from the biochar and control group will be

analyzed by the Agriculture Department for sweetness and vitamin content. This

planting and testing cycle will continue for 3 years, monitoring the changes to the

soil and effects on the sweet potatoes before attempting a full-scale marketing and

sales effort.

After the initial field tests are completed, and the results are recorded, educa-

tional materials for elementary, junior high, and high school students will be

Agriculture
Department

Itoshima
Satoyama

Group

Design
Department

Agri-
economic 

Department

Fig. 33.7 Itoshima carbon

sequestration project

scheme
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produced and distributed to schools throughout Fukuoka Prefecture. Events that

involve using biochar in fields and home gardens will be held for those students to

increase their knowledge and awareness to the importance of carbon sequestration

and how individuals can reduce CO2 emissions. In order for the project to expand to

its full potential, a management organization as an NPO or an NGO should be

considered. The current volunteer-university cooperation style cannot provide the

full-time participation needed to operate a successful larger scale production.

The response to this project by the students and Satoyama members has been

very positive about the mission, goals, and actions because they have become more

aware of the importance of bamboo as a sustainable resource, carbon sequestration,

and collaborative teamwork in the field in order to improve the local environment.

33.5 Conclusions

The biochar produced in this project provides a safe low-tech approach that

effectively sequesters carbon. The project-based learning approach has provided

new experiences for students to learn about the environment, local citizens’

attitudes about organic food-buying attitudes, and acquired tacit knowledge from

Fig. 33.8 Design and

agriculture students

planting sweet potato

seedlings in test field
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Satoyama members. The SWOT analysis provided students with vital hints into the

current situation for the biochar market, and possible directions for package design

and marketing strategies in the future.
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Chapter 34

The Integrated Solid Waste Management

System: Its Implementation and Impacts

Towards the Environment

O. Norazli, A.B. Noor Ezlin, M.Y. Muhd Noor, C. Shreeshivadasan,

and O. Nor’azizi

Abstract In Malaysia, the present practice of solid waste management has affected

the valuable resource wastage, the economy, the environment and the society’s

health. Past decisions on waste management strategy and the structure of waste

management system have relied on the waste management hierarchy. The hierarchy

gives the following order of preference, i.e. waste reduction, reuse, material

recycling, composting, incineration with energy recovery, incineration without

energy recovery and landfilling. However, such use of a priority list for the various

management options has serious limitations. Technically, the hierarchical concept

is far from scientific for the reason that none of the management technology

resulted in an optimal result. Due to this reason, there is a need to radically improve

solid waste management practices. Recently, the Malaysian Government Policy has

outlined an emphasis on the policy and the management of solid wastes in which it

has to be implemented in holistic and well-planned manners. In order to implement

the strategy, the concept of integrated solid waste management (ISWM) is consid-

ered in this study. The integrated waste management system starts from the point of

accumulation, i.e. residential areas, commercial buildings and industrial premises,

until the point of disposal, i.e. waste disposal sites. The mediatory components

between the two points according to their order are the pre-sorting technology,

collection, central sorting, recycling, biological treatment, thermal treatment and,

O. Norazli (*) • C. Shreeshivadasan • O. Nor’azizi

Universiti Teknologi Malaysia, Kuala Lumpor, Malaysia

e-mail: norazli@ic.utm.my; shreeshivadasan@ic.utm.my; azizi@ic.utm.my

A.B. Noor Ezlin

Universiti Kebangsaan Malaysia, Bangi, Malaysia

e-mail: ezlin@vlsi.eng.ukm.my

M.Y. Muhd Noor

Malaysian Nuclear Agency, Bangi, Malaysia

e-mail: muhdnoor@nuclearmalaysia.gov.my

I. Dincer et al. (eds.), Causes, Impacts and Solutions to Global Warming,
DOI 10.1007/978-1-4614-7588-0_34, © Springer Science+Business Media New York 2013

657

mailto:norazli@ic.utm.my
mailto:shreeshivadasan@ic.utm.my
mailto:azizi@ic.utm.my
mailto:ezlin@vlsi.eng.ukm.my
mailto:muhdnoor@nuclearmalaysia.gov.my


finally, landfilling. The advantages of ISWM techniques are that it can reduce the

effect of pollution on the environment and is able to increase country economy.

The less pollutants such as CO2, CH4, CO, NH3, SO2, HCI and others escape to the

environment, and the less environmental impact such as global warming, acid rain,

depletion of ozone layer and climate change is created. This chapter discusses the

practices of ISWM towards the environment quality enhancement. From the

reviews, it reveals that the environmental impacts can be reduced if an integrated,

systematic, technologically enhanced and innovative solid waste management

system is created.

Keywords Solid waste management • Malaysia • Economy • Environment • Soci-

ety • Health • Waste management hierarchy • Waste reduction • Reuse • Material

recycling • Composting • Incineration • Energy recovery • Landfilling • Thermal

treatment • Acid rain • Depletion of ozone layer • Climate change

34.1 Introduction

Solid waste generated is linked with the rapid growth of population, industry,

urbanisation and population standards in the area. Solid waste generated must be

handled with the best technology that is focused on environmental sustainability.

To achieve the objectives of environmental sustainability, technology management

should expect more than just a safe disposal as well, trying to get back the source of

the waste generated. The objective of management should examine the root prob-

lem, while the technology will have to be adapted in line with the goal of achieving

environmentally friendly forms of management. In Malaysia, the waste manage-

ment strategy in the past was more focused on waste management system based on

the concept of hierarchy. In summary, the proposed hierarchical system according

to the priority starts with the waste reduction technology, reuse, recycling,

composting, incineration with energy production, incineration without energy

production and finally landfill technology. However, solid waste management

based on the concept of hierarchy has several disadvantages. This is because

there is no single technology capable of producing optimum management effect

to the environment [30]. Given this, strategies and policies on solid waste manage-

ment practices need to be changed in Malaysia on an urgent basis.

In general, an effective solid waste management system should have the follow-

ing characteristics: environment-friendly, economy-friendly, integrated, strategic

marketing and scale (need for a uniform quality of recycled materials and energy)

including variable [30]. Environment-friendly management features mean it can

minimise the impact of the management system of energy use and pollution on

land, sea and air. To achieve the design of environmentally friendly waste manage-

ment, integrated solid waste management (ISWM) should be implemented. The

concept of an integrated system includes the system of waste collection and

segregation, followed by one or more management options such as recycling,

thermal treatment technology or landfill technology [30].
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An integrated management system combines waste flow, system of collection,

treatment and disposal with the objectives to achieve benefits for the environment to

be accepted by the society.An important aspect of the system is themethod tominimise

the amount of accumulated solid wastes. Therefore, the manufacturing technology has

to be upgraded in which each component created and designed is stronger and lighter

and able to reduce the usage of raw materials. Another way to manage solid wastes is

through producing energy from the incineration method. The solid wastes will be

incinerated in a special furnace chamber and the energy generated is used to

produce steam and electricity. This process is able to reduce 90 % of solid wastes.

Inert compounds from the chamber will be sent to sanitation disposal sites. This

integrated approach will reduce disposal sites’ burden and open an opportunity to a

new technology in managing solid wastes. The objective of this chapter is to elaborate

the concept of ISWM and discuss the impact of the system towards the environment.

34.2 The Solid Waste Management Concept

The solid waste management system can be implemented either as in gradual

implementation of technological parts of the system or as in the whole system in

totality. However, if only one particular technology is considered at one time, there

is a probability of that particular technology to negatively affect other options in the

system. Hence, to implement the whole system at once it is necessary to obtain an

effective management system [8]. The implementation of the whole system is

known as the ISWM system [6, 14, 30].

The integrated system concept includes collection and waste sorting systems

followed by one or more of these management technologies:

(a) Regaining secondary materials (recycling) in which the technology requires

effective and suitable waste sorting system facilities.

(b) Biological treatment for organic materials in which this technology will pro-

duce composite compounds that can be marketed and reduce the waste volumes

at the disposal sites including producing energy from methane gas.

(c) Thermal treatment in which this technology will reduce volumes and produce

energy.

(d) Landfilling in which this technology is able to increase the amount of land

reclamation and reduce the effects of pollution [30].

The concept of the system has to be integrated towards the management of waste

materials, waste sources and methods of collection including methods of treatment.

However, in order to achieve an optimum effectiveness of the management, the

main highlighted technique is the method of waste reduction followed by the

integrated management strategy approach. The waste reduction method, among

others, is the re-evaluation of manufacturing concepts of a product by

manufacturers such as the manufacturing process, plants’ apparatus or products’

formula [23] including purchasing necessities of a product or re-using products by
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users [3]. As for the integrated management strategy, it can be made better by

combining all the present management options [4].

Fundamentally, the integrated management concept combines a holistic and an

environment-friendly approach. An environment-friendly approach means it needs

to be friendly towards the environment, the economy and the users, whereas holistic

is in the sense that it illustrates the whole management system from the point of

accumulation until the point of disposal. According to McDougall et al. [14], the

advantages of being holistic are the following:

(a) The concept is able to give a holistic picture of the overall waste management

process. The overall picture of the system is important in planning for effective

management strategies as compared to describing one particular part at one

particular point of time.

(b) Basically, the overall parts of the system originate from the same ecosystem.

Thus, rationally, the environmental impacts have to be described in a holistic

manner. If only one particular part is considered in reducing the environmental

burden, there is a possibility that the other parts in the system may experience

an increment in the environmental burden.

(c) The holistic picture of the whole system ensures an effective and economical

system of operation. For each part of the system, the value-added debit and

credit cost can be evaluated.

34.3 The Integrated Management System Components

The integrated management system starts from the initial point of waste accumula-

tion by accumulators from residential areas, commercial buildings and industry

premises until the point of disposal at the waste disposal sites. The in-between

components between the two points, according to their list of order, are the

pre-sorting technology, waste collection, central sorting, recycling, biological

treatment, thermal treatment and finally landfilling. The following subtitle of this

chapter further elaborates on each of the management system component.

34.3.1 Pre-sorting

Pre-sorting involves sorting wastes according to their categories after they have

been accumulated. Pre-sorting is the most important component in the waste

management system because it can reduce waste volumes and separate toxic and

dangerous wastes from the others [22]. The effectiveness of pre-sorting process

depends on the awareness and the sorting techniques of the accumulators.

Accumulators have to be exposed and educated with the correct waste sorting

techniques. For example, in Japan, every accumulator is provided with brochures

that contain information on the initial stage of waste sorting [10].
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Pre-sorting process can also be carried out by garbage collectors. In brief, wastes

can be categorised into four, i.e. dry recyclable materials, bio waste and garden

wastes, hazardous materials and bulky wastes. If the waste-collecting vehicles are

divided into several parts, these wastes can be sorted at an early stage. Therefore, if

both methods are applied in our country, the effectiveness of pre-sorting process

can be further improved.

34.3.2 Waste Collection

The waste collection method is divided into two. The first is the “bring method” and

the second is the “kerbsite collection method”. In the first, accumulators will bring

their wastes to the central sorting and in the latter garbage collectors will collect

wastes from the curb-sides. In Malaysia, both methods are practiced mandatorily in

which waste collection is carried out based on the nature of the areas and the

facilities provided. Some of the applied collection techniques are waste collection

from home to home for residential areas; waste collection from barrel centre for

apartments, condominiums and public areas; and waste collection from waste

chambers for squatter and traditional village areas. However, there are by back

centre for any accumulators who want to practice the first method.

The collection and transporting of solid wastes cover almost 60 % of the total

allocated fund spent for managing solid wastes in Malaysia [21]. The types of

vehicles commonly used are lorries that have open trunks and those that have

compacting facilities [21]. However, there are various problems related to the

waste collection system in Malaysia such as the increase of population that gives

rise to the increase of the amount and types of wastes, the source of revenue that

affects the technical facilities and the amount of workers, the unexecuted pre-sorting

techniques and the lack of professional garbage collector contractors [9]. These

problems are setbacks to the efficiency of waste collection system in Malaysia.

In order to execute an efficient collection system, an integrated waste collection

technique has to be highlighted in which the “bring” and the “kerbsite” collection

methods are to be practiced in togetherness in order to achieve the objectives of

minimising the collection costs and reducing the environmental impacts [30]. Other

factors like the usage of technologically enhanced transporters, the additional

constructions of transfer stations and the usage of geographical information system

(GIS) and global positioning system (GPS) technologies are some that can increase

the effectiveness of the waste collection system in Malaysia [17].

34.3.3 Central Sorting

Basically, central sorting will receive wastes collected by the transporters including

those brought by the accumulators. Techniques used at the centre depend on two
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facilities, namely, the facilities to produce recycled materials or known as MRF

sorting facilities and the facilities to produce fuel resources or known as RDF

sorting facilities. The latter will sort wastes that can be burnt and those that cannot.

Recycle Energy Sdn. Bhd. (RESB) located in the district of Semenyih in

Selangor is one of the companies that have both the above-mentioned facilities in

Malaysia. This company acts as the waste sorting centre for the district of Hulu

Langat. This centre sorts recycled materials such as plastics, metal and woods

including RDF pellets, composites and bulky wastes. The sorted recycled materials

will be sold to recycling centre whereas the composites will be sold to factories that

will further compose the materials to become land conditioner and others. The RDF

pellets will be used to generate energy.

Normally, there are two sorting methods performed at the central sorting,

i.e. manual or automatic. The manual will be carried out by workers and the

automatic will be carried out by sorting machines such as magnetic sorting

machines that are able to sort between ferrous metal and non-ferrous metal or

Eddy current separators that are able to sort between non-ferrous metal such as

aluminium or cuprum from other wastes [11]. According to studies conducted by

Newell Engineering Ltd. [15], the automatic sorting is more effective than the

manual. This is due to the rate of sorting output in which manually, 5 tonnes per

worker in a day will be generated as compared to 5 tonnes per hour if automatic

sorting is applied. Manual sorting activities will also bring negative effects towards

health and safety. However, in order to implement sorting centre facilities in an

integrated and effective way, the automatic sorting will need to be supported by the

manual.

34.3.4 Recycling

One of the effective techniques of management is by organising the management

components within proximity. As an example, a recycling centre and a sorting

centre that are nearby each other may reduce the cost of transporting recycled

materials to be processed from the sorting centre to the recycling centre. This will

indirectly reduce the environmental pollution produced by the transporters.

Recycled materials that can be processed are papers, glasses, ferrous metal,

non-ferrous metal, plastics and textiles. Usually, the process of recycling papers

will be done according to the quality of used papers in which those with high

quality will be recycled into writing papers, printer papers, tissues and wrappers.

On the other hand, those of low quality will be recycled into packing papers and

cardboards. The process of recycling glasses will start with manual and automatic

sorting in order to eliminate pollutants, metal, labels, etc. Then, the glasses will be

crushed and sifted and later mixed with natural raw materials. This mixture is

smelted and formed to produce new products. The recycling process for ferrous

and non-ferrous metal basically has the same techniques as glasses [30]. Processed

plastics that can be recycled are from the thermoplastic types. In its initial process,
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plastics are sorted according to its resins and then they are mechanically or

chemically recycled. In mechanical recycling process, the sorted plastics are

crushed into pieces which then are mixed with natural raw materials to produce

new products. As in chemical recycling process, the polymers will be reduced into

monomers and then re-processed into polymer materials. For textiles, the

recycling method is divided into two, i.e. to reuse the textiles as spent clothes,

wiper cloth or filling materials and to recycle the textiles into secondary fibrous

materials [30].

In Malaysia, a recycling programme was launched on January 1993 which

involved 23 local authorities across the country [21]. The recycling programme

strategies aim to save the cost of managing solid wastes by recycling them, to

reduce the usage of natural raw materials and to protect the quality of the environ-

ment. However, the programme which initially received warm responses from the

locals has now become dormant. Since the recycling technology is one of the

components of the integrated management system, the authorities in this country

have to reconstruct their strategies in encouraging the public to be actively involved

in this activity.

34.3.5 Thermal Treatment

Incineration options, refused-derived fuel (RDF) burning and catalytic

de-polymerisation process (CDP) technology are some of the ISWM technologies

that use the thermal treatment concept. In short, incineration concept means to

incinerate the whole mass of a solid waste in a burner and RDF burning concept

means to burn only those selected materials in solid wastes that can be burnt

[14]. The CDP concept is to transform mixture of plastics or other materials that

contain hydrocarbon into diesel [5]. The thermal treatment concept for these three

options is further elaborated in the following subsections.

Incineration (Thermal Treatment)

The incineration technology facilities are divided into three types, namely,

fluidised-bed incinerator, grate incinerator and rotary combustor. These facilities

will accept the whole sent wastes and then these are burnt in an incinerator

chamber. The incineration process will produce residues in the form of bottom

ashes and fly ashes. This process may also convert wastes into energy if the

produced hot air is channelled to a boiler that can further change it into steam.

The produced steam has to be reheated in order to generate energy. The higher

the temperature and the pressure of the steam, the larger volume of energy

generated [14].

The incineration method is able to reduce the volume of solid wastes and

produce energy from the incinerated wastes. However, this activity can increase
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the density of pollutants released into the environment as compared to the usage of

RDF burning. This is because in incineration method the whole mass is burnt

whereas in RDF burning it is done only on materials that can be burnt in the wastes.

This incineration method also has another drawback, that is, the volume of energy

produced from incinerated wastes is far lower than the volume of energy produced

through RDF burning.

RDF Burning (Thermal Treatment)

RDF materials are produced from the mechanical sorting of wastes that can be

burnt and those that cannot. RDF consists of papers and plastics sorted from the

municipal solid waste in which later they are crushed, sifted, dried and then

processed into fuel in the forms of RDF pellets or loose RDF. The mechanism

for RDF material burning in producing energy is the same as the incineration

method. However, the advantages of RDF burning as compared to incineration are

the following:

1. RDF materials have higher calorific values (3,000–4,000 kcal/kg) than the

municipal solid waste’s raw materials (1,000–3,000 kcal/kg) which also possess

uniformed burning characteristics.

2. The content of heavy metal in RDF materials is also lower than the municipal

solid waste’s raw materials. Thus, the needs for tools in eliminating resultant

pollutants during the burning process can be reduced.

3. RDF materials have fewer wastes that cannot be burnt as compared to the

municipal solid waste’s. Therefore, the resulting disposed ashes can be reduced.

4. The efficiency of the whole RDF burning method is higher than the incineration

method because the characteristics of RDF materials are almost the same as the

characteristics of fuel [29].

Catalytic De-polymerisation Process Technology (Thermal Treatment)

CDP is one of the waste management options that use the thermal treatment

approach. CDP technology is a type of biomass-to-liquid fuel technology in

which this technology can produce energy in the form of synthetic diesel from

solid wastes [16]. The synthetic diesel production process is similar to the natural

geological process in producing fossilised fuel. The types of solid wastes that can

be converted into diesel are all types of plastics including PVC and PET, leather

and rubber materials including vehicle tyres; oil waste, varnish and all types of

grease including transformer oil, hydraulic fluid, butemin, and tar; sterilised and

dried hospital disposals, organic residues and woods; and electronic waste [24].

The benefit of using CDP technology as compared to other technologies under the

thermal treatment concept is that it is able to produce high-quality diesel from

solid waste sources while pollutants such as chlorine, dioxin, furan and other toxic
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substances are not accumulated during the process of converting such wastes into

energy [24]. However, there are by-products resulting from the CDP process,

i.e. inorganic materials such as metal and glasses, that need to be modified or

disposed using suitable methods.

Shajeran Resources (M) Sdn. Bhd. is one of the companies that are in the

process of introducing the above technology to the Malaysian Government

agencies ([16], 10 December, 2007). This German technology is under the

surveillance of a company called Alphakat Engineering GmbH. According to

the News Straits Times’ report, this technology has the capability to produce

3,500 tonnes of synthetic diesel within a year with an investment of RM20

million. The report also stated that although the initial amount of investment

was high-priced, this technology is very environment friendly and able to bring

equilibrium to recent intense issues related to fuel and solid waste management

in our country.

34.3.6 Biological Treatment

According to a study by Tchobanoglous et al. [27], 40–85 % of municipal solid

wastes is organic wastes. The organic wastes resulting from the remaining of food

and twigs can be managed using biological treatment technology. The concept is

performed by digesting organic wastes using microorganisms with the presence of

oxygen (aerobic) or the absence of oxygen (anaerobic) to produce stable compost

materials. The by-products of the digestion are energy release, methane and carbon

dioxide. The composition has a potential to reduce the total volume of wastes to be

disposed. However, there are constraints in the potentials of composition method as

an option to manage wastes. The constraints are the resulting pollutants due to the

composition activities, the high cost to compose wastes (due to the expensive cost

in producing nutrient fertilisers) and the difference in the nutrient content for every

composition activity including the difficulty to market compost materials to

consumers [3]. In sum, this biological treatment technology is able to produce

three types of products, namely, biogas that can be converted into electrical energy,

compost materials and energy.

34.3.7 Landfilling

Landfill technology is the final option in the ISWM system. This technology can

be divided into two methods, namely, filling of land method and sea filling

method. In Japan, both methods are practiced to dispose wastes in an absolute

manner [10].

Waste central sorting, recycling centre, thermal treatment plants and composting

plants each of them needs a landfill technology in order to dispose residuals
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resulting from every processing activities performed. Landfilling is a technique that

returns formed residuals back to nature. The by-products resulting from this process

are leachate and landfill gas. Leachate is resulted from the process of leaching

rainwater at disposal sites and landfill gas is produced from the reactions of solid

wastes at such sites. These by-products can pollute the environment if measures to

monitor them from time to time are not taken. There are three types of disposal sites

for the landfill method, namely:

1. Open dumping—This type of disposal site is specified for non-hazardous solid

wastes in which the by-products such as landfill gas and leachate are not

monitored and modified (e.g. Sungai Kembong, Semenyih disposal site in

Malaysia).

2. Sanitary landfill—This type of disposal site is specified for non-hazardous solid

wastes in which the by-products such as landfill gas and leachate are monitored

and modified before being released to the environment (e.g. Air Hitam, Puchong

disposal site in Malaysia).

3. Secure landfill—This type of disposal site is specified for hazardous solid wastes

that have gone through treatment process and later these wastes will be buried at

concretised disposal sites (e.g. Kualiti Alam, Bukit Nanas disposal site in

Malaysia).

In Malaysia, the total amount of disposal sites until April 2007 was 261 sites in

which 111 of them have been closed and the remaining 150 are still operating.

140 from 150 operating disposal sites are non-sanitary and some of them have been

identified as located near to the surface water resources such as rivers, water basins

and others [31]. Table 34.1 shows one of the examples of water pollution caused by

pollutants from disposal sites in our country.

The main weakness of landfill technology is the presence of pollutants that are

released to the environment and if this technology is considered in managing solid

wastes, this means wastes as a whole are just mere wastes and they are not solid

wastes that can be converted into valuable resources [7]. Nevertheless, with the

Table 34.1 Contamination of Sg. Kundang caused by pollutants in leachate that comes from

Kundang disposal site at Selangor, Malaysia [2]

Perimeter Level of contamination (g/day) Level of contamination (tonne/year)

1237.5 BOD5

COD 280440.0 102.4

TSS 2.7 9.855 � 10�4

Hardness (CaCO3) 19319.9 7.52

Cd – –

Cr 8.7 3.176 � 10�3

Cu 0.135 4.928 � 10�5

Pb 1.215 4.43 � 10�4

Zn 2.7 9.855 � 10�4

Mg 191.0 0.0697
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rapid development of knowledge and technology, landfill gas has been identified as

able to generate electrical energy. Figure 34.1 illustrates the flow chart of energy

that can be generated from landfill gas.

34.4 The Integrated Solid Waste Management Concept

Basically, an integrated management system incorporating a holistic and sustain-

able approach, Integrated management system starts from the point of generation

by generators until the point of disposal (landfill). Intermediate components

between the two points following a sequence are pre-sorting technology, collec-

tion, central sorting, recycling, biological treatment, thermal treatment and finally

landfilling. To produce an efficient management system, systematic and innovative

technology is necessary to consolidate all existing management technologies, and

each one is better diversified technology and engineering approaches to ensure that

each component is functioning effectively. Figure 34.2 shows a flow chart of the

various technologies and management techniques that can be adapted to manage

solid waste.

34.5 The Emission Controls

In general, the impact of the overall management system is towards human’s health

and the environment in which the resulting pollutants from the waste management

activities will be channelled through the medium of air and water to the environ-

ment. The sources of pollutants in the integrated management system are divided

into two parts, i.e. sources as the result from the usage of energy such as electricity,

gas, diesel or petrol and sources as the result from the waste processing activities by

each management component in the system. This presence of pollutants is known as

emission. The emission resulting from the usage of energy is divided into two types

which are air emission and water emission while the emission resulting from waste

processing activities is categorised into three types which are air emission, water

Production of electricity to customer

Disposal site

(Source of Landfill gas)

Condenser
removal Pumping

Landfill gas
generator plant

Fig. 34.1 Flow chart of energy that can be generated from landfill gas [20]
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emission and residual waste emission. Table 34.2 lists the categories of emission

through the medium of air and water.

The emission originating from the usage of energy such as diesel and petrol is

the result of the transporting activities such as the delivery and collection of wastes

from the accumulation areas to central sorting, from the central sorting to thermal

treatment plants, composting plants and disposal sites including the transportation

of residuals from the thermal treatment and composition plants to disposal sites.

Some activities at thermal treatment plants and disposal sites may also contribute to

emissions resulting from the usage of diesel. The emission originating from the

usage of electrical energy is the result of the activities at central sorting, recycling

centres, thermal treatment plants and disposal sites. These activities include

Geographical Information System (GIS) & Global Positioning System (GPS)

Buy back centre

Bring

Kerbsite collection Residual waste

Plastic (rejected ) RDF pellet

Residual waste

Residual waste

Residual waste

Municipal Solid
Waste

(Pre-sorting) Transfer station

Central sorting
(MRF & RDF Sorting

Facilities)

Recycling
centre
(paper,
glass,
metal,

plastic &
textile)

Thermal treatment
(CDP technology)

Thermal treatment
(RDF burning)

Biological
treatment
(compost
material)

Automatic and
manual sorting

Secured landfill
(Hazardous residual waste)

Sanitary landfill (Non hazardous
residual waste)

Residual waste

Fig. 34.2 Flow chart for various management technologies and techniques that can be adapted in

managing solid waste

Table 34.2 Water and air emission categories [30]

Air emission Particulates, CO, CO2, CH4, NOx, N2O, SOx, HCI, HF, H2S, HC, chlorinated

hydrocarbons, dioxins/furans, ammonia, arsenic, cadmium, copper, lead,

mercury, nickel, zinc

Water emission BOD, COD, suspended solids, total organic compounds, “adsorbable organic

halides”, “chlorinated HCs”, dioxins/furan, phenol, ammonium, total

metals, arsenic, cadmium, chromium, copper, zinc, mercury, zinc,

chloride, fluoride, nitrate, sulphide
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activities from the waste-sorting machines, sifting machines, drying machines,

crushing machines, furnacing machines, etc.

As for the emission originating from the waste processing activities, it is the

result of waste sorting, recycling and conversion into energy including landfill

activities. Activities at the central sorting such as the process of drying, crushing

and washing and the presence of leachate from collected wastes will produce

emissions such as dusts, leachate, washing wastewater and residuals. The waste

recycling activities such as the process of crushing, furnacing and washing will

produce emissions such as dusts, volatile organic compounds, washing wastewa-

ter and residuals while activities at thermal treatment plants such as burning

and producing of energy will produce emissions such as bottom ashes, fly ashes

and air pollutants. For landfill activities, leachate and landfill gas are the pro-

duced emissions.

The pollution control resulting from the waste management activities can be

divided into three, namely, air pollution control, water pollution control and

residual disposal control. The air pollution control system acts as pollutant

eliminators in gasses before they are released into air. This system is usually used

at processing plants and it consists of filter bags, hydrated lime, active carbon and

SNCR De-Nox system. The filter bags function as eliminators for solid particles

while the hydrated lime is to eliminate acidic gasses such as hydrochloric acid or

sulphur dioxide. The active carbon eliminates dioxin and heavy metals such as

arsenic, cadmium, plumbum, mercury and others while SNCR De-Nox functions to

eliminate NOx [18].

A wastewater treatment plant acts as a water pollution control system for

wastewater resulting from waste managing activities such as leachate and washing

wastewater. The treatment plant basically consists of sediment tanks, biological

treatment tanks and germ disinfectants. The plant will usually eliminate

parameters such as the biochemical oxygen demand (BOD), suspended solids,

heavy metal and others that are in the wastewater before the water is released into

waters [13]. As for the control of residual disposals at disposal sites, it is done by

disposing the residuals at sanitary disposal sites for non-hazardous residuals while

the hazardous residuals will have to be initially modified before disposing them at

secured landfill sites.

The air pollution control caused by the waste transporting activities can be

carried out by creating waste exchange stations located between the accumulation

premises and the other technologies in the system, if the route between the two

places is at a great distance. The transfer stations function as compressors for the

collected solid wastes in order to add space on the transporters. This method can

reduce the amount of the transporters’ diesel usage and reduce the release of

emissions into the environment.
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34.6 The Impacts of the ISWM Towards the Environment

The present practices of the solid waste management have given depressing impacts

on the valuable resources, the country’s economy, the environment and the health of

the Malaysian society. The management that only emphasises on the collection and

disposal of wastes has affected the environment such as the decline of the

environment’s aesthetic values due to solid waste, air, water, smell and sound

contaminations [12]. In order tomend and upgrade the present management practices,

the ISWM is the solution for the country’s solid waste management problems.

The ISWMmethod can contribute to the increase of a country’s economy and it can

reduce the impacts of pollutants to the environment if properly implemented. The

reduction of an amount of energy can be made if a technologically enhanced, system-

atic and integrated waste collection system is practiced. This reduction can also be

made if the manufacturing of a product uses secondary rawmaterials in addition to the

natural raw materials. Secondary raw materials are the products of re-processed solid

wastes. Table 34.3 shows the percentage of energy reduction, water pollution reduc-

tion and air pollution reductionwhen processing secondary rawmaterials in addition to

natural raw materials as implemented in the manufacturing of a product.

Generation of energy from wastes using technologies such as RDF burning and

CDP including the production of energy from methane as a result from landfill

activities and biological treatment enables wastes that raise crisis to the societal

livelihood to be converted into fuel that eventually becomes a basic societal need

(waste to wealth). In the early 1980s, the Malaysian Government had launched the

fifth fuel policy in which the re-generation of energy would become the fifth source

of fuel apart from petroleum, natural gas, coals and hydro. The policy stated that in

the near year of 2005, 5 % of the generated electrical energy has to have its origin

from the re-generation of energy [26]. Studies widely conducted by various

researchers found a biomass of an identified solid waste as one of the potential

materials to achieve the above-mentioned purpose.

Briefly, an implementation of central sorting that has MRF and RDF facilities is

important to reduce dependency on the country’s waste disposal sites. The imple-

mentation of such can reduce 80% of waste from being disposed at the disposal sites.

This phenomenon may also reduce the accumulation of leachate and landfill gas due

to the lessening volumes of wastes at the disposal sites. As a result, the environmental

pollution is able to be reduced [1]. The summation from all the elaborated factors is

that the environmental impacts can be reduced if an integrated, systematic,

technologically enhanced and innovative solid waste management system is created.

Table 34.3 The environmental benefits from the usage of secondary raw materials [19]

Benefits to the environment Aluminium (%) Steel (%) Paper (%) Glass (%)

Reduction of energy 90–97 47–74 23–74 4–32

Reduction of air pollution 95 85 74 20

Reduction of water pollution 97 76 35 –
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34.7 The Integrated Waste Management Practice

in Malaysia

An amount of 30,000 tonne/day of solid waste is expected to be accumulated in our

country in the year 2020 in which 45 % of them are organic wastes, 24 % plastics,

7 % papers, 6 % metal, 3 % glasses and the remaining is the other wastes [32].

In managing the increasing amount of solid waste, the waste management

technologies have to be further integrated between one and another. At present,

the solid waste management patterns in Malaysia are focusing more on landfill

method in which it contributes 95 % of the management option and the other

remaining 5 % is for the recycling technology [1].

The Tenth Malaysian Plan (from the year 2010 to 2015) has outlined an

emphasis on the solid waste policy and management in which it has to be carried

out in its totality and in an organised manner. In order to enhance the management

effectiveness, focus must be given in upgrading the existing non-sanitary landfill

sites and in building more technologically enhanced management facilities such as

disposal sites, transfer stations, central sorting, recycling centres and others. In

answering to the government’s call, some companies in Malaysia have taken

measures in creating an integrated management system. The companies are

RESB located in the district of Hulu Langat, Trinekers Sdn. Bhd. located in

Kuching and SPM Holdings Sdn. Bhd. located in Kota Kinabalu.

RESB Company has taken an integrated approach in managing wastes from the

point of accumulation and it continues with the following list of order: techno-

logical option for waste collection, central sorting (MRF and RDF sorting

facilities), thermal treatment and landfilling [18]. Trinekens (Sarawak) Sdn.

Bhd. has taken these approaches: waste collection technology, recycling centres,

thermal treatment using incinerators and landfilling [25]. The solid waste man-

agement approaches carried out in Kota Kinabalu include the options of waste

collection, central sorting (MRF recovery facilities), recycling centres, composi-

tion centres and landfilling [7]. According to Tsiung [28], Trinekens (Sarawak)

Company has been planning to further upgrade the effectiveness of its ISWM by

suggesting the concept of energy production from the wastes of landfill gas and

RDF burning.

In the year of 2007 and 2010, there was a convention in Malaysia called WASTE

TOWEALTH in which issues related to ISWM practices were highlighted with the

purpose to convert solid wastes into beneficial resources for the society. The

emphasis on solid wastes as valuable resources and not as problems is achievable

through the society’s awareness that is channelled through learning, the usage of

innovative technologies, the financial resources and the government’s policy and

supports including the practices of the locals [33].
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34.8 Conclusion

In essence, it can be summarised that the integrated management system combines

both holistic and sustainable environment-friendly approaches. The advantages of

managing solid wastes in an integrated manner are that it can give rise to job

opportunities for the society; reduce the usage of energy and natural raw materials;

produce energy and secondary raw materials from wastes; eliminate hazardous

pollutants emitted to the environment; reduce environmental pollution impact such

as global warming, acid rain, depletion of ozone layer and climate change; prolong

the lifespan of waste disposal sites; and reduce the needs to treat leachate and

landfill gas from disposal sites including reducing the waste management cost. The

drawback of hierarchical system is that the waste management system cannot

depend only on one particular technology at one time. The waste management

technologies have to be interdependent in order to produce an efficient and effective

system. Thus, the full implementation of the ISWM system should be emphasised

in Malaysia.
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Chapter 35

Modelling Anaerobic Digestion Process

for Grass Silage After Beating Treatment

Using Design of Experiment

Fatma Alfarjani, Ayad K.M. Aboderheeba, Khaled Benyounis,

and Abdul-Ghani Olabi

Abstract Anaerobic digestion (AD) is one of the most biomass conversion

technologies currently deployed for power and heat. Beating treatment is a mechan-

ical treatment whose technique has recently been introduced. The main goal of

beating treatment is to improve degradability of the material which will enhance

biogas production and anaerobic digester performance. In this work the effect of

beating time (0–10 min) and temperature (35–39 �C) as input factors on the

production of biogas as a response were investigated using design of experiment.

Face-central composed design and response surface methodology were employed

to create design matrix. Mathematical models were developed to determine the

effect of temperature and beating time on the response as well as to predict the

process performance. The results indicate that the two factors have a positive effect

on the response and also show that any increase in the beating time will result in an

increase in the biogas production up to beating time of about 3 min. The mathemat-

ical models developed are used for any further optimisation analysis.

Keywords Anaerobic digestion • Beating treatment • Optimisation • DOE

Nomenclature

AD Anaerobic digestion
�C Temperature

DOE Design of experiment

FCCD Face-central composed design

RSM Response surface methodology

UCD University College Dublin
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VS Volatile solids

COD Chemical oxygen demand

VFA Volatile fatty acids

35.1 Introduction

With the increasing demand for energy and the limited resource of fossil fuels amid

growing concerns for the environment, the development of an alternative energy

source has become the forefront of research. In recent years biogas has been

receiving increasing attention as an alternative to fossil fuels in solving the

problems of rising energy prices, waste treatment/management and creating a

sustainable development [1, 2]. Biogas is a product of anaerobic digestion processes

in biomass by certain bacteria. This consists mainly of methane and carbon dioxide,

with trace amounts of other gases. Its technology plays an important role in

producing energy from renewable and clean resources, in addition to its application

to treat animal manure and organic waste from the industry and household sectors

[3]. Furthermore, it is a flexible form of renewable energy that can produce heat and

electricity, is commonly used for cooking and lighting and also serves as a vehicle

fuel [4]. Biogas can be produced through various types of energy crops. The most

commonly used crops are maize, sunflower, grass and Sudan grass [5]. These

materials are known as lignocellulosic materials [6, 7]; they consist of three main

types of polymers, namely, cellulose, hemicellulose and lignin, which are

associated with each other, and smaller amounts of pectin, protein, extractives

and ash. Cellulose, hemicelluloses and lignin are present in varying amounts in

different parts of the plant and they are intimately associated to form the structural

framework of the plant cell wall. The composition of lignocellulose depends on

plant species, age and growth conditions. Distribution of cellulose, hemicelluloses

and lignin varies significantly between different plants [8, 9]. Cellulose is the major

polymer in lignocellulosic biomass with 35–48 % [10], and consists of D-glucose

subunits, linked by B-1,4 glycosidic bonds [11, 12]. Cellulose in biomass is present

in both crystalline and amorphous forms. Crystalline cellulose comprises the major

proportion of cellulose, whereas a small percentage of unorganised cellulose chains

form amorphous cellulose. Cellulose is more susceptible to enzymatic degradation

in its amorphous form [13]. Hemicellulose is the second major constituent of

lignocellulosic biomass with 22–30 % [10]. Hemicelluloses are heterogeneous

polymers of pentoses (xylose, arabinose), hexoses (mannose, glucose, galactose)

and sugar acids. Unlike cellulose, hemicelluloses are not chemically homogeneous

and easily hydrolysed to its constituent [14]. Though hemicellulose is known as the

weakest compound in lignocellulose, it plays a fundamental role in strengthening

the structure: hemicellulose is linked to other polysaccharides, to lignin and to

proteins, forming a network [7]. The third largest polymer composition of lignocel-

lulosic biomass is lignin (15–27 %) [10]. It is present in the cell wall, conferring

structural support, impermeability and resistance against microbial attack and
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oxidative stress. Structurally, lignin is an amorphous heteropolymer, non-water

soluble and optically inactive; this consists of phenylpropane units joined together

by different types of linkages [15].

Several researchers have shown that the barrier to the production and recovery of

lignocellulosic material is the structure of lignocelluloses. Lin and Tanaka [16] and

Xiao et al. [17] indicate that the structure of lignocelluloses resists degradation due

to cross-linking between the polysaccharides (cellulose and hemicellulose) and the

lignin via ester and ether linkages. Hendriks and Zeeman [18] in their review

conclude that the crystallinity of cellulose is just one of the factors that make

hydrolysis of lignocellulose limited, and as well support other factors reported in

[19–21, 22] (1) degree of polymerisation (DP), (2) moisture content, (3) available

surface area and (4) lignin content. Therefore pretreatments are necessary to

improve degradation of cellulosic materials and enhance methane yield; these

treatments can be mechanical, biological or physico-chemical [23, 24]. Mechanical

pretreatment methods such as chipping, grinding and milling (often referred to as

physical methods) reduce crystallinity but more importantly give reduction of

particle size, make material handling easier and increase surface/volume ratio

[25]. Significant research effort has been dedicated focusing on mechanical treat-

ment to improve the performance of digesters treating different biomass resources.

Carrère et al. [24] and Alfarjani et al. [26] in their review papers classified the

mechanical treatment as ultrasonic treatment, lysis-centrifuge, liquid shear and

grinding.

The energy crop selected for this experiment was grass silage. Grass silage is the

second most frequent crop used as feedstock (50 %) after maize silage (80 %); this

is shown in the assessment of recent biogas plants in Germany and Austria [27, 28];

these types of crops can generate large amounts of energy through anaerobic

digestion (AD) processes.

In this work, beating treatment as new mechanical treatment is applied via

Hollander Beater to treat grass silage as lignocellulosic material [29]. Beating

lignocellulosic materials will result in decreased particle size of the substrate,

increased surface area, disruption of the crystalline structure of the cellulose cells

and assistance in the breakdown of the lignin component, thus improving hydroly-

sis and overall methane yield. Treated and untreated grass with digester sludge is

involved in anaerobic co-digestion process.

AD processes in stage 1 (pretreatment) and stage 2 (digestion) are very much

related in terms of efficiency. In order to obtain high production levels of biogas

from any AD process, pretreatment processes must take place. There are a range of

factors that affect the AD process, the most important being temperature and

pH. Additionally, the degree of beating (in terms of beating time) associated to

the first stage of the process is also imperative. Several researchers have identified

that the optimum value of pH varies within the ranges of �7 [30, 31]. For the

optimisation of the other two factors, design of experiment (DOE) as a statistical

technique is used in this work, instead of the traditional methods which are

criticised because they depend on trial and error, are time consuming and increase

the overall cost of the process. The objective of this study is to investigate the effect
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of beating treatment on the grass silage, and develop mathematical models using

response surface methodology (RSM), to predict the productivity of biogas from

grass silage after beating treatment aerobically co-digested with digester sludge in

different periods of retention time of process.

35.2 Background: Biomass Energy and Environment

The extraction, conversion and utilisation of various forms of energy is recognised

as one of the major contributors to environmental degradation at a global and local

level, be it greenhouse gas emissions or local air pollution due to combustion of

fossil fuels, coal, nuclear energy and deforestation [32]. Burning fossil fuels

increases the effect of greenhouse gases in the atmosphere; this is also known as

global warming. Global warming threatens animal extinction, extending pollution,

human migration and sudden climate changes [33]. There appears to be an agree-

ment among the world’s leading environmental scientists that there is a discernable

level of activity attributed to human influence on the climate where a direct link

between the concentration of greenhouse gases and the increase in global

temperatures is prominent. Gases such as carbon dioxide, nitrous oxide, ozone,

chlorofluorocarbon (CFC) and methane allow the Sun’s energy to penetrate the

Earth’s atmosphere and at the same time act as a blanket, trapping the heat radiated

from the Earth’s surface. Therefore, the issue of global climate change is gaining

greater interest in the scientific community. To address this phenomenon, the Kyoto

Protocol was introduced in 1997. The purpose of the Kyoto Protocol was to reduce

the total greenhouse gas emissions of developed countries (and countries with

economies in transition) to 5 % below the level they were in 1990 (United Nations,

1998). The protocol set targets for greenhouse gas emissions of developed countries

for the period 2008 to 2012. EU has specifically set a target to tackle climate change

by reducing greenhouse gases emissions by 8 % between 2008 and 2012 and target

further reduction of CO2 by 20 % in 2020 [34]. In order to achieve such an

ambitious target, motivation for renewable energy has become a principle for

sustaining energy in the future. Therefore the need for renewable energy

technologies has emerged significantly in recent years.

Biomass is a simple term for all organic material that has been derived from

plants or animals such as trees, crops (including algae) and agricultural and

industrial residues along with forestry processes and human or animal wastes. In

nature, all biomass ultimately decomposes to its elementary molecules with the

release of heat. Therefore, the release of energy from the conversion of biomass into

useful energy imitates natural processes (but at a faster rate), and this energy can be

considered renewable energy. Converting biomass to fuel can be as simple as

cutting trees into small pieces so that they can be burned to produce heat or

electricity, or as complicated as converting it into a liquid or a gaseous fuel

(e.g. sugar cane or cereal crops to liquid fuels such as ethanol). Unlike any other

energy resource, using biomass to produce energy is often a way of disposing of
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biomass waste materials that otherwise would create environmental risks

[35, 36]. The main biomass utilisation technologies that produce energy from

biomass that are useful are direct combustion, gasification, anaerobic digestion

and pyrolysis.

35.2.1 The Anaerobic Digestion

AD is defined as the biological breakdown of organic material by the

microorganisms in an airtight environment with no oxygen present [37]. The AD

process can be used to turn residues from livestock farming, food processing

industries, waste water treatment sludge and water treatment plant sludge among

other organic wastes into biogas and digestate. The biogas can be used to generate

heat and/or electricity and fibre. The biogas produced in AD plants comprises

largely methane (60–80 %) and carbon dioxide (20–40 %) but also usually contains

a small amount of hydrogen sulphide (H2S) and ammonia (NH3), as well as traces

of other gases [38].

35.2.2 Anaerobic Digestion: Biochemical Reaction

The full process can be considered to occur in four stages.

Hydrolysis stage: where complex organic materials are broken down into their

constituent parts in a process known as hydrolysis. The result is soluble

monomers: Proteins are converted to amino acids; complex carbohydrates are

converted to simple sugars [39].

Acidogenesis: which is acid-forming phase of acidogenesis. In this process,

acidogenic bacteria turn the solubilised monomers produced of hydrolysis into

simple organic compounds, mostly short-chain volatile fatty acids (VFA) [40].

Acetagenesis: The next stage of acetagenesis is often considered with acidogenesis

to be part of a single acid-forming stage. The long-chain VFA formed during

acidogenesis are oxidised to acetate or propionate and hydrogen gas by the

acetogenic bacteria [40].

Methanogenesis: Final step involves in converting acetate and hydrogen to form

methane by the methanogenic microorganisms. Biomethanisation is primarily

originated from the derivation of acetate acid. Hydrogen is also converted along

with carbon dioxide during methanogenesis to produce methane [41].
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35.2.3 Improvement of the Biogas Process

Biogas process optimisation through better monitoring and control is one way of

improving process efficiency [42]. Other ways can be through pretreatment of the

substrate to release more biodegradable compounds, or co-digestion with different

wastes and/or with animal manure. This will limit the inhibition from the substrate

and enhance the biogas production.

Pretreatment of Substrate

Pretreatment is used extensively to improve degradability and rate of hydrolysis

material being fed into digesters to increase the methane yield in the anaerobic

digestion process [43]. Some biomass wastes which are composed of cellulose,

hemicelluloses and lignin have evolved to resist degradation. Pretreatment there-

fore is needed to alter or remove structural and compositional impediments to the

hydrolysis process and subsequent degradation processes in order to enhance

digestibility, improve the rate of enzyme hydrolysis and increase yields of intended

products [44]. Pretreatment could be done in any of the following ways [24]:

• Biological treatment

• Chemical treatment

• Thermal treatment

• Mechanical treatment

Co-digestion Strategy

In general, co-digestion refers to the AD of multiple biodegradable substrates

(feedstocks) in an AD system. The idea of co-digestion offers several possible

ecological, technological and economical advantages, so it can improve organic

waste treatment through anaerobic digestion [45]. Co-digestion with other wastes,

whether industrial (glycerin), agricultural (fruit and vegetable wastes) or domestic

(municipal solid waste), has been a successful option for improving biogas produc-

tion [46, 47].

Combined Pretreatment and Co-digestion

Besides adding co-substrates, pre-treating substrates using various pretreatment

methods prior to anaerobic digestion is also reported as a potential approach in the

improvement of biogas production efficiency [48]. Neves et al. found out that when

the waste is subjected to alkaline hydrolysis pretreatment before co-digestion with

activated sludge, the methane production increased by 67 %, while if co-digested
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with kitchen waste, the methane production increased by 61 % [49]. In this chapter

the new mechanical pretreatment (beating treatment) is used to treat the main

substrate (grass silage) which is then co-digested with digested sludge.

35.2.4 Response Surface Methodology

RSM is a set of mathematical and statistical techniques that are useful for modelling

and predicting the response of interest, affected by several input variables with the

aim of optimising the response [50]. RSM also specifies the relationships among

one or more measured responses and the essential controllable input factors [51]. If

all independent variables are measurable and repeated with negligible of error, the

response surface can therefore be expressed as

y ¼ f x1, x2, . . . xk
� �

(35.1)

where k is the number of independent variables.

To optimise the response “y”, it is necessary to find an appropriate approxima-

tion for the true functional relationship between the independent variables and the

response surface. Usually a second-order polynomial (35.2) is used in RSM:

y¼boþ
X

biχiþ
X

bijχiχjþ
X

biiχ
2
iiþε (35.2)

In this chapter, the RSM design central composite design (CCD) is used to

develop mathematical models to predict the production of biogas from grass

silage anaerobically digested with activated sludge after beating treatment.

Design-Expert V7 software is used to code the data, develop the design matrix

and analyse the case. The limits for each factor are coded via this relationship

XI ¼ 2(2X – (Xmax + Xmin))/(Xmax � Xmin), where Xi is the required coded

value, X is any value of the factor that requires coding and Xmax and Xmin are

the upper and lower limit of the factor being coded, respectively [49]. Once the

design matrix is developed and experiment carried out, RSM will apply to the

collected experiment data in order to build and validate the mathematical models

of the process, using the same software (Design-Expert V7). An analysis of

variance (ANOVA) is used to test the adequacy of the models developed. The

statistical significance of the models developed and each term in the regression

equation were examined using the sequential F-test, lack-of-fit test and other

adequacy measures (i.e. R2, Adj- R2, Pred. R2 and Adeq. Precision ratios).

Stepwise regression method will be used to eliminate model terms that have a

p-value greater than the level of significance α. At this stage, the final reduced

mathematical model contains only the significant terms and the terms that are

necessary to maintain hierarchically can be built. Furthermore, a reduced qua-

dratic ANOVA table can also be produced.
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In addition, plots such as 3D graphs, contours and perturbation plots represent

the factors that affect the response. Moreover, there is a possibility of employing the

developed model for finding the optimal condition for optimised anaerobic

co-digestion processes.

35.3 Experimental Set-Up

35.3.1 Substrate

In this work anaerobic co-digestion of fresh grass and fresh digester sludge is used

in order to duplicate the improvement of the efficiency of the process.

Grass silage was obtained from UCD Lyons Research Farm. The farm consists

of approximately 580 acres of land. It is used for teaching and research field

activities by the School of Agriculture, Food Science and Veterinary Medicine in

University College Dublin (UCD) (www.ucd.ie). Characteristics of the grass silage

are reported in [52].

Digester sludge with its characteristics was obtained from Celtic Anglian Water

Ltd in Dublin; the sludge characteristic are listed in Table 35.1.

35.3.2 Beating Pretreatment

Beating treatment method which is based on employing Hollander beater device

[30] has been employed in this work. The beating process was conducted in

accordance with the design matrix developed by using RSM. 30 L of water and

1 kg of grass silage were taken and added to the beater; this was operated for 5 min

according to the design matrix. The first sample was taken after 5 min of beating

and was achieved by (1) switching off the beater following a beating experiment,

and (2) the mixed silage was mixed with water and then emptied into the drum. It

was swirled around continuously to mix and then a sample was taken to the bucket

of approximately 10 L; after that the 10 L bucket filled with mixed grass silage and

water was separated into two fractions: liquid and suspension. This was performed

Table 35.1 Characteristics

of sludge
Parameters Value

TS 5.6 %

VS 72 %

COD 65.500 mg/l

Ammonia 2.770 mg/l

Alkalinity 12.135 mg/l

VFA 42 mg/l
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to enable the prepared solution to be of equal composition of designed matrices

accordingly. The same processes were repeated with a 10-min beating time.

35.3.3 Bioreactor Set-Up

Figure 35.1 above illustrates the anaerobic reactor which has been built and used. It

consists of flask 500 ml, two-way valve, three-way valve and quick-release tubing

connectors as well as plastic tube and plastic bags. Water baths also have been used

to control the temperature according to the design matrix. A measuring procedure

was set to collect the biogas every 3 days. The measuring process will be stopped

when the amount of the biogas produced is less than 2 % of the total amount of

biogas produced.

35.3.4 Experimental Procedure

As mentioned earlier, RSM is used in designing the experiment, based on face-

centred composite design (FCCD). Temperature (with range of 35 �C–39 �C) and
beating time (with range of 0.0–10 min) were used as two main factors of grass

silage anaerobic digestion process (see Table 35.2).
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Fig. 35.1 Anaerobic digestion equipment set-up

35 Modelling Anaerobic Digestion Process for Grass Silage. . . 683



35.3.5 Experimental Procedure

As mentioned earlier, RSM is used in designing the experiment, based on FCCD.

Temperature (with range of 35 �C–39 �C) and beating time (with range of

0.0–10 min) were used as two main factors of grass silage anaerobic digestion

process (see Table 35.2).

RSM was applied to the experimental data using a statistical software package,

Design-expert V7. Table 35.3 shows the design matrix that was developed using the

software. Linear and second-order polynomials were fitted to the experimental data

to obtain the regression equations. The sequential F-test, lack-of-fit test and other

adequacy measures were used in selecting the best models. A stepwise method was

used to fit the second-order polynomial equation (2) to the experimental data and to

identify the relevant model terms.

35.3.6 Determine the Dry Solid in Each Sample Before
and After Beating Treatment

Dry solid or dry matter was determined for each sample by calculating the percent-

age of moisture in the sample. Oven has been used to dry samples to determine the

dry matter of each sample. Tables 35.4, 35.5 and 35.6 illustrate the total dry solid of

Table 35.2 Process parameters and experimental design levels

Factor Name Units Type

Low

actual

High

actual

Low

coded

High

coded Mean

Std.

Dev.

A Beating

time

Min. Numeric 0.00 10.00 �1.00 1.00 5.00 3.54

B Temp. �C Numeric 35.00 39.00 �1.00 1.00 37.00 1.41

Table 35.3 Design matrix

for grass silage AD
Factor 1 Factor 2

Std Run A: beating time (Min). B: temperature (�C)
1 9 0 35

2 6 10 35

3 5 0 39

4 7 10 39

5 12 0 37

6 2 10 37

7 11 5 35

8 10 5 39

9 4 5 37

10 8 5 37

11 3 5 37

12 1 5 37
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samples without treatment (0.0-min beating time), 5-min treatment and 10-min

treatment, respectively. The net dry matter of untreated samples was 2.37 g, and 5-

and 10-min beating was 2.03 and 2.87 g, respectively.

35.4 Results and Discussion

The experiment is carried out according to the design matrix shown in Table 35.3 in

a random order to avoid any systematic error. For this material, seven mathematical

models were developed successfully to predict the biogas yield every 3 days for

21 days, in a total seven responses. The averages of three measurements for each

response are presented in Table 35.7.

Table 35.4 Total dry solid content for each sample without treatment

Sample

No.

Empty dish

plate

weight (g)

Total wet

sample

weight (g)

Net wet

sample

weight (g)

Total dry

sample

weight (g)

Net dry

sample

weight (g)

1 173.1 188.4 15.3 175.5 2.4

2 137.4 152.7 15.3 139.7 2.3

3 148.5 163.8 15.3 150.9 2.4

2.37

Table 35.5 Total dry solid content for each sample after 5-min treatment

Sample

No.

Empty beaker

weight (g)

Total wet sample

weight (g)

Net wet sample

weight (g)

Total dry sample

weight (g)

Net dry sample

weight (g)

4 172.5 380 207.5 174.5 2

5 230.9 437.3 206.4 232.9 2

6 231.4 439.8 208.4 233.5 2.1

207.43 2.03

Table 35.6 Total dry solid content for each sample after 10-min treatment

Sample

No.

Empty beaker

weight (g)

Total wet sample

weight (g)

Net wet sample

weight (g)

Total dry sample

weight (g)

Net dry sample

weight (g)

7 233.1 443.9 210.8 236 2.9

8 233.1 443.6 210.5 236.2 3.1

9 231.7 442.3 210.6 234.3 2.6

210.63 2.87
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35.4.1 Development of Biogas Models

Analysis of Variance

The resulting ANOVA (Tables 35.8 and 35.9) for the reduced quadratic models

outline the analysis of variance of each response and show the significant model

terms. The same tables also show any other adequacy measurements of R2, adjusted

R2 and predicted R2. The entire adequacy measures are close to 1, which is in

reasonable agreement and indicates adequate models [53]. The adequate precision

compares the range of the predicted value at the design points to the average

prediction error. In all cases the value of adequate precision is dramatically greater

than 4. An adequate precision ratio above 4 indicates adequate model discrimina-

tion [49]. For the seven collection models, the analysis of variance indicates that the

main effects are beating time (A), temperature (B), the second-order effect of

beating time (A2) and the quadratic effect of temperature (B2) which are also

significant model terms.

Actual Mathematical Models

The final mathematical models developed using experimental data and regression

analysis in terms of actual factor are shown below (35.3, 35.4, 35.5, 35.6, 35.7, 35.8

and 35.9):

Table 35.7 Experimentally measured responses

Exp.

no.

First

collection

(cc)

Second

collection

(cc)

Third

collection

(cc)

Fourth

collection

(cc)

Fifth

collection

(cc)

Sixth

collection

(cc)

Seventh

collection

(cc)

1 1,021 1,769 2,052 2,225 2,425 2,560 2,673

2 1,049 1,538 1,807 2,061 2,272 2,386 2,477

3 1,570 2,128 2,471 2,694 2,858 2,950 3,027

4 1,409 1,877 2,252 2,464 2,576 2,664 2,728

5 1,490 2,079 2,425 2,674 2,798 2,926 3,023

6 1,252 1,762 2,149 2,422 2,521 2,606 2,675

7 1,111 1,651 1,939 2,160 2,370 2,497 2,592

8 1,418 1,983 2,400 2,629 2,788 2,887 2,973

9 1,394 1,918 2,306 2,551 2,669 2,768 2,868

10 1,491 1,998 2,368 2,609 2,707 2,807 2,901

11 1,526 2,072 2,486 2,723 2,859 2,969 3,063

12 1,582 2,106 2,518 2,754 2,887 2,991 3,088
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First collection ¼ �45539þ 32:235� beating timeþ 2422:71667� temp:
�4:459� beating time2 � 31:16�temp:2

(35.3)

Second collection ¼ �36773:79þ 10:507� beating timeþ 1997:71458� temp

�:712� beating time2 � 25:62563� temp:2

(35.4)

Third collection ¼ �53190:5þ 25:545� beating timeþ 2879:61667� temp

�5:0176� beating time2 � 37:2� temp:2

(35.5)

Fourth collection ¼ �63385:306þ 26:085� beating timeþ 3442:020� temp

�:758 � beating time2 � 44:79125 � temp:2

(35.6)

Table 35.8 ANOVA table for first collection reduced quadratic model

Source Sum of squares DF Mean square F value Prob > F

Model 462,449 4 115,612 21 0.0005 Significant

A-beating time 22,918 1 22,918 4 0.0808

B-temp. 327,844 1 327,844 60 0.0001

A2 33,147 1 33,147 6 0.0439

B2 41,427 1 41,427 8 0.0288

Residual 38,567 7 5,510

Lack of fit 19,821 4 4,955 1 0.6001 Not significant

Pure error 18,746 3 6,249

Cor total 501,016 11

R2 ¼ 0.9230 Pred R2 ¼ 0.7637

Adj R2 ¼ 0.8790 Adeq precision ¼ 13.374

Table 35.9 ANOVA table for seventh collection reduced quadratic model

Source Sum of squares DF Mean square F value Prob > F

Model 476,709 4 119,177 12 0.0027 Significant

A-beating time 118,194 1 118,194 12 0.0098

B-temp. 229,290 1 229,290 24 0.0018

A2 52,549 1 52,549 5 0.0517

B2 34,097 1 34,097 4 0.1012

Residual 67,049 7 9,578

Lack of fit 29,833 4 7,458 1 0.6895 Not significant

Pure error 37,216 3 12,405

Cor total 543,757 11

R2 ¼ 0. 8,767 Pred R2 ¼ 0. 6,552

Adj R2 ¼ 0. 8,062 Adeq precision ¼ 10.633
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Fifth collection ¼ �41608:634þ 28:307� beating timeþ 2287:077� temp

�5:207 � beating time2 � 29:39438 � temp:2

(35.7)

Sixth collection ¼ �39412:414þ 26:668� beating timeþ 2182:595� temp

�5:262 � beating time2 � 28:0912 � temp:2

(35.8)

Seventh collection ¼ �39334:15938þ 28:08033� beating timeþ 2189:67708�

temp:� 5:61510 � beating time2 � 28:26938 temp:2

(35.9)

Validation of the Models

The analysis indicates that the developed models are adequate owing to the

residuals in prediction of each response being small, as the residuals tend to be

close to the diagonal line (Figs. 35.2 and 35.3 are two examples depicting the

relationship between the actual and predicted values of first collection and seventh
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collection of biogas). To verify the adequacy of the developed models a further

three confirmation experiments were carried out using new randomly selected test

conditions, each within the experiment range defined previously. Using the point

prediction option in the software, the seven responses of the validation experiment

were predicted using the previous developed models and compared with the actual

measured responses of this confirmation experiment. Tables 35.10, 35.11 and 35.12
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Fig. 35.3 Scatter diagram for the second collection model

Table 35.10 Confirmation experiments

Beating time

(min)

Temperature

(�C) Responses

Prediction

[cc]

Actual

[cc] % of error

0 38 First collection 1,529 1380.8 �10.7

Second collection 2,136 2,044 �4.5

Third collection 2503.7 2372.8 �5.5

Fourth collection 2732.9 2564.8 �6.6

Fifth collection 2854.8 2,712 �5.3

Sixth collection 2962.5 2824.8 �4.9

Seventh collection 3052.59 2926.44 �4.31
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summarise the experiments, conditions, actual experimental values, predicted

values and percentage error in prediction. It is evident that the models can ade-

quately describe the responses within the ranges considered as the error % in

prediction ranged between 1.2 and 11.1 %, which is in agreement with the results

reported in [52].

35.4.2 Effect of Anaerobic Digestion Factors
on the Production of Biogas

It is necessary to indicate that all responses (collections of biogas) are related to

biogas production and determined in a cumulative way. The analysis demonstrates

that the effect of the beating time and the temperature on all responses all have the

same trend. Figure 35.4 (perturbation plot) and Fig. 35.5 (3D surface) plot show the

effect of the beating time (A) and temperature (B) on the first collection of biogas,

while Fig. 35.6 (3D surface) and Fig. 35.7 (perturbation plot) show the effect of the

same factors on the seventh collection of biogas. Temperature is the most signifi-

cant factor associated with the collection models; further analysis can verify that

temperature has the highest influence on the process; this is in agreement with the

findings reported in [54 and 55].

Table 35.11 Confirmation experiments

Beating time

(min) Temperature (�C) Responses Prediction [cc] Actual [cc] % of error

1.6 37.3 First collection 1518.1 1439.2 �5.5

Second collection 2097.3 2145.6 2.2

Third collection 2479.6 2509.6 1.2

Fourth collection 2716.2 2752.0 1.3

Fifth collection 2835.0 2910.4 2.6

Sixth collection 2946.4 3011.2 2.1

Seventh collection 3042.26 3097.16 1.77

Table 35.12 Confirmation experiments

Beating time

(min) Temperature (�C) Responses Prediction [cc] Actual [cc] % of error

2.7 37.3 First collection 1530.5 1569 2.3

Second collection 2089.3 2352.6 11.1

Third collection 2481.6 2744.2 9.5

Fourth collection 2720.2 3036.85 10.3

Fifth collection 2841.7 3199.65 11.1

Sixth collection 2948.9 3314.75 11.0

Seventh collection 3044.77 3410.25 10.71
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35.5 Conclusion

From this work we can conclude the following:

• Beating treatment as mechanical pretreatment method is effective and

accelerates the degradability for grass silage.

• RSM is an effective tool to optimise anaerobic digestion of grass silage com-

bined with beating treatment.
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• Both factors (temperature and beating time) have a significant effect on the

overall AD process.

• Seven adequate mathematical models have been developed for this process.

These models can be used successfully for prediction of optimisation analysis.
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Chapter 36

Biogas Potential of Animal Wastes

for Electricity Generation in Ardahan

City of Turkey

Betül Özer

Abstract Turkey has to adopt long-term energy policies depending on the mitigation

of the greenhouse gases and other environmental effects. Thus indigenous renewable

energy potential should be utilized especially in the electricity production, which

has a big share in the energy sector. Biogas is a significant renewable energy source

that can be produced from wood, plant, animal, and all other organic wastes, and

can be utilized for producing electricity, heat, and organic fertilizer. Local evalua-

tion of biogas is important for energy production mainly due to the transportation

issues. In this context this chapter conducts the evaluation of the potential of biogas

from animal wastes for Ardahan city of Turkey. Since Ardahan’s socioeconomic

structure is mainly based on the livestock farming the city has significant biogas

potential from animal wastes. Calculations in this chapter are made according to

the available statistical data and literature review. The biogas energy potential

of Ardahan for electricity generation is estimated from the animal quantities of

2010. As a result, the biogas potential is calculated to be approximately 18.4 million

m3/year, which has energy equivalence of 107 GWh/year, originated from

95 % cattle, 1.1 % small ruminant, 1.4 % equines, and 2.5 % poultry.
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Nomenclature

CH4 Methane

CO2 Carbon dioxide

ETKB Republic of Turkey Ministry of Energy and Natural Resources

GHG Greenhouse gas

GWh Giga watt-hour

HFC Hydrofluorocarbons

LPG Liquefied petroleum gas

m3 Cubic meter

MJ Megajoule

Mtoe Million tons of oil equivalent

N2O Nitrous oxide

Nm3 Normal cubic meters

PFC Perfluorocarbons

SF6 Sulfur hexafluoride

UNFCCC United Nations Framework Convention on Climate Change

36.1 Introduction

The worldwide energy consumption has risen inexorably since the beginning of

industrialization in the nineteenth century [1]. Since then fossil fuels have had the

largest share in energy supply all over the world and they are responsible for the

current environmental problems. Thus energy is intended to be supplied from new,

clean, and renewable resources and countries are establishing environment-oriented

energy policies due to sustainable development and climate change concerns and to

comply with all environmental regulations. Against the background of limited

fossil energy resources and global warming, the development of pathways to

low-carbon-energy systems is one of the most challenging tasks of the twenty-

first century [1]. Renewable energy sources such as solar, wind, hydropower, and

biomass are potential candidates to meet global energy requirements in a sustain-

able way [2, 3].

The term “biomass” refers to forestry, purposely grown agricultural crops, trees,

plants, and organic wastes such as agricultural, agro-industrial, domestic (munici-

pal and solid), animal, and certain types of industrial wastes. Unlike fossil fuel

deposits, biomass is renewable in the sense that only a short period of time is needed

to replace what is used as an energy resource [4]. The importance of solar-based

renewable energy sources for the reduction of greenhouse gas (GHG) emissions has

been widely recognized. Since the signing of the United Nations Framework

Convention on Climate Change (UNFCCC) in Rio de Janeiro in 1992, there has

been an intensification of interest. Among these solar-based renewable sources,

energy from biomass is considered to be one of the most promising to replace some

of the fossil fuels whose combustion is by far the main source of anthropogenic
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GHGs, notably carbon dioxide (CO2) [5]. Biomass in the form of biofuels is the

only renewable energy source that can directly replace fossil fuels, either fully or in

blends of various percentages [6].

Biogas can be produced through anaerobic fermentation of organic fraction in

biomass and it consists of between 40 and 70 % methane, with the remainder being

carbon dioxide, hydrogen sulfide, and other trace gases [7, 8]. It has several unique

characteristics that distinguish it from the other renewable energy sources, such as it

can be stored over long periods of time, it is not freely available, and producing it

requires a chain of activities [6]. Its importance is in controlling and collecting

organic waste material and at the same time producing energy as electricity and

heat, high-quality fermented fertilizer, and water for use in agricultural irrigation,

which are also essential for sustainable energy supply. Figure 36.1 shows the

mainstream of biogas production process. Unlike other forms of renewable energy,

biogas neither has any geographical limitations and required technology for pro-

ducing energy nor is it complex or monopolistic [3, 9].

Biogas technology offers a very attractive route to utilize certain categories of

biomass for meeting partial energy needs. In fact, proper functioning of biogas

systems can provide multiple benefits to the users and the community resulting in

resource conservation and environmental protection [10]. The benefits of biogas

can be summarized as below:

• Supplying sustainable energy as both electricity and heat

• Mitigation of GHGs and solution to the other environmental problems

• Incentive effects for livestock farming and agriculture

• Increased use of high-quality organic fertilizer

• Also supplying sustainability via mitigating the usage of chemical fertilizer

• Decreasing the need to import energy sources

There are several technologies available in the market for the conversion of

biogas into power, e.g., direct combustion of biomass, advanced direct combustion,

gasification, and pyrolysis technologies, which are almost ready for commercial

Agricultural residues, 
domestic, and 
industrial wastes, 
animal husbandry, 
treatment plant 
sludges

Anaerobic 
fermentation

BIOGAS Production

BIOGAS

Electricity Heat

Organic Waste

Biofertilizer

BIOGAS Utilization

Fig. 36.1 The mainstreams of biogas production
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scale use. The major research and developments of the biomass power industry are

focusing on gasifier scale-up, system analysis, and site-specific commercial feasi-

bility studies. Biomass power plants use technology that is very similar to that used

in coal-fired power plants. For example, biomass plants use similar steam-turbine

generators and fuel delivery systems. Biomass is burned to produce steam; the

steam turns a turbine and drives a generator, producing electricity. Gasifiers are

used to convert biomass into a combustible gas (biogas). The biogas is then used to

drive a high-efficiency, combined-cycle gas turbine. Heat is used to convert bio-

mass thermochemically into a pyrolysis oil. The oil, which is easier to store and

transport than solid biomass material, is then burned like petroleum to generate

electricity. Biomass can be used as a primary or a secondary energy source to power

gas turbines. As a secondary energy source, biomass is used to make a fuel, which

can be used to fire a gas turbine [11].

Biomass offers important advantages as a combustion feedstock due to the high

volatility of the fuel and the high reactivity of both the fuel and the resulting char.

Biomass has a significantly lower heating value than most coal. This is in part due to

the generally higher moisture content and in part due to the high oxygen and much

less carbon content. Biomass firing, in comparison with coal firing, helps reduce the

total emissions per unit energy produced. A renewable fuel such as waste product or

energy crop-derived biomass fuel is a lowest cost option for reducing GHG

emissions [12].

Biomass supplies are more spatially dispersed than fossil fuel supplies. Whereas

dispersion tends to increase harvest and transport costs, modern biomass options

offer the potential for generating employment and thus additional income in rural

areas. Moreover, the local availability of biomass for energy has the potential of

reducing energy imports, and hence, increasing a country’s self-sufficiency [5].

In Turkey approximately 65 million tons of residues from field crops (wheat,

barley, tobacco, cotton, rice, etc.) and 160 million tons of wet animal manure from

animal production occur annually. Agricultural wastes which are not used for

animal feeding are burned in the field or abandoned to degrade naturally and animal

manure is usually either applied to the field directly without implementing any

process and accumulated in a pile outside in rural areas or used only for heating by

direct combustion. As a result, the quality of the manure decreases, and its total

energy is not utilized. Thus environmental problems, such as odor, visual problems,

soil and water pollution, and related health problems, occur. Uncontrolled storage

of the animal wastes causes 75 million tons of methane (CH4) release to the

atmosphere annually, where it is 40 million tons of CH4 from organic solid waste

dumpsites [13].

Animal manure is a good source of biogas and the best way for utilizing this kind

of waste is to produce biogas. Evaluation of existing biogas production potential

from animal wastes of Turkey and promote the use of these wastes must be brought

under control in terms of environmental health, energy supply, and climate change

issues.

The local evaluation of biogas for energy production is important mainly due to

the transportation issues. In this chapter, the biogas energy potential of animal

wastes which is the major biogas resource of Ardahan city of Turkey is determined.
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Calculations are made from the number of cattle, small ruminants, equine, and

poultry taking into consideration various criteria such as the availability factors and

solid ratio of the manure.

36.2 Background: Turkey’s Energy Structure

Turkey, with a young and growing population, low per capita electricity consump-

tion, rapid urbanization, and strong economic growth, has been one of the fastest

growing power markets in the world for nearly two decades. Besides having large

lignite reserves and renewable energy resources, Turkey is an energy importer

country which imports 70 % levels of her energy requirement. In 2011 the largest

share belonged to natural gas with 32 % in the total energy supply and it was

followed by oil (26.6 %) and imported coal (13.4 %). Figure 36.2 indicates the

distribution of energy supply in 2011, and others including geothermal, wind,

electricity, heat, and solar. As seen with Fig. 36.2 biomass has only 3 % share in

total energy supply with 3.5 Mtoe (million tons of oil equivalent) where about

2.5 Mtoe comes from wood [14].

According to the latest report of the Ministry of Energy and Natural Resources

(ETKB), as of 2011 Turkey had recoverable reserves of 11.75 billion tons of lignite,

1.3 billion tons of hard coal, and 8.6 Mtoe of biomass, whereas relatively little oil

and natural gas production: 43 million tons of crude oil and 6.2 billion cubic meters

of natural gas [15]. Furthermore, there is a technically recoverable shale gas volume

of 420 billion cubic meters [16]. And Turkey’s biogas potential only from animal

waste is estimated about 1.5–2 Mtoe [17].

Electricity generation in Turkey is heavily dependent on thermal power plants

consuming fossil fuels with the share of above 70 % in total electricity generation.

Figure 36.3 indicates the generated electricity based on fuel type [18]. Liquid

includes oil derivates as fuel oil, diesel, LPG, and naphtha. As seen with

Fig. 36.3 coal, natural gas, and hydro are the primary energy sources used in the

electricity generation. The amounts of non-hydro renewable and oil derivatives are

negligible.

As a party to UNFCCC and Kyoto Protocol, like other ratified countries, Turkey

also has established energy policies for reducing GHG emissions. Both decreasing

the dependency on energy imports for supply security and climate change concern

energy policies are based on increasing usage of domestic and renewable energy

sources, such as wind, geothermal, hydro, and biomass, for power generation, e.g.,

the share of renewable energy sources in electricity supply is aimed to be at least

30 % in the year 2023 [19].

According to the national GHG emission inventory of Turkey, GHG (CO2, CH4,

N2O, HFC, PFC, and SF6) emissions have increased 115 % from 187 to 402 million

tons CO2 equivalent between 1990 and 2010. The CO2 emissions for the same

period increased from 141 to 327 million tons. In addition, the CO2 emissions from

electricity generation increased 252 % from 30.3 to 106.8 million tons for the same

period, covering on average approximately 30 % of the total CO2 emissions in
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Turkey [20]. Consequently, the electricity generation between 1990 and 2011

in Turkey increased approximately 300 % from 57,543 to 229,395 GWh [18].

A reduction in electricity generation-associated CO2 emissions can be achieved

by increasing the usage of renewable energy sources, such as wind, geothermal,

hydro, and biomass, for power generation. Thus utilization of biogas especially for

electricity generation is getting more importance in Turkey, and its regional

potentials should be determined in order to set the capacity for meeting the

electricity demand of rural areas.

36.3 Materials and Methods

Ardahan is located in the north-eastern part of Turkey, frontier with Erzurum, Kars,

and Artvin cities and also with the countries of Georgia and Armenia. The popula-

tion of Ardahan is 112,721 people and 68 % of the population lives in the rural

areas. The socioeconomic structure of the city is mainly based on the agriculture

and livestock farming. There are 23,000 agricultural enterprises; 95 % of them are

Coal
31%

Biomass
3%

Oil
27%

Natural gas
32%

Hydro
4%

Other
3%

Fig. 36.2 Distribution of

Turkey’s energy supply in

2011 (modified from [14])
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Fig. 36.3 Turkey’s electricity generation by fuel type (modified from [18])
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polycultural which have both agricultural and livestock production. Land use of

Ardahan is given with Fig. 36.4 [21]. The largest share belongs to pasture land with

42 % convenient with livestock farming. Meadow, agricultural, and nonagricultural

areas have the same share with 17 %, where the forest has the least with 7 %.

Animal numbers of Ardahan according to the types and the shares of them in

Turkey’s total value in 2010 are given in Table 36.1 [21, 22]. Poultry has the

largest share with 50.5 % in total animal numbers of 593,481 in the city. It is

followed by 42 % cattle, 6 % small ruminants, and 1.6 % equines. In poultry the

largest share belongs to goose with almost 50 %, broiler has 2 %, laying hens have

43 %, turkeys have 3 %, and ducks have 2 % for a total of 299,783 pieces. 71 % in

248,388 of cattle group is crossbred, whereas 7 % is culture and 22 % is domestic.

Only 4 % of all small ruminants are goats, where the sheep have the remaining

largest share and they are all domestic.

The amounts of waste are obtained by taking the number of population of each

kind of animal. There are many factors affecting the amount of waste and biogas

obtainable from animal husbandry. These are type of animal, body weight, ratio of

total solids in the manure, volatile solids ratio, availability of the waste, and biogas

yields. Factors taken into consideration in this chapter for the calculation of biogas

are given in Table 36.2 from the literature [23, 24, 25].

In the equine group, daily manure per animal was considered as 10 kg for

Ardahan. According to Sabuncu [25] 0.21 % of the manure is organic solid matter

and the biogas production potential is 250 liter per kilogram of organic solid matter.

Theoretical energy potential of biomass is defined as the total energy released in

a combustion process from a certain material (organic or inorganic). The theoretical

energy describes the maximal energy content of the combusted material. Besides,

technical energy potential describes the actual useful energy part from theoretical

energy potential of the combustible material, under consideration of given

converted technique (e.g., CHP, biogas turbine generator, and incinerator process)

[26]. Due to the different converting techniques available in the market it is not

possible to use all the theoretical energy potential but part of it [26, 27]. For

determination of the available technical energy potential of waste, availability factors

and solid matter ratios of the manure are taken into consideration in this chapter.

Agricultural 
land
17%

Meadow
17%

Pastureland
42%

Forest and
heath land

7%

Non-
agricultural

land
17%

Fig. 36.4 Land use

of Ardahan in 2010

(modified from [21])
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The values used for the calculations are given in Table 36.3 [28, 29]. The

availability factor which means the usable amount of the manure is an important

issue to utilize the potential. The values according to the type of the wastes are

selected as 65 % for cattle, 13 % for small ruminants and equine, and 99 % for

poultry, where solid ratios are 15 % for cattle, 30 % for small ruminants and equine,

and 35 % for poultry. Biogas yield is accepted as 200 m3 per ton of solid animal

waste [28]. Electricity generation efficiency was accepted as 38.5 % [30]. The

biogas is assumed to be consisting of 55.5 % CH4 and 44.5 % CO2 whereas the

heating value of CH4 was 37.78 MJ/Nm3 [25].

36.4 Results and Discussion

The theoretical annual biogas potential of Ardahan was calculated as 33.3 million

m3 for the year 2010 from the values given in Tables 36.1 and 36.2, whereas

the technical annual biogas potential was calculated as 18.4 million m3 according

to the values given in Table 36.3. The results are summarized in Table 36.4.

Technical annual biogas potential is capable of producing electrical energy of

107 GWh annually, which indicates 41 GWh annual electricity supply by taking

into consideration 38.5 % electricity generation efficiency.

Looking at the distribution of 18.4 million m3 of biogas which has energy

equivalence of 107 GWh/year it consists of 95 % from cattle, 1.1 % from small

ruminants, 1.4 % equine, and 2.5 % from poultry; those are given in Fig. 36.5.

Ardahan has annual net electricity consumption of approximately 82.3 GWh

[31] that seems that approximately 50 % of it can be obtained from animal waste-

originated biogas.

Table 36.1 Number of animals in Ardahan and their shares in Turkey for 2010 (modified from

[21, 22])

Animal type Number of animals Share in the total of Turkey, %

Cattle 248,388 2.17

Small ruminants 35,969 0.12

Poultry 299,783 0.13

Equine 9,341 2.25

Total 593,481 0.21

Table 36.2 Waste amounts and biogas yields by type of animal (modified from [23, 24])

Ton wet manure/year-animal m3 biogas/ton wet manure

Cattle 3.6 33

Small ruminants 0.7 58

Equine [25] 3.65 52.5

Poultry 0.022 78
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As per one of the recent studies on Turkish biogas energy potential from animal

wastes [28] Turkey’s biogas potential was 2.18 billion m3/year for the year 2009,

and Ardahan had 18.4 million m3/year biogas potential which indicates the share of

0.84 % in Turkey.

36.5 Conclusions

In this chapter the animal waste potential of Ardahan is investigated and the related

biogas amount is calculated with 2010 data, taking into consideration the solid

components and the availability factors of the manure. The situation of Ardahan’s

biogas potential in Turkey is tried to be determined. Results indicate that Ardahan

has a significant biogas potential from animal wastes which is able to supply up to

50 % of its own electricity demand. Cattle have the largest share with 95 % in all

biogas potential where poultry has the second with 2.5 %. The usage of this

potential will contribute to the sustainable development of Ardahan and will also

Table 36.3 Availability

factors and solid ratios of

animal manure (modified

from [28, 29])

Availability factor, % Solid ratio, %

Cattle 65 15

Small ruminants 13 30

Equine 13a 30a

Poultry 99 35
aAccepted as same value with small ruminants

Table 36.4 Available animal waste biogas potential and energy equivalence

Biogas potential, m3/year Energy equivalence, MJ/year

Cattle 17,436,838 365,613,867

Small ruminants 196,391 4,117,901

Equine 265,938 5,576,167

Poultry 457,049 9,583,361

Total 18,356,216 384,891,297

Cattle
95%

Small 
ruminant

1.1%

Equine 
1.4%

Poultry
2.5%

Fig. 36.5 Distribution

of biogas from animal

manure in Ardahan (2010)
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pioneer for other cities of Turkey. The results of this chapter are important as the

determination of the potential is the first step of building up biogas systems.
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Chapter 37

Clean Technology for Volatile Organic

Compound Removal from Wastewater

Filiz Ugur Nigiz and Nilufer Durmaz Hilmioglu

Abstract Volatile organic compounds (VOCs) are the main contaminants in

industrial wastewater. It is well known that the presence of these compounds in

water—even if they are at low concentration—causes a carcinogenic effect. At

industrial scale, removal of these compounds is possible commercially. Membrane-

based pervaporation (PV) promises to be clean energy system when it is

accompanied with the membrane which has high affinity to VOCs. Compared to

the other methods, PV offers some advantages. It is energy intensive, cost effective,

clean, and modular technology. In this work, pristine and 20 wt.% and 30 % of

ZSM-5-filled zeolite-loaded composite polydimethylsiloxane membranes are

prepared and they are employed in pervaporation process to separate toluene

from toluene–water mixtures. PV performance is evaluated as a function of flux

and enrichment factor. ZSM-5 zeolite is selected as inorganic particle due to the

highly hydrophobic characteristic. Pervaporation experiments are carried out at

room temperature.

Keywords Pervaporation • VOC removal • Toluene removal • ZSM-5 zeolite

• Polydimethylsiloxane

Nomenclature

A Effective area of the membrane

J Flux

Sd Degree of swelling

t Time

Wd Weights of dry membrane
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Wp Total permeate weights of mixtures

Ws Weights of swollen membrane

Xa Concentration of the toluene in the feed mixture

Ya Concentration of the toluene in the permeate mixture

Greek Symbols

β Enrichment factor

Acronyms

PV Pervaporation

DCP Dicumylperoxide

EPDM Ethylene propylene diene monomer

PDMS Polydimethylsiloxane

PEBA Polyether-block-polyamide

PEG Polyethyleneglycol

PI Polyimide

PTFE Polytetrafluoroethylene

PTMSP Polytrimethylsilylpropyne

PVC Polyvinylchloride

UV Ultraviolet–visible

VOC Volatile organic compound

37.1 Introduction

Volatile organic compounds (VOCs) such as benzene, toluene, ethyl benzene,

xylene, and chlorinated solvents are hazardous materials for environment and

human health. VOCs are emitted from several man-made (aerosol, traffic), indus-

trial, agricultural, and groundwater sources. Water is important for human life and

environment; therefore the main issue is removing the VOC from ground, drinking,

and industrial wastewater. But these compounds have low solubility in water (ppm

level) at low temperature (20–30 �C); hence the purification processes become

complex and costly. Biological treatment, adsorption with active carbons, and air

stripping are the conventional processes to remove VOCs from aqueous solutions

[1, 2]. Active carbon adsorption method is effective at low VOC concentration;

however carbon must be regenerated in the following steps. Biological treatment

method has limited activity on the microorganism; therefore, this technique is only

available at restricted VOC concentration and temperature. Using of air stripping

method is also limited by the Henry’s constant compounds [3].
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Pervaporation is a new environment-friendly and cost-effective membrane pro-

cess which separates close boiling point, azeotropic, thermal sensitive mixtures

with low energy consumption and more efficiency. Recently it has become an

attractive method for wastewater treatment. PV does not emit pollution; it does

not need an entrainer solvent or regeneration steps compared to other VOC removal

methods. PV is modular, so it is possible to use it as hybrid with industrial process

[4–6]. PV is commercially used in the following three main areas: separation of

organic–organic mixtures, removal of organic compounds from dilute solution, and

dehydration of aqueous mixtures [7–10].

Pervaporation is the most widely used and commercialized in alcohol purifica-

tion processes. Particularly, it has been used as a commercial process in fuel ethanol

production facilities. It is environmentally and economically important to break the

ethanol–water azeotrope by pervaporation process. This process is carried out by

using hydrophilic membranes to separate water from broth or hydrophobic mem-

brane to separate ethanol from product.

37.2 Background: Pervaporation Process

There are two kinds of PV system: vacuum PV and purge gas PV [7]. The vacuum

PV system is mostly used commercially and it simply consists of a feed tank,

circulation and vacuum pump, membrane cell, and cold traps (permeate vessels).

The feed mixture, which is kept at the desired temperature, is pumped to the

membrane cell with a specific flow rates. According to the affinity of membrane, one

of the components dissolves on the membrane surface. Due to the difference in

concentration on either side of the membrane, the selected component diffuses

through the membrane. This stream is called as “permeate.” The rejected stream is

called as “retentate.” At the downstream side, vacuum pressure is applied in order to

create a pressure difference so that permeate leaves the membrane as vapor phase.

Vapor permeate is condensed into cold traps by liquid nitrogen. Flux and selectivity

are calculated by determination of concentration and weight of that permeate.

The purge gas PV system does not require a vacuum application but different

costs arise because the gas should be sent to the system. This method is useful in

many cases which is required diluted product [8].

Separation via pervaporation depends on the concentration gradient which is

maintained by pressure difference in two sides of the membrane. In this system,

nonporous membranes are used and the transport through the membrane is

described by the solution-diffusion model which simply consists of three steps:

solution of selected compound onto the membrane, diffusion through the mem-

brane, and desorption into downstream side [11]. Thereby selective sorption and

selective diffusion play an important role on PV performance which is

characterized by the flux and enrichment factor values.

The advantages of this technique which can be used as a hybrid with conven-

tional methods are listed as follows:
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• The method is quite simple and easy to operate.

• Additional chemicals to separate azeotropic and close-boiling-point components

are not needed.

• It is modular and it can easily be added to other systems.

• It is not a temperature-based separation system, so it can be used to separate

thermal sensitivity organic solutions.

• Energy consumption is in minimum level.

• Product separation range is quite large (acids, esters, oils, alcohols, and ketones

can be separated from each other or water).

• Membrane-based material manufacturing and recycling are easy.

• Because of all advantages, it is an environment-friendly and a cost-effective

process [8–10].

37.2.1 Membrane Selection

Membrane is “the heart” of this system, so PV investigation depends on not only the

operation condition but also the membrane material selection and production. The

membrane which will be used in PV should be chemically and thermally stable and

mechanically durable.

Due to the cheapness and modification ability of polymeric membrane materials,

they are mostly used in PV. However polymers which have organic chain structure

are thermally and chemically unstable, so it is hard to operate them at high process

temperature [12].

Transition through polymer molecules depends on the free volume of polymer,

active polymer chains, and structural movements. The other factors which affect the

transition rates are listed as follows:

• The glass transition temperature of the polymer

• The degree of unsaturation of the polymer

• The number of branched methyl groups

• Average polymer molecular weight

• Plasticizers and fillers which are added to the polymer [13]

Besides polymeric ones, inorganic membranes (ceramic or zeolite membranes)

are commercially used in PV unit. Inorganic membranes are used in high-

temperature processes. They can be used in desired feed concentration because

they do not tend to swell. Although they are more durable at long-term operation

time, they are expensive and brittle [14]. Also it is hard to form them as a uniform

membrane.

Recently inorganic particles (such as clay, zeolite) are incorporated to the

polymer matrix in order to make polymeric membrane more stable and durable

over the long-term operations [15]. Inorganic particle-filled membrane is called as

mixed matrix or composite membrane. These membranes show good performance
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in long-term PV operation at high temperature. Compared to the inorganic ones,

mixed matrix membranes are cheap and it is easy to form them as membrane.

The most preferred inorganic additives are zeolites. They are known as inorganic

and regular crystalline structures with different molecular pores. They are commer-

cially used as catalysts, adsorbents, or ion-exchanger. Zeolites are composed of

tetrahedral structures, and these structures consist of aluminum silicate atoms. The

rates of Si/Al determine the degree of hydrophobicity or hydrophilicity of zeolites.

The smaller Si/Al ratio increases the hydrophilicity of the zeolite [16–18].

37.2.2 Literature Research on Membrane Selection

In literature different types of membrane such as poly(dimethylsiloxane) (PDMS),

polyimide (PI), polyether-block-polyamide (PEBA), ethylene propylene diene

monomer (EPDM), poly(trimethylsilylpropyne) (PTMSP), poly(vinylchloride)

(PVC), and poly(ethyleneglycol) (PEG) have been used to separate VOCs from

model wastewater [1, 4, 19–23]. PDMS is mostly used in PV to separate organic

compounds from water due to the hydrophobic and rubbery nature. It has chain

flexibility and huge free volume; thereby organic components are able to pass

through the membrane easily. It is compatible with inorganic materials due to the

rubbery nature, so it is one of the rare hydrophobic membranes used commercially.

Polymer chains of PDMS are in motion even at low temperatures.

There are many pervaporation studies in which the composite PDMS

membranes are used. However, a small part of them is in the separation of VOCs

[5, 24–28].

37.3 Experimental

In this study pristine- and ZSM-5-filled PDMS composite membranes have been

prepared by the solution-casting and pressing method. Pristine and 20 wt.% and

30 % of ZSM-5-filled composite membranes have been used in PV system to

separate toluene from water. Effect of feed composition on flux and enrichment

factor has been evaluated.

37.3.1 Materials

PDMS and ZSM-5 have been purchased from Aldrich Chemicals. Toluene of

99.5 % purity has been purchased from Merck Chemical from Turkey.

Deionized water has been supplied from laboratory.
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37.3.2 Membrane Preparation

PDMS is dissolved in toluene. Solution is stirred overnight. Desired amount of

ZSM-5 (with respect to the pure polymer mass) is added to the polymer–water

solution for composite membranes and total solution is stirred for 10 h. Then 2 wt.%

of dicumylperoxide (DCP) is added to solution and stirring is continued for 5 h.

Solution is poured onto glass petri dishes and it is dried at room temperature. Bulk

polymer mixture is taken to a hot press for cross-linking reaction for 2 min. After

membrane forms as a flat sheet, it is taken to a vacuum oven to remove the

remaining acid.

37.3.3 Swelling Experiments

The membrane samples are cut into small pieces of about 2 cm2. The samples are

immersed in toluene–water mixtures which contain 5 wt.% of toluene. Swollen

membrane’s weight is measured and the swelling degree is calculated as

Sd ¼ ðWs �WdÞ=Wd
�100 (37.1)

Sd represents the swelling degree of the membrane, and Ws and Wd are the weight

of the swollen and dry membranes, respectively.

37.3.4 Pervaporation Procedure

Experimental PV setup has been shown in Fig. 37.1.

Experiments are carried out at room temperature. At downstream side vacuum is

applied and the pressure is measured as 20 mbar. Membrane cell is made from

PTFE (Teflon) that has 28 cm2 effective areas and the volume capacity of the cell is

500 ml. The toluene–water mixture is fed to cell continuously. The permeated

mixture is condensed in liquid nitrogen traps. Two traps are operated; one of them is

replaced with another after an hour and sample is taken from operated ones.

Every hour the feed and the permeate mixture are measured and the concentra-

tion of toluene is determined by UV analysis to calculate flux and enrichment factor

of the membranes [4]. The flux is calculated from the weight of permeate. Flux

(J) and enrichment factor (β) are calculated as

J ¼ Wp=A:t (37.2)

β ¼ ðYa=XaÞ (37.3)
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Wp represents the total permeate mass of mixtures, A is the effective area of

membrane, and t is the time. Xa is the concentration of the toluene in the feed

mixture and Ya is the concentration of the toluene in the permeate mixture [4].

37.4 Results and Discussion

Before the pervaporation experiments, membranes are immersed in toluene–water

solution for about 4 h for determining the swelling degree. Because the solubility of

toluene is quite low in water, the free volumes of membranes are increased by

swelling experiments for selective removal of the organic molecules even if their

concentration is quite low. In this respect, the swelling character of the membrane

gives an idea about membrane flux and enrichment factor.

37.4.1 Effect of Zeolite Loading on Pervaporation
Performance

As shown in Fig. 37.2, swelling degrees of the pristine and loaded membranes

decrease when the ZSM-5 zeolite loading increases.

Feed pump
Vacuum pump

Membrane

Membrane cell

Cold traps

Fig. 37.1 Schematic diagram of experimental pervaporation unit
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Adding of inorganic particles into polymeric matrix improves the mechanical

and chemical stability of the membrane. Also free volume increasing of the

polymer is restricted by the inorganic filler, so it causes a reduction in swelling

degree of the membrane.

Degree of swelling is desired up to a certain point because permeability of the

membrane increases with swelling degree. However, the selective characteristics of

membranes are often lost with swelling due to the drifting of unselected

components. Hence it reduces the enrichment factor. One of the ways to limit the

degree of swelling of the polymer is cross-linking procedure. Cross-linking process

restricts the chain flexibility of polymer and increases the mechanical strength of

membrane [29]. In this way, the solubility and diffusivity of components are

reduced. Thus, permeability decreases and enrichment factor increases. In this

study PDMS has been cross-linked by DCP.

Figures 37.3 and 37.4 show the flux and enrichment factor of all membranes.

As seen in Fig. 37.3, with the incorporation of ZSM-5 particles into the PDMS

matrix, flux values enhance. Despite the decrease in the free volume of the

membrane, flux values increase by the addition of zeolite because of the hydropho-

bic nature of ZSM-5. This zeolite shows high affinity to organic molecules. These

selective properties of composite membranes cause an increase in enrichment factor

as shown in Fig. 37.4.

In previous studies, it was observed that the addition of ZSM-5 was effective to

enhance pervaporation performance but this effect was lost after a certain loading

point. After an optimum point, zeolites begin to cluster. This effect reduces the

effectiveness of the polymer to make the selective sorption and diffusion. Therefore

it becomes an important subject to find out an optimum zeolite loading. In previous
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pervaporation experiments [30], flux and enrichment factor values have been

decreased slowly in 40 wt.% of ZSM-5 ratio; therefore, the optimum zeolite loading

has been determined as 30 %.
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37.5 Conclusions

In this study the membrane character—which is responsible for the system

performance—has been investigated as a function of swelling degree, flux, and

selectivity. According to this study the following results are obtained:

• The degree of swelling of the membrane has been restricted by adding zeolite

into the polymer matrix. Also cross-linking by DCP has prevented the excessive

swelling of the membrane.

• Incorporation of zeolite particles into the polymer matrix enhances flux values

because of the hydrophobic nature of ZSM-5.

• Enrichment factors increase with zeolite addition due to the selective nature of

zeolite.

• It is seen that the PDMS is an appropriate membrane material if it will be desired

to remove the organic components.
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Chapter 38

Comparison of Thermal Properties

and Kinetics of Selected Waste Wood

Samples in Two Different Atmospheres

Sema Yurdakul and Aysel Atımtay

Abstract Knowledge of the kinetics and thermal decomposition properties of woods

are of great importance. Successful design and control of technologies for the pyroly-

sis and combustion of lignocellulosic raw materials require a good understanding of

the kinetics of the thermochemical processes. In this chapter, thermal properties and

kinetic constants of selected waste wood samples (pine, medium-density fiberboard,

and plywood) are examined in two different atmospheres, nitrogen and air, by

thermogravimetric analysis. Samples were sieved to 3 mm and a heating rate of

10 �C/minwas used. In nitrogen atmosphere, two peaks were observed for all samples

due to moisture and volatile content of the samples. However, in air atmosphere three

peakswere observed owing to removal ofmoisture, active oxidation of volatilematter,

and char combustion. Activation energies of the samples in air atmosphere were

higher than in the nitrogen atmosphere. Consequently, it can be said that all samples

were more thermally stable in an air atmosphere than in a nitrogen atmosphere.

Furthermore, a diffusion-controlled reaction starting on the exterior of spherical

particles was found to be the main mechanism for all waste wood samples.

Keywords Waste wood • TGA • Thermal decomposition • Thermal kinetics

• Solid-state mechanisms
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A Thermal constant (1/min)

DTG Derivative thermogravimetry
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MDF Medium-density fiberboard

P Pine

Pl Plywood

TG Thermogravimetry

TGA Thermogravimetric analysis

38.1 Introduction

There is a great need for research into renewable energies due to worldwide

decrease of fossil fuel resources and the negative environmental effects of fossil

fuel combustion pollution. There is also a pressure to decrease carbon dioxide

(CO2) emissions to prevent the greenhouse effect in the world according to Kyoto

Protocol. Therefore, biomass has gained a great amount of interest as one of the

potential renewable energy sources (RES) [1].

Biomass-based fuels are considered environmentally friendly for several

reasons. CO2 generated during the combustion of biomass was originally absorbed

from the atmosphere during the growth of the plants. Therefore, net CO2 production

during combustion of biofuels is considered to be zero due to the fact that they

originated as biomass [2]. However, burning of fossil fuels uses old biomass and it

is converted into new CO2; this contributes to the greenhouse effect and decreases

reserves of nonrenewable sources. Burning new biomass contributes no new CO2 to

the atmosphere because replanted biomass ensures that CO2 is absorbed and

returned to a cycle of new growth. When biomass is used for the production of

1 GJ of energy, 0 kg of CO2 is produced; however, when fossil fuels are used for the

production of the same amount of energy, 60–110 kg of CO2 will be released to the

atmosphere [3].

Greenhouse gases, especially carbon dioxide and methane, have considerable

effects on the climate. Greenhouse gases are mainly produced from the combustion

of the fossil fuels and they can cause significant changes in the world climate

patterns. Increase of the concentration of greenhouse gases in the atmosphere can

cause warmer temperatures on the earth [4]. A temperature increase of 1.5–4 K in

this century would have very important and complex effects on the world climate.

There would be water shortage in some areas of the world, and humans, plants, and

animals will be adversely affected by this situation. In order to prevent global

warming and keep the temperature increase at about or beneath a couple of degrees,

scientists suggest that the current level of emissions must be reduced by about 60 %.

In order to reduce the potential warming effect of greenhouse gases, the use of fossil

fuel sources should be decreased and the use of renewable energy sources such as

biomass, wind, and solar energy should be increased. Increasing the efficiency of

energy production is also very important for decreasing the production of green-

house gases [5]. In this chapter, waste wood is considered as a biomass resource

because it can be used for heating, steam production, and energy production due to

its considerable energy content. Moreover, wood has a strategic role in prevention
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of global warming because trees absorb CO2 during photosynthesis and stores it

until natural, biological, or thermal degradation. Replacing fossil fuel with wood

fuel would be predicted to decrease net CO2 production by over 90 % [4].

Main sources of waste wood are waste materials from board production (ply-

wood, chip, and fiberboard—MDF), log and timber production, old electricity

transmittance poles, old telephone and mining poles, and waste materials from

railway constructions, furniture production, and demolished buildings.

In order to produce energy from waste wood, suitable combustion systems

should be designed. Otherwise, very harmful pollutants can be generated during

combustion because of the chemical contents of waste wood. Determination of the

kinetics of the thermal behavior of waste wood is important because designing

systems based on the pyrolysis and combustion of renewable lignocellulosic raw

materials requires good knowledge of the kinetics of these processes [6].

This chapter aims to determine the kinetic parameters of three different types of

waste wood samples (plywood, pine, and fiberboard—MDF) both in air and

nitrogen atmospheres. For this purpose, thermal behavior and thermal decomposi-

tion results of these samples are investigated using thermogravimetric analysis

(TGA). The results obtained in both atmospheres were compared with one another.

38.2 Theoretical Background

For the combustion of wood, shrinking core model can be used. Despite certain

problems, the “shrinking core” model is the best simple representation for the

majority of reacting gas–solid systems on the basis of studies of numerous systems.

According to the model, when no ash is formed, such as in the burning of pure

carbon, the reacting particle shrinks during the reaction and then finally

disappears [7].

When wood is exposed to elevated temperatures, changes in the structure of the

wood occur. At a temperature below 100 �C, permanent reductions in strength can

occur. There is no carbohydrate degradation below 100 �C. At temperature above

100 �C, chemical bonds begin to break. The number of broken bonds increases as

temperature increases. Between 100 and 200 �C, noncombustible products such as

carbon dioxide, trace organic compounds, and water vapor are produced. Above

200 �C, celluloses are destroyed and flammable volatiles are produced. If volatile

compounds are mixed with air and heated to the ignition temperature, combustion

reactions occur. Above 450 �C, all volatile material is consumed, and only char

residue remains. This char can be oxidized to carbon dioxide, carbon monoxide,

and water vapor; oxidation of this char is called afterglow. Thermal reactions of the

wood can vary depending on the individual components and chemical content of the

wood. Cellulose is mainly responsible for the production of flammable volatiles.

Hemicellulose is less thermally stable than cellulose and it evolves more noncom-

bustible gases. Lignin produces more residual char than cellulose [8].
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Thermal decomposition of a solid is a very complex process which occurs in a

hetero-phase system in several stages. These stages can be related to heat transport

as well as discharge of vapor–gas products of decomposition or development of a

new solid phase [9].

Three factors control the design of a gas–solid reactor: the reaction kinetics for

single particles, the size distribution of solids being treated, and the flow patterns of

solids and gas in the reactor. Where the kinetics are complex and not well known,

analysis of the problem will be difficult. Therefore, the responsible mechanisms and

characteristics of the particles must be determined in advance in order to achieve

correct design. The temperatures at which decomposition reactions of wood start

and the changes in sample weight as the reactions progress can be characterized by

TGA. Quantitative methods can be applied to TGA curves to obtain kinetic

parameters. The kinetic parameters usually include the activation energy, the

pre-exponential factor, and the order of the reaction [8].

38.3 Materials and Methods

Pine (P), MDF, and plywood (PL) samples were obtained from a manufacturing

center of these products. The pine (P) sample did not contain any added chemicals;

on the other hand, chemically treated MDF and PL samples contained different

types of chemicals.

Thermal analyses of the waste wood samples were carried out by using a Perkin

Elmer-Pyris-1, Thermal Gravimetric Analyzer. Approximately 17–25 mg sample

was used for each experiment and average particle size of the samples was 3 mm.

Each experiment was repeated three times and the average of the results was

reported. During the experiments, reproducible results were obtained by using

these sample sizes. Experiments were performed at 20 mL/min airflow rate in a

temperature range of 30–900 �C. Heating rate was 10 �C/min. A temperature

increase program was used. Thermal kinetic constants for the samples were calcu-

lated by using Coats–Redfern method [10] which is given in Eqs. (38.1a) and

(38.1b):

ln
gðαÞ
T2

¼ ln
AR

βE
� E

RT
(38.1a)

α ¼ ðm0 � mtÞ=ðm0 � m1Þ (38.1b)

where, m0—initial weight of the reactant, mt—weight at time t, and m1—weight at

equilibrium. A is the pre-exponential constant, E is the activation energy, T is the

absolute temperature, R is the gas constant, and β is the heating rate. According to

Eq. (38.1a), a plot of ln[g(α)/T2] against the reciprocal of temperature should give a

straight line with a slope equal to �E/R and the intercept of the line will give the
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pre-exponential constant, A. g(α) is the integral function of conversion [11]. There-
fore, if the correct g(α) is used for a mechanism, a straight line is obtained with a

high correlation coefficient. Table 38.1 demonstrates the g(α) functions which are

used in the chapter for the selected six different solid-state mechanisms. Detailed

information about the six solid-state mechanisms can be found in previous work [6].

38.4 Results and Discussions

In this regions were identified based on the thermogram curves of the samples

carried out in air atmosphere. The first peak in the temperature interval of

30–130 �C appears due to moisture in the sample. It is not included in the

calculations. The second peak appears in a temperature interval of 250–380 �C
for pine samples, 250–350 �C for MDF samples, and 270–370 �C for plywood

samples. The third peak appears in a temperature interval of 400–550 �C for pine

samples, 400–550 �C for MDF samples, and 400–510 �C for plywood samples. TG

and DTG curves of the samples obtained in air atmosphere are given in Fig. 38.1.

Peak and burnout temperatures are important parameters that affect the combus-

tibility of the samples. Peak and burnout temperatures are the temperatures where

the rate of the weight loss is maximal and sample oxidation is complete, respec-

tively [6]. Peak and burnout temperatures of the samples are given in Table 38.2.

Two peaks were observed in nitrogen atmosphere. The first peak in the temp

interval of 30–150 �C appears because moisture is not included in the calculations.

The second peak appears in a temperature interval of 280–380 �C for MDF samples,

280–380 �C for pine samples, and 275–400 �C for plywood samples. TG and DTG

curves of the samples obtained in air atmosphere are given in Fig. 38.2.

Thermogravimetric parameters of pine, MDF, and plywood samples in nitrogen

atmosphere are given in Table 38.3.

Comparison of the data shown in Tables 38.2 and 38.3 reveals that peak and

burnout temperatures of the samples are different from each other in different

atmospheres. Moreover, volatile matter content of the untreated pine samples was

Table 38.1 Selected Coats and Redfern mechanisms used in this chapter (adapted

from ref. 12)

Mechanism g(α) Symbol

Diffusion mechanism

One-way transport α 2 D1

Two-way transport α + (1 + α) ln (1 � α) D2

Three-way transport ((1 � α)1/3)2 D3

Ginstling–Brounshtein equation 1 � 2α/3 � (1 � α)2/3 D4

Limiting surface reactions, both phases

Three dimensions 1 � (1 � α)1/3 R3

Chemical reaction

First order �ln(1 � α) F1
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Fig. 38.1 TG and DTG curves of pine and plywood samples in air atmosphere

Table 38.2 Thermogravimetric parameters for pine, MDF, and plywood samples in air

atmosphere

Parameters

Samples

Pine MDF Plywood

Peak temperature (�C) 356 515 331 502 549 344 500

Burnout temperature (�C) 550 560 550

Approximate moisture content (%) 8 7 5
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lower than in the treated samples, likely due to the chemical treatment involved in

the production of MDF and plywood.

In this chapter, thermal kinetic constants of the samples were also calculated for

reactions proceeding under both atmospheres (i.e., air and nitrogen) for each six

solid-state mechanism. The results are given in Tables 38.4 and 38.5 for air and
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nitrogen atmospheres, respectively. In these tables, only effective mechanisms

which give the highest correlation coefficients are displayed.

As can be seen from Tables 38.4 and 38.5, activation energies of the samples in

air atmosphere were found to be higher than in nitrogen atmosphere. Therefore,

samples were more thermally stable in air atmosphere than in the nitrogen

atmosphere.

Although thermal properties of the samples show some differences, effective

solid-state mechanisms of the samples during the thermal decomposition processes

were found to be similar for the tested waste wood samples. D4 mechanism, which

is a function for a diffusion-controlled reaction starting on the exterior of a spherical

particle, was found as the main mechanism during the thermal decomposition of all

samples in both atmospheres in the main decomposition region.

Table 38.3 Thermogravimetric parameters for pine, MDF, and plywood samples in nitrogen

atmosphere

Parameters

Samples

Pine MDF Plywood

Peak temperature (�C) 372 366 371

Approximate moisture content (%) 8 7 5

Volatile matter content (%) 81 79 65

Table 38.4 Kinetic parameters for the non-isothermal decomposition of selected samples in air

atmosphere (E in kj/mol, A in 1/min)

Sample/air Region Mech E A R2

P Second D4 121.8 1.45E+08 0.98

Third D1 17.3 4.31E+01 0.98

MDF Second D4 123.4 6.19E+08 0.99

Third D1 16.5 3.51 0.98

PL Second D4 183.0 3.29E+13 0.95

Third D1 16.97 4.28 0.95

Table 38.5 Kinetic parameters for the non-isothermal decomposition of selected samples in

nitrogen atmosphere (E in kj/mol, A in 1/min)

Sample/N2 Region Mech E A R2

P Second D4 106.46 2.2E+06 0.99

MDF Second D4 102.72 7.43E+06 0.99

PL Second D4 134.40 1.57E+09 0.99
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38.5 Conclusions

In nitrogen atmosphere two peaks were observed for all samples. However, in the

air atmosphere three peaks were observed for all samples from the DTG diagram.

Activation energies of the samples in air atmosphere were found to be higher

than in the nitrogen atmosphere. Consequently, it can be said that all samples are

thermally more stable in air atmosphere than in nitrogen atmosphere. Furthermore,

diffusion-controlled reaction starting on the exterior of a spherical particle was

found as the main mechanism for all waste wood samples at the main thermal

decomposition region for both atmospheres.
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Chapter 39

Reducing Global Warming by Process

Integration

Abdulwahab Giwa and Suleyman Karacan

Abstract In an attempt to contribute to the reduction of global warming, the

integration of both reaction and separation in a single unit to bring about an

improvement in the energy efficiency of the overall process is studied in this

chapter. The esterification reaction between acetic acid and ethanol for the produc-

tion of ethyl acetate (desired product) and water (by-product) is used as the case

study. In order to demonstrate the role of the integrated process in global warming

reduction, both the conventional system and the integrated one are studied. The

conventional system is made up of a reactor (in which the chemical reaction takes

place) and a distillation column (in which the desired product is purified) whereas

the integrated system consists of a single unit having a single main column divided

into three sections (rectification section, reaction section, and stripping section).

Comparing the two systems, the results that are obtained from the studies reveal

that, for the integrated system, the heat released to the atmosphere from the

condenser (that is, the condenser duty) and the one supplied to the reboiler (the

reboiler duty) are less than those of the conventional system. These results have

actually shown the importance of process integration in reducing global warming

and increasing process efficiency. It is therefore suggested to the industrial

engineers to always integrate their processes, where possible, in order to contribute

their quotas in reducing global warming.

Keywords Global warming • Process integration • Esterification reaction • Reac-

tive distillation column • Process efficiency • Condenser duty • Reboiler duty
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Nomenclatures

Cp Specific heat capacity, J/(kmol K)

kb Backward reaction rate constant

kf Forward reaction rate constant

m Total number of components

M0 Molar flow rate, kmol/h

mw Molecular weight, kg/kmol

Q Heat transfer rate, J/h

Qcond Heat transfer rate from the condenser, kJ/h

Qreb Heat transfer rate to the reboiler, kJ/h

Qreleased Total heat transfer rate to the surroundings, kJ/h

Qrxn Heat transfer rate from the reactor/reaction section, kJ/h

T Temperature, �C
Ttop Product temperature, �C
V Volumetric flow rate, cm3/h

x Liquid mole fraction

Greek Letters

ρ Density, kg/m3

α Volatility

Subscripts

av Average

i Component number

39.1 Introduction

One of the major issues in the present century is global warming. Studies on global

warming and its effect on climatic change are being pursued vigorously as a

multidisciplinary problem [1] because climate change and global warming have

been the growing concerns in the recent years [2]. By ignoring the hypothesis that

the current warming is part of a natural cycle [3, 4], two causes of the warming have

been suggested: (1) the accumulation of greenhouse gases in the earth’s atmosphere

[3], which is generally accepted by majority of researchers, and (2) heat emissions

[5, 6]. Both these explanations imply that the current warming is anthropogenic and

lead to the conclusion that more efficient use of energy and increased use of

renewable energy are the best ways to counteract global warming [7] because

the energy demand for heating and cooling largely depends on the ambient
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temperature [8]. This is an indication that the industries have to develop novel

methodologies for their processes to solve the problems occurring in the societies

owing to global warming.

In response to these industrial and societal requirements, several novel

methodologies have emerged since 1970. They include “process systems engineer-

ing” and “process integration” followed by a number of works from the University

of Manchester Institute of Science and Technology (UMIST) Group. Both

disciplines are involved in dedicated conferences such as European Symposium

on Computer Aided Process Engineering (ESCAPE), which is facilitated by the

European Federation of Chemical Engineering Working Party on Computer Aided

Process Engineering (CAPE 2009), and PRES (Conference on Process Integration,

Modelling and Optimisation for Energy Saving and Pollution Reduction, PRES

2009), which is supported on an annual basis by Chemical and Chemical Engineer-

ing Societies (e.g., Hungarian Chemical Society, Czech Society of Chemical

Engineering, Italian Association of Chemical Engineering, Canadian Society for

Chemical Engineering) [9].

Actually, it has become evident that resource inputs and effluents of industrial

processes are often connected to each other. Examples of this connection include

the following [9]:

1. Reducing external heating utility is usually accompanied by an equivalent

reduction in the cooling utility demand; obviously, this also tends to reduce

CO2 emissions from the corresponding sites.

2. Reducing wastewater effluents usually leads to reduced freshwater intake.

Reducing the consumption of resources is typically achieved by increasing the

internal recycling and reuse of energy and material streams instead of fresh

resources and utilities. Projects for improving process resource efficiencies can

offer economic benefits and also improve public perceptions of the company

undertaking them [9]. This reuse of energy and material streams can be achieved

by employing process integration.

Process integration (PI) is a family of methodologies for combining several

processes together in order to reduce consumption of resources and/or to reduce

harmful emissions [9]. Process integration has been an ideal method for reducing

energy and raw material consumption of process industries [10]. It has started

mainly as heat integration (HI), stimulated by the energy crisis of the 1970s. Heat

integration has examined the potential for improving and optimizing the heat

exchange between heat sources and heat sinks in order to reduce the amount of

external heating and cooling required, thereby reducing costs and emissions [9].

However, motivating, launching, and carrying out process integration require

proper studies that are based on adequate models of the process plants because

not all processes can be integrated.

One of the processes that accommodate process integration is “esterification

process” involving a reactor and a separation unit because the reaction can be

accomplished inside the separation unit. The phenomenon in this case is more or

less like integrating the reactor into the separation unit. If the separation unit

involved is a distillation column, the process is called “reactive distillation (RD).”

39 Reducing Global Warming by Process Integration 733



Reactive distillation is a promising multifunctional reactor to improve an ordi-

nary process, as chemical reaction and thermodynamic separation are combined in

a single unit [11]. In the past two decades, reactive distillation has emerged as a

promising technology for process intensification with significant economic benefits

over conventional “reactor followed by separator” processes [12]. When chemical

reactions and physical separations have some overlapping operating conditions, the

combination of these tasks in a single process unit can offer significant benefits.

These benefits include avoidance of reaction equilibrium restrictions, higher con-

version, selectivity and yield, removal of side reactions and recycling streams,

circumvention of nonreactive azeotropes, reduction of the number of units (invest-

ment cost), and reduction of energy demands (through heat integration) [13]. The

last mentioned advantage of this process is very important to the society because the

heat of an exothermic reaction, instead of being released to the atmosphere, can be

used in the volatilization of the mixture to be separated in the column. If the heat

released to the atmosphere is minimized, consequently, the occurrence of global

warming is expected to be minimized.

According to the information gathered from the literature, some researches have

been carried out on global warming. Among them is that of Alexiadis [14] that uses

control theory to study the connection between human activities and global

warming. Also, Nordell [5] demonstrates in his work that thermal pollution

contributes to global warming. Zevenhoven and Beyene (2011) [15] discuss the

relative contribution of waste heat from power plants to global warming. In their

research, they evaluate the impact of waste heat rejection combined with CO2

emissions using Finland and California as case studies and find that the immediate

effects of waste heat released from power production and radiative forcing by CO2

are similar. Some researches concerning process integration are also found in the

literature. For instance, Dunn and Bush [16] study how to use process integration

for combining lower emissions and networked energy recovery. Friedler [17]

reviews some major presentations contributing to the development of process

integration and optimization tools for energy saving and pollution reduction.

Morar and Agachi [18] also review the development through the years

1975–2008 of heat integration and heat exchanger network synthesis (HENS) as a

technique of process integration and conclude that the development of process

integration techniques is conferring important advantages for the industrial pro-

cesses in terms of process improvement, increased productivity, energy resource

management and conservation, pollution prevention, and reductions in the capital

and operating costs of chemical plants. Now, it is deemed necessary to look into

how integration of chemical processes (such as reactive distillation) is related to

global warming, for the benefits of mankind.

Therefore, in this chapter, the contribution of reactive distillation process to the

reduction of global warming is carried out using the esterification reaction between

acetic and ethanol for the production of ethyl acetate and water (by-product) that is

implemented with the aid of HYSYS model as well as in a pilot plant setup as the

case study process.
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39.2 Theoretical Backgrounds

Chemical engineering is a branch of engineering that makes use of the principles of

physical sciences and life sciences as well as mathematics and economics to the

process of converting raw material(s) into (another) more valuable form(s) referred

to as the product(s).

Generally, reactions are carried out inside what is known as the reactors (batch,

continuous stirred tank, plug flow, etc.). After the accomplishment of the reactions,

in a situation where there are more than one product, there comes the need for the

purification of the products especially the desired one. The purification stage is

normally achieved using unit operations like distillation, crystallization, extraction,

and absorption.

For the esterification process, which is the one concerned with in this chapter, the

normally employed reactor is the continuous stirred tank reactor (CSTR) shown in

Fig. 39.1 below. Taking the inputs to the reactor as A and B and the outputs as C

and D, the equilibrium reaction occurring in the CSTR can be given as

Aþ B ��!
kf

 �
kb

Cþ D (39.1)

The purification stage involves passing the outputs of the reactor into a distilla-

tion column to separate the lighter components through the top section and the

heavier ones through the bottom section of the column. If the distillation column

type that is used contains packing, then the column is referred to as a packed

distillation column (Fig. 39.2).

What is actually happening in a reactive distillation column can be viewed as

inserting the reactor into the distillation column (see Fig. 39.3) and allowing the

reaction to occur inside the column wherein the products of the reactions are

automatically passed to the separation section of the column where the separations

of the various components take place.

A + B

C + D

Fig. 39.1 A continuous

stirred tank reactor
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In the real sense, the phenomenon is not inserting the reactor into the distillation

column but making a section of the column to be the reaction section as depicted in

Fig. 39.4 below.

For the reactive distillation process given above to be feasible, the products

(C and D) should be able to be removed from the reaction medium by distillation.

That is, the products should be lighter and/or heavier than the reactants. In a special

case, the desired product should be the lightest/heaviest of all the components

involved in the process. In other words, in terms of the relative volatilities of the

four components considered above, the products should have the lowest/highest

volatility. Mathematically, for the feasibility of the above system,

αC > αB > αA > αD (39.2)

Actually, the choice of the reaction section depends on the methods decided to

be used. For example, a reactive distillation column can be operated in batch, semi-

batch, or continuous mode. The method shown in Fig. 39.4 above as an illustration

C + D

C

D

Fig. 39.2 A packed

distillation column

A + B

C

D

Fig. 39.3 A packed

distillation column with an

inserted CSTR
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is a continuous one. In the continuous mode of a reactive packed distillation

column, the middle section is usually the reaction section where the equilibrium

reaction shown in Eq. (39.1) takes place; the section above the reaction section is

the rectification section where the light product (in this case, the desired product) is

expected to be separated from the heavy components while the section below the

reaction section is referred to as the stripping section where the heavy product is

separated from the light ones. The heavier reactant is fed just above the reaction

section (upper feed section—between the reaction section and the rectifying sec-

tion) while the lighter one is fed just below the reaction section (lower feed

section—between the reaction section and the stripping section). For this illustra-

tion, reactant B, being the more volatile, is fed into the column through the lower

feed section and as it moves upwards it comes in contact with the heavy reactant A

flowing downward in the reaction section and the esterification reaction thereby

occurs. After the reaction, the light product moves upwards while the heavy one

finds its way to the bottom part of the column.

In reactive distillation, the temperatures in the column affect both the phase

equilibrium and chemical kinetics. A low temperature that gives high relative

volatilities may give small specific reaction rates that would require very large

liquid holdups (or amount of catalyst) to achieve the required conversion. In

contrast, a high temperature may give a very small chemical equilibrium constant

(for exothermic reversible reactions), which makes it more difficult to drive the

reaction to produce products. High temperatures may also promote undesirable side

reactions.

A

C

D

B

Fig. 39.4 A reactive

packed distillation column
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39.3 Procedures

In this chapter, both theoretical simulation and experimental studies are carried out

to demonstrate how global warming can be reduced by process integration. The

theoretical simulation is carried out with the aid of HYSYS model developed while

the experimental studies are carried out in the reactive packed distillation pilot plant

that is set up.

39.3.1 HYSYS Modeling Procedure

Table 39.1 below shows the specifications that are used to develop the HYSYS

model for the conventional and integrated processes of this chapter for the produc-

tion of ethyl acetate and water from the esterification reaction between acetic acid

and ethanol.

The HYSYS models of the systems (conventional and integrated systems shown

in Figs. 39.5 and 39.6, respectively, below) are developed with the aid of HYSYS

3.2 [19] by first specifying the appropriate units according to the data shown in

Table 39.1 using the “Tools” menu of the HYSYS software. Then, the fluid package

Table 39.1 HYSYS model specifications for conventional and integrated processes

Conventional process Integrated process

Acetic acid feed

Flow rate (L/h) 0.75 0.75

Temperature (�C) 25 25

Pressure (atm) 1 1

Ethanol feed

Flow rate (L/h) 0.75 0.75

Temperature (�C) 25 25

Pressure (atm) 1 1

Reactor/reaction section

Reaction type Equilibrium Equilibrium

Keq source Fixed, 6.68 at 55 �C Gibbs free energy

Volume (L) 3

Level (%) 50

Distillation column

Type Packed Packed

Packing type Raschig ring Raschig ring

Number of stages 17 17

Feed stage 6 6

Reflux ratio 2 2

Distillate rate (L/h) 1.041 1.041

Condenser pressure (atm) 1 1

Reboiler pressure (atm) 1 1
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and the components involved in the process are selected using the “Simulation

Basis Manager” of the software before entering the “Simulation Environment”

where the flow sheets are constructed by picking the appropriate equipment from

the “Object Palette,” placing them on the simulation page and joining them together

appropriately with the aid of “Attach Mode” of the software. Afterwards, the

specifications shown in Table 39.1 are entered into the models and each model is

simulated separately by making the solver to be active. The fluid package that is

used in this chapter is General Non-Random Two-Liquid (General NRTL) and the

components involved are acetic acid, ethanol, ethyl acetate, and water.

Acetic
Acid

Ethanol
Mixer Qreactor

Feed

Reactor

E

ReactorTop

ReactorBottom

Distillation
Column

ColumnBottom

ColumnTop

Qcond

Qreb

Fig. 39.5 Conventional process flow sheet for the production of ethyl acetate

Acetic Acid

Ethanol

Reactive
Packed
Distillation
Column

ColumnBottom

ColumnTop

Qcond

Qreb

Fig. 39.6 Integrated (reactive distillation) process flow sheet for the production of ethyl acetate
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39.3.2 Experimental Procedures

The experimental pilot plant in which the experiments are carried out is a reactive

packed distillation column setup as shown in Fig. 39.7 (pictorial view) and Fig. 39.8

(sketch view) below, described also in the researches of Giwa and Karacan [20–22].

The plant has, excluding the condenser and the reboiler, a height of 1.5 m and a

diameter of 0.05 m. The plant consists of a cylindrical condenser of a diameter and

a height of 5 and 22.5 cm, respectively. The column section of the plant is divided

into three subsections of 0.5 m each. The upper, middle, and lower sections are the

rectification, reaction, and stripping sections, respectively. The rectification and the

stripping sections are packed with Raschig rings while the reaction section is filled

with Amberlyst 15 solid catalyst that has a surface area of 5,300 m2/kg, a total pore

volume of 0.4 cc/g, and a density of 610 kg/m3. The reboiler is spherical in shape

with a volume of 3 L.

In carrying out the experiment for the conventional process, the reboiler is used

as the reactor. The product obtained is thereafter distilled using the distillation

column part of the pilot plant. However, while carrying out the reactive distillation

process experiments, the reaction (that is, the middle) section of the column is used

Fig. 39.7 Pictorial view of reactive packed distillation column setup
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as the reactor. It is observed that reaction also occurs in the reboiler section of the

plant in the reactive distillation process experiments.

All the signal inputs and the measured outputs to and from the column are sent

and recorded, respectively, online with the aid of MATLAB/Simulink computer

program and electronic input–output (I/O) modules that are connected to the

equipment and the computer system. The esterification reaction (which is an

equilibrium reaction) involved in this process is given as in Eq. (39.3) below:

CH3COOH þ C2H5OH  !
Keq

CH3COOC2H5 þ H2O (39.3)

39.4 Results and Discussions

This chapter has been carried out to investigate how global warming can be reduced

with the aid of process integration by considering conventional and integrated

processes (systems) for the production of ethyl acetate. Actually, the important

aspect of the chapter has much to do with the thermal behaviors of the processes;

however, the qualities of the products obtained from the processes are also
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Fig. 39.8 Sketch view of reactive packed distillation column setup
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considered. The results of the qualities of the products obtained from the HYSYS

simulation of both conventional process and integrated one are as shown in

Table 39.2. As can be seen from the table, the mass fraction of ethyl acetate (desired

product) obtained from the integrated process is found to be higher than that of the

conventional process because the value obtained from the conventional process is

approximately 0.8227 while that of the integrated process is 0.9351.

The results of Table 39.2 above are pointing to higher economic advantage of the

integrated process because it is able to give higher product purity than that obtain-

able from the conventional one. After ascertaining the performance of the

integrated process over the conventional one in producing better product purity, it

is necessary to consider the thermal behaviors of the processes so as to know their

contributions (positive or negative) towards reducing global warming.

Figure 39.9 below shows the temperature profile of both conventional and

integrated processes for the production of ethyl acetate that is used as the case

study process of this chapter. As can be seen from the figure, although the

temperatures of the desired product (top product) for the conventional process

and the integrated one are found to be close to each other with the values of

71.24 and 71.62 �C, respectively, their profiles do not follow the same trend at

all. For the integrated process, the temperatures of the segments within the reaction

section are found to be very high when compared to those of the conventional one.

The reason for this high temperature value at the reaction section is due to the fact

that, at that section, for the integrated process, both reaction and separation occur

Table 39.2 Mass fraction of

the desired product obtained

from HYSYS simulation

Description Desired product mass fraction

Conventional process 0.8227

Integrated process 0.9351
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Fig. 39.9 Temperature profiles of the processes
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simultaneously unlike in the case of the conventional process where only separation

occurs in the column. The difference in the profiles of the two processes is noted

very well in the reboiler section of the column because the difference in the profiles

is very clear there.

Also estimated and shown as profile (Fig. 39.10) in this chapter is the amount of

heat required to raise a unit mass of the mixture involved in the process by one

degree of temperature for both the conventional and the integrated processes. This

quantity is referred to as the “specific heat capacity.” As can be seen from

Fig. 39.10, the specific heat capacity profile for the conventional process is found

to increase down the column (that is, from the condenser segment to the segment

before the reboiler segment) and a sharp decrease is observed at the reboiler

segment. The decrease in the specific heat capacity of the mixture in the reboiler

is due to the nature of the liquid accumulated (holdup) in the reboiler. Considering

the specific heat capacity of the mixture for the integrated process, it is noticed that

the profile does not follow any particular trend because a zigzag profile is observed.

This zigzag profile given by the integrated process is due to the complex nature of

the process. As can be seen from the figure, the specific heat capacity of the mixture

for the integrated process is found to be lower than that of the conventional process

in the condenser while that of the conventional process is lower in the reboiler.

It can be noticed from this system that the liquid mixture is flowing downward

while the vapor mixture is flowing upward and, as they are flowing, heat is being

transferred from one segment of the column to another. The quantity of the heat that

is carried by any mixture flowing to another segment is also being passed to the

liquid holdup present in that segment. That is to say, heat is being conducted from

one mixture to another within the column. This phenomenon necessitates the need

for bringing out the nature at which the mixtures are conducting heat from one

column segment to another in the form of a thermal conductivity profile for the

conventional and integrated processes, as shown in Fig. 39.11.
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Fig. 39.10 Specific heat capacity profiles of the processes
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As can be seen in Fig. 39.11, the thermal conductivity of the mixture for the

conventional process is observed to increase slightly from the condenser segment of

the column down the column towards the reboiler segment while that of the mixture

for the integrated process decreases and increases until it gets to the reboiler

section. As it is pointed out in the case of the zigzag nature of the specific heat

capacity profile of the integrated process, the increasing and decreasing nature of

the thermal conductivity profile that is observed for the integrated process is also as

a result of the complex nature of the reactive distillation process. The thermal

conductivities of the mixtures in the condenser section for the two (conventional

and integrated) processes are found to be very close to each other but they are found

to be very different in the reboiler.

According to what is noticed in Fig. 39.9 above, the temperature profiles are

observed not to be constant. As such, the properties of the process mixture that

are functions of temperature, such as the density of the mixture, are not expected to

be constant either. Therefore it is worthwhile saying that the density profiles of the

processes should also be investigated. Based on this, shown in Fig. 39.12 are the

density profiles of the conventional and the integrated processes. From the density

profiles shown in the figure, it is observed that the mixture densities for the

conventional and integrated processes are very close to each other in the reboiler.

However, they are found to be different from each other in the condenser.

In addition, the mixture densities in the condenser for the two processes are

found to be lower than those of the reboiler. This observation is found to conform

to what is being expected because light components are expected to be at the top of

the column while the heavy ones are expected to be present in the reboiler which is

the bottom section of the column. In other words, the low-density mixtures of the

process are obtained as the top products while the high-density ones are collected as

the bottom products.
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Apart from the profiles shown for the two processes, the heat involved, espe-

cially those of the condenser and the reboiler, are also investigated because they are

the ones actually involved in the reduction of global warming. The investigation of

how process integration can be used to reduce global warming is carried out not

only with HYSYS simulation but also experimentally using the conventional

reactor plus packed distillation column and the reactive packed distillation pilot

plant setup. The results obtained from the HYSYS simulation and the calculations

(Appendix A) of the experimental studies are as shown in Table 39.3.

From the results shown in Table 39.3, the experimental product temperature is

measured to be 71.32 and 71.70 �C for the conventional process and the integrated

one, respectively. These temperature values are found to compare well with the

HYSYS simulation results of 71.24 and 71.62 �C, respectively, for the conventional
and integrated processes, also shown in the table. The good conformities between

the simulated and the experimental temperatures are indications of the good

representations of the real system by the developed HYSYS models.

As it is mentioned before, apart from comparing the top segment temperatures of

the processes, the energy involved (the heat released from the reactor and the
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Table 39.3 Product temperature and heat involved in the processes

HYSYS simulation Experimental study

Description Conventional Integrated Conventional Integrated

Ttop (
�C) 71.24 71.62 71.32 71.70

Qrxn (kJ/h) 134.74 375.21 129.27 402.04

Qcond (kJ/h) 1562.17 1386.63 1593.70 1402.90

Qreb (kJ/h) 1638.29 1245.70 1764.00 1260.00

Qreleased (kJ/h) 1696.91 1386.63 1722.97 1402.90
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reaction section of the column, the heat released from the condenser, the heat

supplied to the reboiler, and consequently the total heat released to the surround-

ings) in the processes are also investigated and compared to those of the HYSYS

simulation, as can be seen in Table 39.3.

It is also said earlier that the conventional process comprises a reactor from

which heat is released to the surroundings. The heat released from the reactor to the

surroundings is estimated from the HYSYS simulation to be 134.74 kJ/h while that

of the experimental study is estimated to be 129.27 kJ/h. Apart from the heat

released from the reactor, heat is also rejected from the condenser and it is estimated

to be 1562.17 kJ/h for the HYSYS simulation and 1593.70 kJ/h for the experimental

study. Based on the amount of heat released from the reactor and the condenser, the

total amounts of heat released to the surrounding from the conventional process are

found to be 1696.91 and 1722.97 kJ/h for the HYSYS simulation and experimental

study, respectively.

Actually, heat is also released from the reaction section of the reactive distilla-

tion column but the heat released from there is not passed to the surroundings like

that of the conventional process; it is rather used for the separation operation of the

process mixture components. The heat released from the integrated process and

passed to the environment is just the one coming from the condenser section of the

system. Therefore, from the HYSYS simulation carried out for the integrated

process, the heat released to the surrounding from the condenser is estimated to

be 1386.63 kJ/h. This heat value is found to be lower than the amount of heat

released from the condenser in the case of the conventional process and, conse-

quently, the total amount of heat released from the integrated process to the

surrounding is estimated to be less than that of the conventional process. This is

one of the very good benefits of the integrated process in contributing to the

reduction of global warming. This benefit is also investigated further using an

experimental study where the heat released from the condenser is estimated to be

1402.90 kJ/h and also found to be lower than that of the conventional process. This

means that the integrated process is found to be more environmentally friendly, and,

hence, advantageous in reducing global warming because less amount of heat is

released from it to the surroundings; the less the heat released to the surrounding

from a particular process, the more environmentally friendly the process and the

better the process is in reducing global warming.

In addition, it is discovered from this study, as shown in the results presented in

Table 39.3, that the amounts of heat supplied to the reboiler when the conventional

process is used are higher than those of the integrated process for both the HYSYS

simulation and the experimental study. In the case of HYSYS simulation, the

amounts of heat supplied to the reboiler are 1638.29 and 1245.70 kJ/h, respectively,

for the conventional and the integrated processes. From the experimental studies,

1764.00 kJ/h of heat is supplied to the reboiler when the conventional process is

implemented while 1260.00 kJ/h of heat is supplied when the integrated process is

carried out. It can be noticed at this point that the integrated system requires less

heat for its reboiler and this is one of the reasons why less heat is also released from

its condenser to the surroundings. This is in accordance with the fact that reducing
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external heating utility of a process is usually accompanied by an equivalent

reduction in the cooling utility demand of that process. As can be observed, apart

from the contribution towards reducing global warming, engaging in process

integration has also resulted in energy saving of the process.

39.5 Conclusions

The results obtained from the investigations carried out in this chapter confirm that

process integration can be used to reduce global warming because, using the

integrated process, the heat released to the surroundings from the production of

ethyl acetate that is used as the case study process of this chapter is found to be less

than the one released when conventional process is used. This fact is proved both

theoretically using HYSYS simulation and experimentally using the reactive

packed distillation pilot plant setup. Therefore, integrated process should always

be employed in all the processes in which it is possible so as to reduce the negative

effects of global warming on our environments.
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Appendix A

Calculation of Average Molecular Weight

The average molecular weight of the components is calculated using Eq. (39.A1)

shown below:

mwav ¼
Xm

i¼1
ximwið Þ (39.A1)

Calculation of Average Density

The average density of the components is calculated with the expression shown in

Eq. (39.A2) below:
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ρav ¼
Xm

i¼1

ximwiρi
mwav

� �
(39.A2)

Calculation of Molar Flow Rate

The molar flow rate of the mixture is calculated using Eq. (39.A3) shown below:

M0 ¼ Vρav
mwav

(39.A3)

Calculation of Heat Transfer Rate

The heat capacity contained in the heat transfer rate equation (Eq. 39.A5) is

estimated with the expression given in Eq. (39.A4) while the heat flow rate itself

is obtained using Eq. (39.A5):

Cp ¼ aþ bT þ cT2 þ dT3 þ eT4 (39.A4)

Q ¼ M0
ðTfinal

Tinitial

CpdT (39.A5)

The coefficients used for calculating the specific heat capacities are as shown in

Table 39.A1 below.

Table 39.A1 Specific heat capacity coefficients of the components [23]

Component

Coefficients

a b c d e

Acetic acid 1.40E + 05 �3.21E + 02 8.9850E � 01 0.00E + 00 0.00E + 00

Ethanol 1.03E + 05 �1.40E + 02 �3.03E � 02 2.04E � 03 0.00E + 00

Ethyl acetate 2.26E + 05 �6.25E + 02 1.47E + 00 0.00E + 00 0.00E + 00

Water 2.76E + 05 �2.09E + 03 8.13E + 00 �1.41E�02 9.37E � 06
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Chapter 40

Environmental Impact Assessments

of Integrated Multigeneration Energy

Systems

Pouria Ahmadi, Ibrahim Dincer, and Marc A. Rosen

Abstract Multigeneration refers to an energy process which produces several

useful outputs from one or more kinds of primary energy inputs. The main aims,

when using multigeneration, are to increase efficiency and sustainability while

reducing environmental impact and cost. In this chapter, thermodynamic modeling

is performed of a multigeneration system consisting of a micro gas turbine, a

double-pressure heat recovery steam generator, an absorption chiller, a domestic

water heater that produces hot water at 60 �C, and a proton exchange membrane

electrolyzer. In order to determine the irreversibilities in each component and the

system performance, an exergy analysis is conducted. In addition, an environmental

impact assessment of the multigeneration system is performed, and the potential

reductions in CO2 and CO emissions when the system shifts from power generation

to multigeneration are investigated. To understand system performance more com-

prehensively, a parametric study is performed to study the effects of several

important design parameters on the system energy and exergy efficiencies.

Keywords Energy • Efficiency • Exergy • Greenhouse gas emission

• Multigeneration

Nomenclature

ex Specific exergy, kJ/kg
_ExD Exergy destruction rate, kW

h Specific enthalpy, kJ/kg

LHV Lower heating value (kJ/kg)
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_m Mass flow rate, kg/s
_Q Heat transfer rate, kW

s Specific entropy, kJ/kg K

T Temperature (�C)
TPZ Adiabatic flame temperature (�C)
_W Work rate (kW)

Greek Letters

ε Normalized CO2 emission

ζ H/C atomic ratio

η Energy efficiency

ηGT Gas turbine isentropic efficiency

θ Dimensionless temperature

π Dimensionless pressure

Φ Molar ratio

Ψ Exergy efficiency

Subscripts

ABS Absorber

AC Air compressor

CC Combustion chamber

ch Chemical

CHP Combined heat and power

Comb Combustion chamber

Cond Condenser

D Destruction

DHW Domestic water heater

EVP Evaporator

EXV Expansion valve

f Fuel

Gen Generator

GT Gas turbine

HEX Heat exchanger

Multi Multigeneration

Mix Mixture

ORC Organic Rankine cycle

P Pump

Ph Physical

PRH Preheater

ref Reference

ST Steam turbine
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Acronyms

COP Coefficient of performance

HRSG Heat recovery steam generator

HRVG Heat recovery vapor generator

PEM Proton exchange membrane

40.1 Introduction

Global warming, which is one facet of global climate change, refers to an increase

in the average temperature of the atmosphere and oceans, which appears to have

occurred in recent decades and is projected to continue. The drivers of climate

change are generally agreed to be changes in the atmospheric concentrations of

greenhouse gases (GHGs) and aerosols. According to the Intergovernmental Panel

on Climate Change (IPCC), most of the increase in global average temperatures

since the mid-twentieth century is linked to the observed increase in the anthropo-

genic GHG concentrations. A GHG is a gas in an atmosphere that absorbs and emits

radiation within the thermal infrared range [1]. This process is the fundamental

cause of the greenhouse effect. The primary GHGs in the Earth’s atmosphere are

water vapor, carbon dioxide, methane, nitrous oxide, and ozone. The greenhouse

effect is a process by which thermal radiation from a planetary surface is absorbed

by atmospheric GHGs, and is re-radiated in all directions. Since part of this

re-radiation is back towards the surface and the lower atmosphere, it results in an

elevation of the average surface temperature above what it would be in the absence

of the gases [1]. Global warming is agreed by many to be a direct effect of GHG

emissions which have increased notably over the last century.

Human activity since the industrial revolution has increased the amount of

GHGs in the atmosphere, leading to increased radioactive forcing from CO2,

methane, tropospheric ozone, chlorofluorocarbons (CFCs) and nitrous oxide. The

effect of GHGs on global warming is assessed using an index called global warming

potential (GWP), which is a measure of how much a given mass of GHG

contributes to global warming relative to a reference gas (usually CO2) for which

the GWP is set to 1. For a 100-year time horizon, GWPs of CO2, CH4, and N2O are

reported to be 1, 25, and 298, respectively [2]. Using this index, one can calculate

the equivalent CO2 emission by multiplying the emission of a GHG by its GWP.

Some main causes of global warming are listed as follows [2]:

• Carbon dioxide emissions from fossil fuel burning power plants.

• Carbon dioxide emissions from burning gasoline for transportation.

• Methane emissions from animals, agriculture such as rice paddies, and Arctic

seabeds.

• Deforestation, especially tropical forests for wood, pulp and farmland.

• Use of chemical fertilizers on croplands.
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CO2 is widely believed to be a significant cause of global warming. Research

shows that concentrations of CO2 and methane have increased by 36 and 148 %,

respectively, since 1750 [2]. Fossil fuel combustion is responsible for about three-

quarters of the increase in CO2 from human activity over the past 20 years. The rest

of this increase is caused mostly by changes in land use, particularly deforestation.

The main source of CO2 emissions is fossil fuel-based electricity generation units,

which account for about 32 % of the total CO2 emissions. The next largest source of

CO2 emissions is heating and cooling purposes, which account for about 33 % of

the total CO2 emissions, followed by emissions from cars and trucks, which account

for 23 % of the total global CO2 emissions, and other major transportation, which

accounts for 12 % of CO2 emissions [3]. Hence, about 65 % of the total CO2

emissions are attributable to electricity generation and heating and cooling, both of

which are directly associated with energy needs of human beings.

Energy drives processes and is essential to life. Energy exists in several forms,

e.g., light, heat, and electricity. Concerns exist regarding limitations on easily

accessible supplies of energy resources and the contribution of energy processes

to global warming as well as such other environmental concerns as air pollution,

acid precipitation, ozone depletion, forest destruction, and radioactive emissions

[4]. There are various alternative energy options to fossil fuels, including solar,

geothermal, hydropower, wind, and nuclear energy. The use of many of the

available natural energy resources is limited due to their reliability, quality, and

energy density. Nuclear energy has the potential to contribute a significant share of

large-scale energy supply without contributing to climate change. Advanced

technologies to mitigate global warming are being proposed and tested in many

countries. Among these technologies, multigeneration processes, including

trigeneration, can make important contributions due to their potential for high

efficiencies as well as low operating costs and pollution emissions per energy

output. Issues like fossil fuel depletion and climate change amplify the advantages

and significance of efficient multigeneration energy systems.

Cogeneration, or combined heat and power (CHP), represents a relatively

simple, integrated multigeneration energy system involving the use of waste or

other heat from electricity generation to produce heating. The overall energy

efficiency of a cogeneration system, defined as the part of the fuel converted to

both electricity and useful thermal energy, typically is 40–50 % [5]. Recently,

researchers have extended CHP to trigeneration, a system for the simultaneous

production of heating, cooling, and electricity from a common energy source.

Trigeneration often utilizes the waste heat of a power plant to improve overall

thermal performance [6], and is suitable for some energy markets.

Numerous energy and exergy analyses have been reported for both CHP and

trigeneration. Athanasovici et al. [7] proposed a unified comparison method for the

thermodynamic efficiency of CHP plants, and used the method to compare various

separate and combined energy production processes. Havelsky [8] analyzed the

problem of energy efficiency evaluation of trigeneration systems, and developed

expressions for energy efficiency and primary energy savings. Sahoo [9] performed

an exergoeconomic analysis and optimization of a cogeneration system using
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evolutionary programming. Khaliqh et al. [10] carried out an exergy analysis of a

combined electrical power and refrigeration cycle, as well as a parametric study of

the effects of exhaust gas inlet temperature, pinch-point and gas composition on

energy and exergy efficiencies, electricity-to-cold ratio, and exergy destruction for

the cogeneration system and its components. Through an energy analysis of a

trigeneration plant based on a solid oxide fuel cell and an organic Rankine cycle,

Al-Sulaiman et al. [6] demonstrated an efficiency gain of more than 22 % using

trigeneration relative to only generating power. They also showed a maximum

efficiency of 74 % for trigeneration, 71 % for heating cogeneration, 57 % for

cooling cogeneration, and 46 % for electricity generation, and concluded that

exergy analysis is a significant tool for assessing and improving both CHP and

trigeneration cycles.

Energy analysis, which is based on the first law of thermodynamics, does not

provide a clear picture of thermodynamic efficiencies and losses. Exergy analysis

overcomes these deficiencies and can help identify pathways to sustainable devel-

opment. Exergy is a useful tool for determining the location, type, and true

magnitude of exergy losses, which appear in the form of either exergy destruction

or waste exergy emission [11]. Therefore, exergy can assist in developing strategies

and guidelines for making the use of energy resources and technologies more

effective. Furthermore, exergoeconomics, which combines exergy analysis with

economic principles, can facilitate improved designs, partly by incorporating the

associated costs of thermodynamic inefficiencies in the total product cost of an

energy system [12, 13], as can exergoenvironmental analysis [5], which combines

exergy and environmental analyses.

Recently, combinations of exergy, economic, and environmental assessment

have received increasing attention around the world, motivated in part by global

warming challenges. Ahmadi et al. [14] carried out an exergoenvironmental analy-

sis of a trigeneration system based on a micro gas turbine and an organic Rankine

cycle (ORC), and performed a parametric study involving the main design

parameters of the trigeneration system. Al-Sulaiman et al. [15] conducted energy

and exergy analyses of a biomass trigeneration system using an ORC. They also

performed energy and exergy analyses of a novel trigeneration system using

parabolic trough solar collectors for combined cooling, heating, and electricity

generation [16]. Recently researchers have gone beyond trigeneration to produce

more products like hot water, hydrogen, and potable water using a single resource.

The focus here is on multigeneration energy systems that can produce more than

three products. Often the efficiencies for multigeneration energy systems are higher

than those for trigeneration or CHP.

Research on multigeneration has increased recently. Ahmadi et al. [17] carried

out an exergy-based optimization of a multigeneration system consisting of a gas

turbine as a prime mover to produce electricity, heating, cooling, and domestic hot

water, and applied a multi-objective evolutionary-based optimization to find the

best design parameters considering exergy efficiency and total cost of the system as

two objective functions. Ratlamwala et al. [18] analyzed the performance of an

integrated geothermal based system for multigeneration, consisting of a geothermal
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based double-flash power-generating unit, an ammonia–water quadruple effect

absorption unit, and an electrolyzer system for cooling, heating, power, hot water,

and hydrogen production. The authors note that increasing the geothermal source

temperature, pressure, and mass flow rate increases the output power and hydrogen

production rate. Also, Ratlamwala et al. [19] thermodynamically analyzed an

integrated geothermal based quadruple effect absorption system for multi-

generation. Dincer and Zamfirescu [20] performed energy and exergy analyses

of renewable energy-based multigeneration, considering several options for

producing such products as electricity, heat, hot water, cooling, hydrogen, and

freshwater.

In this chapter, we describe integrated multigeneration. We then propose a

system with a single useful output and then extend it to multigeneration. Energy,

exergy, and environmental impact assessments are conducted in order to better

understand the topic. In addition, environmental impacts of various systems are

compared and the benefits of multigeneration investigated.

40.2 Multigeneration Energy Systems

The benefits of integrating energy system became pronounced with the application

of cogeneration for heat and electricity. In this simple energy system, waste or other

heat is used to produce either cooling or heating. In general, cogeneration is the

production of heat and electricity in one process, often considerable reductions in

input energy compared to separate processes. Cogeneration is often associated with

the combustion of fossil fuels, but can also be carried out using some renewable

energy sources, nuclear energy, and waste thermal energy (obtained directly or by

burning waste materials). The trend recently has been to use cleaner fuels for

cogeneration such as natural gas. The strong long-term prospects for cogeneration

in global energy markets are related to its ability to provide significant operational,

environmental, and financial benefits. The product thermal energy from cogenera-

tion can be used for domestic hot water heating, space heating, pool heating,

heating for laundry processes, and absorption cooling. The more the product heat

from cogeneration can be used year round in existing systems, the more financially

attractive it is. Cogeneration helps overcome a drawback of many conventional

electrical and thermal systems: the significant heat losses which detract greatly

from efficiency [6]. Heat losses are reduced and efficiency is increased when

cogeneration is used to supply heat to various applications and facilities.

The overall energy efficiency of a cogeneration system is the percent of the fuel

converted to both electricity and useful thermal energy. Typical cogeneration

systems have overall efficiencies of 45–60 %. Recently, researchers have extended

CHP to have more output purposes. In this regard, trigeneration energy systems

have become more suitable for energy markets. Trigeneration is the simultaneous

production of heating, cooling, and electricity from a common energy source.

Trigeneration utilizes waste or other heat of a power plant to improve overall
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thermal performance, often utilizing the free energy available via waste energy. In a

trigeneration system, waste heat from the plant’s prime mover (e.g., gas turbine or

diesel engine or Rankine cycle [13]), sometimes with temperature enhancement,

drives heating and cooling devices. The heat can be used for space heating and

domestic hot water production or to produce steam for process heating. The heat

can also be used for cooling, by driving an absorption chiller. Much research on

trigeneration has been conducted in the last few years, likely due to its benefits

and plans for applications. Trigeneration can be applied widely, e.g., in the chemi-

cal and food industries, airports, shopping centers, hotels, hospitals, and houses.

Figure 40.1 illustrates a trigeneration energy system, consisting of the following

four major parts:

• A power generation unit, i.e., a prime mover, such as a gas turbine

• A cooling unit, such as a single-effect absorption chiller

• A heating unit, such as a boiler or a heat recovery steam generator (HRSG)

The following processes occur in a trigeneration plant:

• Mechanical power is produced via a mechanical power generator unit, such as a

gas turbine.

• The mechanical power is used to drive an electrical generator.

• Waste heat exits the mechanical generator unit directly or via heated materials

like exhaust gases.

It can be seen from Fig. 40.1 that with a single prime mover we can produce

heating, cooling, and electricity simultaneously. Recently researchers have

extended trigeneration to produce more products like hot water, hydrogen, and

potable water using a single prime mover. The efficiency for multigeneration

energy systems often is higher than that for either trigeneration or CHP because

of the additional products (hydrogen, potable and hot water, etc.). Figures 40.2

and 40.3 illustrate two multigeneration energy systems. The system in Fig. 40.2

Power
Generation

Unit

Electrical
Generator

Heating
Unit

Cooling Unit

Heating

Cooling

Electricity

Fig. 40.1 A typical trigeneration energy system
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produces electricity, cooling, heating, hot water, and hydrogen. To produce hydro-

gen, an electrolyzer is used which is driven by a part of electricity generated via a

solar concentrating collector. Hot water enters the electrolyzer and is reacted

electrochemically to hydrogen and oxygen. The heating system is composed of

two parts, one for hot water production and another for space heating. Heat rejected

from the storage system enters the absorption cooling system to produce cooling

and air conditioning. If we extend this multigeneration system to produce potable

water, a desalination system must be used and such a multigeneration energy

system is shown in Fig. 40.3. In this case, part of the heat produced by the solar

concentrator is used to run a desalination system, while part of electricity generated

by the power unit drives the pumps. Other parts of the system are same as in

Fig. 40.2. These two figures are representative of typical multigeneration energy

systems that use only solar energy as energy input. Other configurations that

combine renewable and conventional energy sources are also possible, and are

discussed subsequently.

Heat Engine

Thermal
storage
system

Absorption
cooling
system

Electrolyzer

water

Hot water

Space
Heating

Cooling

Air
Conditioning

Power
output

Sun

Solar
Concentarator

Heat input

Heat
Transfer

Heat
Transfer

H2+O2

Fig. 40.2 A multigeneration energy system for producing electricity, cooling, heating, hot water,

and hydrogen [21]
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40.2.1 Benefits of Multigeneration Energy Systems

There are many benefits of multigeneration energy systems, including higher plant

efficiency, reduced thermal losses andwastes, reduced operating costs, reducedGHG

emissions, better use of resources, shorter transmission lines, fewer distribution units,

multiple generation options, increased reliability, and less grid failure [21]. These

benefits are discussed below. Multigeneration improves the overall efficiency of the

plant and reduces operating costs. The overall efficiency of conventional power

plants that use fossil fuel with a single prime mover is usually less than 40 %.

That is, more than 60 % of the heating value of the fuel entering a conventional

power plant is lost. On the other hand, the overall efficiency of a conventional power

plant that produces electricity and heat separately is around 60 % [17].

However, with the utilization of the waste heat from the prime mover, the

efficiency of multigeneration plants could reach 80 % [9, 10]. In a multigeneration

plant, the waste heat from electricity generation is used to operate the cooling and

heating systems without the need for extra fuel, unlike a conventional power plant

that requires extra energy resources. Thus, a multigeneration plant uses less energy

Heat Input

Thermal
storage
system

Absorption
cooling
system

Electrolyzer H2+O2

water

Hot water

Space
Heating

Cooling

Air
Conditioning

Power
output

Sun
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Concentarator

Sea water

Desalination
Unit

Fresh Water

Salt

Heat Engine

Heat
Transfer

Heat
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Fig. 40.3 A multigeneration energy system for producing electricity, cooling, heating, hot water,

hydrogen, and freshwater [21]
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to produce the same output as a conventional plant, and has correspondingly lower

operating costs.

Multigeneration also reduces GHG emissions. Since a multigeneration energy

system uses less fuel to produce the same output compared with a conventional

power plant, a multigeneration plant emits less GHGs. Although the GHG

emissions from multigeneration plants are less than conventional plants, there are

some limitations to using multigeneration plants in a distributed manner because of

their on-site gas emissions.

Another important benefit of using multigeneration energy systems is that they

reduce costs and energy losses due to the fact that they need fewer electricity

transmission lines and distribution units. The conventional production of electricity

is usually from a centralized plant that is generally located far from the end user.

The losses from transmission and distribution of electricity from a centralized

system to the user can be about 9 % [17].

These benefits have encouraged researchers and designers to develop

multigeneration energy systems. The improvement in efficiency is often the most

significant factor in implementing a multigeneration energy system. Further

assessments before selecting multigeneration plants, such as evaluations of initial

capital and operating costs, are needed to ensure efficient and economic

multigeneration plants [17].

40.3 System Description

Figure 40.4 illustrates an integrated multigeneration system containing a compres-

sor, a combustion chamber (CC), a gas turbine, a double-pressure HRSG, a single-

effect absorption chiller, a heat recovery vapor generator (HRVG) which is driven

by heat from flue gases from the HRSG, an ORC ejector refrigeration system, and a

PEM electrolyzer for hydrogen production. Air at ambient conditions enters the air

compressor at point 1 and exits after compression (point 2). Then the hot air enters

the combustion chamber. Fuel is injected into the combustion chamber and hot

combustion gases exit (point 3) and pass through a gas turbine to produce shaft

power. The hot gas expands in the gas turbine to point 4. Hot flue gases enter the

double-pressure HRSG to provide high- and low-pressure vapor at points 5 and 14.

High-pressure vapor enters the steam turbine to generate shaft power while the

low-pressure steam enters the generator of the absorption system to provide the

cooling load of the system. The low-pressure line leaving the generator has ade-

quate energy for use in a domestic water heater that provides hot water at 50 �C.
Furthermore, flue gases leaving the HRSG at point C enter a HRVG to provide

electricity and cooling. Since the flue gases have a low temperature, around 160 �C,
an ORC cycle is used, consisting of an ORC turbine to generate electricity and a

steam ejector to provide the system cooling load. These flue gases enter the HRVG

at point d to produce saturated vapor at point 29, which leaves the HRVG at point

28. Saturated vapor at point 29 enters the ORC turbine and work is produced.
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The extraction turbine and ejector play important roles in this combined cycle. The

high-pressure and -temperature vapor is expanded through the turbine to generate

power, and the extracted vapor from the turbine enters the supersonic nozzle of the

ejector as the primary vapor. The stream exiting the ejector (point 33) mixes with

turbine exhaust (point 31), is cooled in the preheater, and enters the condenser where it

becomes a liquid by rejecting heat to the surroundings. Some of the working fluid

leaving the condenser enters the evaporator after passing through the throttle valve

(point 39), and the remainder flows back to the pump (point 37). The ORC pump

increases the pressure (point 40), and high-pressure working fluid is heated in the

preheater (point 41) before entering theHRVG.The low-pressure and low-temperature

working fluid after the valve (point 39) enters the evaporator, providing a cooling

effect for space cooling. Some of the electricity is considered for residential

applications while some directly drives a PEM electrolyzer to produce hydrogen.

In this analysis, waste heat is used as a heat source to simulate the multigeneration

system and R123 is selected as the working fluid because it is a nontoxic, nonflam-

mable, and non-corrosive refrigerant with suitable thermophysical characteristics.

40.4 Modeling and Energy Analysis

For thermodynamic modeling, the multigeneration system considered here

(Fig. 40.4) is divided into five main parts: gas turbine (Brayton) cycle, Rankine

cycle with double-pressure HRSG, a single-effect absorption chiller, ORC, domes-

tic water heater, and PEM electrolyzer. The fuel injected to the combustion
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chamber is natural gas. We determine the temperature profile in the plant, input and

output enthalpy and exergy flow rates, exergy destructions rates, and energy and

exergy efficiencies. In order to model the system, energy balances are considered

for each system component. The dead state is taken to be P0 ¼ 1.01 bar and

T0 ¼ 293.15 K. Details on the modeling of the steady state and steady flow process

occurring in the system are provided elsewhere [12–15].

40.4.1 Assumptions

Several simplifying assumptions are made here to render the analysis more tracta-

ble while retaining adequate accuracy and allowing the principal points of the

chapter to be illustrated:

• All processes occur at steady state.

• Air and combustion products are ideal-gas mixtures.

• Heat loss from the combustion chamber is 2 % of the fuel lower heating value,

and all other components are adiabatic.

• Both HP and LP pinch temperatures are constant at 10 �C.
• The flow across the throttle valve is isenthalpic.

• The ORC condenser outlet is a saturated liquid, and its temperature is approxi-

mately 5 �C higher than the reference environment temperature.

• The ORC working fluid at the evaporator outlet is a saturated vapor.

• Pressure drops in ORC cycle are negligible.

• Heat losses from piping and other auxiliary components are negligible.

40.4.2 Energy Efficiency

The energy, or first law, efficiency is defined as the ratio of useful energy produced by

the system (cold, heat, electricity) to the input energy of the fuel supplied to the system.

In this study, we consider three energy efficiencies for the system: the gas turbine

cycle, the CHP portion of the system, and the overall multigeneration system, i.e.,

ηPower ¼
_Wnet,GT

_mf LHVf
(40.1)

ηCHP ¼
_Wnet,GT þ _Qheating

_mfLHVf
(40.2)

ηmulti

¼
_Wnet,GTþ _Wnet,STþ _Wnet,ORCþ _Qheatingþ _Qcooling,chillerþ _Qcooling,ORCþ _mH2

LHVH2
þ _m18h18

_mf LHVf

(40.3)
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where LHVf denotes the lower heating value of the fuel (natural gas) and is

assigned a value LHVf ¼ 50,000 kJ/kg, _mf is the mass flow rate of the fuel entering

the combustion chamber, and _Wnet,GT ,
_Wnet,ST , and

_Wnet,ORC denote the net power

outputs of the gas turbine cycle, the steam cycle, and the ORC cycle. Also, _Qheating

_Qcooling,chiller and
_Qcooling,ORC denote the heating load of the multigeneration system,

the absorption cooling load and ORC cooling load, while the last two terms in the

numerator denote the energy values of the hydrogen and hot water products. It can

be seen from these expressions that the energy efficiency of the multigeneration

system must exceed that of the gas turbine (GT) cycle. Note that the

multigeneration energy efficiency is often problematic, as the cooling terms in the

numerator can cause the energy efficiency to exceed 100 %; this explains in part

why exergy efficiencies are more advantageous.

40.5 Exergy Analysis

Exergy analysis can help develop strategies and guidelines for more effective use of

energy, and has been applied to various thermal processes, especially power

generation, CHP, trigeneration, and multigeneration. The exergy of a substance is

often divided into four components. Two common ones are the physical and

chemical exergy. The two others, kinetic and potential exergy, are assumed to

be negligible here, as the elevation changes are small and speeds are relatively low

[5, 6, 9, 12]. Physical exergy is defined as the maximum useful work obtainable as a

system interacts with an equilibrium state [11]. Chemical exergy is associated with

the departure of the chemical composition of a system from its chemical equilib-

rium. The chemical exergy is important in processes involving combustion and

other chemical changes [11]. Applying the first and the second laws of thermody-

namics, the following exergy balance is obtained:

_ExQ þ
X

i
_miexi ¼

X
e
_meexe þ _ExW þ _ExD (40.4)

Note in Eq. (40.4) that subscripts i and e denote the control volume inlet and

outlet flow, respectively, _ExD is the exergy destruction, and other terms are as

follows:

_ExQ ¼ 1� T0

Ti

� �
_Qi (40.5)

_Exw ¼ _W (40.6)

ex ¼ exph þ exch (40.7)
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Here, _ExQ and _ExW are, respectively, the exergy of heat transfer and work which

cross the boundaries of the control volume, T is the absolute temperature, and the

subscript 0 refers to the reference environment conditions. The term exph is defined
as follows:

exph ¼ h� h0ð Þ � T0 s� s0ð Þ (40.8)

The mixture chemical exergy is defined as follows [11]:

exchmix ¼
Xn

i¼1
xiex

ch
i þ RT0

Xn

i¼1
xilnxi

h i
(40.9)

In this exergy analysis, the exergy of each flow is calculated at all states and the

changes in exergy are determined for each major component. The cause of exergy

destruction (or irreversibility) in the combustion chamber is mainly combustion or

chemical reaction and thermal losses in the flow path [13]. However, the exergy

destruction in the system heat exchangers (i.e., condenser and HRSG) is due to the

large temperature differences between the hot and cold fluids. The exergy

destructions for all components in the multigeneration system are shown in

Table 40.1.

40.5.1 Exergy Efficiency

The exergy efficiency, defined as the product exergy output divided by the exergy

input, for the gas turbine, CHP, and overall multigeneration systems can be

expressed as follows:

Ψpower ¼
_Wnet,GT
_Exf

(40.10)

ΨCHP ¼
_Wnet,GT þ _Exheating

_Exf
(40.11)

Ψmulti

¼
_Wnet,GTþ _Wnet,STþ _Wnet,ORCþ _Exheatingþ _Excooling,chillerþ _Excooling,ORCþ _ExH2

þ _Ex18
_Exf

(40.12)

Here,

_Exheating ¼ _Qcond 1� T0

Tcond

� �
(40.13)
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_ExCooling ¼ _Qcooling

T0 � TEVP

TEVP

� �
(40.14)

_ExH2
¼ _mH2

exH2
(40.15)

_Ex18 ¼ h18 � h0ð Þ � T0 s18 � s0ð Þ (40.16)

40.6 Environmental Impact Assessment

An important measure for reducing environmental impact, including emissions of

carbon dioxide, a primary GHG, is increasing the efficiency and thereby decreasing

fuel use. Although numerous exergy and exergoeconomic analyses have been

reported for CHP and trigeneration, many do not address environmental impact.

Addressing this deficiency is one objective of this chapter, in which emissions of

Table 40.1 Expressions for exergy destruction rates for components of the system

Component Exergy destruction rate expression

Air compressor _ExD;AC ¼ _Ex1 � _Ex2 � _WAC

Combustion chamber (CC) _ExD;CC ¼ _Ex2 þ _Exf � _Ex3
Gas turbine (GT) _ExD;GT ¼ _Ex3 � _Ex4 � _WGT

HRSG _ExD;HRSG ¼ _Ex4 þ _Ex8 � _Ex5 � _Exc
Steam turbine (ST) _ExD;ST ¼ _Ex5 � _Ex6 � _WST

Steam condenser _ExD;Cond ¼ _Ex6 þ _Ex49 � _Ex7 � _Ex50
Pump _ExD;P ¼ _Ex7 � _Ex8 þ _WP

Heat recovery vapor generator _ExD;HRVG ¼ _Exc þ _Ex41 � _Ex28 � _Ex29
ORC turbine _ExD;ORC T ¼ _Ex29 � _WORC � _Ex30 � _Ex31
Ejector _ExD;Ejector ¼ _Ex30 þ _Ex32 � _Ex33
Preheater _ExD;PRH ¼ _Ex34 þ _Ex40 � _Ex35 � _Ex41
ORC pump _ExD;ORC Pump ¼ _Ex37 þ _WORC � _Ex40
ORC condenser _ExD;Cond ¼ _Ex35 � _Ex36 � _ExQ;Cond
ORC evaporator _ExD;EVP ¼ _Ex39 þ _Ex40 � _Ex32 � _Ex41
ORC expansion valve _ExD;EXV ¼ _Ex38 � _Ex39
Domestic water heater _ExD;DWH ¼ _Ex15 þ _Ex17 � _Ex16 � _Ex18
PEM electrolyzer _ExD;PEM ¼ _Ex44 þ _WPEM � _Ex46 � _Ex47 þ _ExQ
Absorption condenser _ExD;Cond ¼ _Ex19 � _Ex20 � _ExQ
Absorption expansion valve _ExD;EXV ¼ _Ex20 � _Ex21
Absorption evaporator _ExD;EVP ¼ _Ex21 � _Ex22 þ _ExQ
Absorber _ExD;Abs ¼ _Ex22 þ _Ex23 � _Ex25 � _ExQ
Absorption pump _ExD;P ¼ _Ex25 þ _WP � _Ex26
Absorption heat exchanger _ExD;HEX ¼ _Ex26 þ _Ex140 � _Ex24 � _Ex27
Absorption generator _ExD;Gen ¼ _Ex14 þ _Ex27 � _Ex15 � _Ex140 � _Ex19
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CO, CO2, and NOx are considered. The amount of CO and NOx produced in the

combustion chamber due to the combustion reaction depends on various combus-

tion characteristics including the adiabatic flame temperature [12, 13]. The adia-

batic flame temperature in the primary zone of the combustion chamber can be

expressed as follows:

Tpz ¼ Aσαexp β σ þ λð Þ2
� �

πx
�
θy

�
ξz

�
(40.17)

Here, π denotes the dimensionless pressure (P/Pref), θ the dimensionless tem-

perature (T/Tref), and ξ the H/C atomic ratio. Also, σ ¼ ϕ for ϕ � 1, where ϕ is the

mass or the molar ratio and σ ¼ ϕ � 0.7 for ϕ � 1. Further, x, y, and z are

quadratic functions of σ based on the following equations:

x� ¼ a1 þ b1σ þ c1σ
2 (40.18)

y� ¼ a2 þ b2σ þ c2σ
2 (40.19)

z� ¼ a3 þ b3σ þ c3σ
2 (40.20)

The values for the parameters in Eqs. (40.17–40.20) are listed in Table 40.2.

The amount of CO and NOx produced in a combustion chamber depends on various

combustion characteristics including the adiabatic flame temperature [12]. Here,

the emissions for these species (in grams per kilogram of fuel) are determined as

follows [14]:

mNOx
¼

0:15� 1016τ0:5exp �71100
TPZ

� �

P0:05
3

ΔP3

P3

� �0:5
(40.21)

Table 40.2 Values for parameters in Eqs. (40.17–40.20)

Constants

0.3 � φ � 1.0 1.0 � φ � 1.6

0.92 � θ � 2 2 � θ � 3.2 0.92 � θ � 2 2 � θ � 3.2

A 2361.764 2315.75 916.826 1246.177

α 0.115 �0.049 0.288 0.381

β �0.948 �1.114 0.145 0.347

λ �1.097 �1.180 �3.277 �2.036

a1 0.014 0.010 0.031 0.036

b1 �0.055 �0.045 �0.078 �0.085

c1 0.052 0.048 0.049 0.051

a2 0.395 0.568 0.025 0.009

b2 �0.441 �0.550 0.260 0.502

c2 0.141 0.131 �0.131 �0.247

a3 0.005 0.010 0.004 0.017

b3 �0.128 �0.129 �0.178 �0.189

c3 0.082 0.084 0.098 0.103
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�mCO ¼
0:179� 109exp 7800

TPZ

� �

P2
3τ

ΔP3

P3

� �0:5
(40.22)

where τ is the residence time in the combustion zone (assumed constant here at

0.002 s [12]), Tpz is the primary zone combustion temperature given in Eq. (40.17),

P3 is the combustion inlet pressure, and ΔP3/P3 is the non-dimensional pressure

drop in the combustion chamber.

40.6.1 Cost of Environmental Impact

The desire of preserving the environment while converting energy resources into

different forms can be assessed quantitatively using an environmental index of

performance. The outputs of the energy conversion process are not only the desired

products like electricity, heating, and cooling but also pollutant emissions (e.g.,

NOx and CO), CO2 emissions, thermal pollution (e.g., warming of process air and

water), solid wastes, etc. Reduction or minimization of these undesired effects may

be an objective from the energetic perspective. A single pollutant can be considered

in such an environmental impact assessment objective according to its degree of

harmfulness. If more than one pollution source is taken into account, their degrees

of harmfulness can be introduced as relative weights of each pollutant measure. The

weighting may also be considered from economic point of view when the unit

damage cost of each pollutant is available. These criteria can also be combined to

form a hybrid criterion which includes information from each.

In this analysis, we express the environmental impact as the total cost rate of

pollution damage ($/s) due to CO, NOx, and CO2 emissions by multiplying their

respective flow rates by their corresponding unit damage costs (CCO, CNOx, and

CCO2, which are taken to be equal to 0.02086 $/kg, 6.853 $/kg, and 0.024 $/kg,

respectively) [14]. The cost of pollution damage is assumed here to be added

directly to other system costs.

40.6.2 Sustainability Analysis

To improve environmental sustainability, it is necessary not only to use sustainable

energy sources but also to utilize nonrenewable sources like natural gas fuel more

efficiently, and to limit environmental damage. In this way, society can reduce its

use of limited resources and extend their lifetimes. Here, a sustainability index SI is
used to relate exergy with environmental impact [14]:

SI ¼ 1=DP (40.23)
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where DP is the depletion number, defined as the ratio of exergy destruction to input

exergy. This relation demonstrates how reducing a system’s environmental impact

can be achieved by reducing its exergy destruction. Also, the sustainability index is

then determined as a measure of how the exergy efficiency affects sustainable

development as follows:

SI ¼ 1

1� ψ
(40.24)

40.6.3 Normalized CO2 Emissions

To assess CO2 emissions for the system, three cases are considered and the CO2

emissions are calculated for each case. In the first case, the gas turbine cycle is used

to produce electricity. In the second, electricity and heating systems are considered

simultaneously and, in the last case, the entire system for multiple products is

considered. The amount of CO2 produced in each case can be expressed as

εpower ¼
_mCO2

_Wnet

(40.25)

εCHP ¼ _mCO2

_Wnet þ _Qheating

(40.26)

εmulti ¼
_mCO2

_Wnet þ
X

_Qheating þ
X

_Qcooling þ _EHW þ _EH2

(40.27)

40.7 Results and Discussion

The results of the thermodynamic modeling and exergy and environmental analysis

are presented in this section, including assessments of the effects of varying several

design parameters on cycle performance. In these examinations, it is assumed that

the volumetric composition of the inlet air is 0.7567 N2, 0.2035 O2, 0.003 CO2, and

0.036 H2O [13]; the approach point temperatures in the dual-pressure HRSG are

10 �C; and the fuel injected to the combustion chamber is natural gas, modeled as

pure methane with an LHV of 50,000 kJ/kg. Table 40.3 lists the thermodynamic

specifications of the multigeneration system, including heating and cooling loads,

electricity generated by the turbines, COP of the absorption chiller, combustion

chamber mass flow rate, hydrogen production rate, hot water mass flow rate, and

cost of environmental impact.
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40.7.1 Exergy and Environmental Impact
Assessment Results

The exergy analysis results are summarized in Fig. 40.5, and show that the highest

exergy destruction occurs in the CC, mainly due to the irreversibilities associated

with combustion and the large temperature difference between the air entering the

CC and the flame temperature. The condenser in the Rankine cycle exhibits the next

largest exergy destruction, mainly due to the temperature difference between two

fluid streams passing through it, but also due to the pressure drop across the device.

Table 40.3 Parameter values

resulting from energy and

exergy analyses of the system

Parameter Value

_mf (kg/s) 0.34

_Qheating (kW) 4,216

_Qcooling, absorption (kW) 668.14

_Qcooling,ORC (kW) 23.10

_WGT (kW) 5,000

_WST (kW) 978.90

_WORC (kW) 128.43

ηmulti (%) 61

Ψmulti (%) 57

_mH2
(kg/h) 0.67

_mDWH (kg/s) 0.2

Absorption chiller COP 0.44

CO2 emissions (kg/MWh) 127.9

_Cenv ($/h) 36.17
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Fig. 40.5 Exergy destruction rates for the multigeneration system and its components
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Figure 40.6 shows for each component the dimensionless exergy destruction ratio.

This measure is useful for prioritizing exergy losses in an intuitive manner. Both

exergy destruction and the dimensionless exergy destruction ratio are higher in the

combustor than in other components, suggesting that it would likely be worthwhile

to focus improvement efforts on this component. Moreover, the results show that the

absorption cycle does not exhibit significant exergy destructions, in part because it

does not directly utilize fuel energy but instead uses steam produced by the HRSG.

In order to better understand the system performance, energy and exergy effi-

ciency of each subsystem are calculated (see Fig. 40.7). It is seen that energy and

exergy efficiencies are higher for the multigeneration system compared to other

cycles when it is not configured in an integrated manner. It is also seen that both

energy and exergy efficiencies for the multigeneration system are almost double

those of a power generation system, mainly due to an increase in the numerator of

Eq. (40.12).

To provide environmental insights, the environmental impact of the gas turbine

cycle is compared to that of the multigeneration system in Fig. 40.8. It is seen that

the multigeneration cycle has less CO2 emissions than the GT and CHP cycles,

providing a significant motivation for the use of multigeneration cycles. It is also

observed that the multigeneration system has a higher exergy efficiency than the

other cycles.

Figure 40.9 also shows that the multigeneration cycle has less CO emissions than

the GT and CHP cycles, providing another motivation for the use of

multigeneration cycles. However, the amount of CO emission is significantly less

than the amount of CO2 emissions of the system.

Figure 40.10 shows the effect on compressor pressure ratio on the CO2 emissions

for various cases. It is seen that the multigeneration cycle has less CO2 emissions
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components
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than the power and CHP cycles, another benefit of multigeneration. In addition,

increasing the compressor pressure ratio is seen to decrease CO2 emissions for the

power cycle, but to increase the CO2 emissions up to a certain ratio and then to

decrease them for the CHP and multigeneration cycles. It can be seen in Fig. 40.10

that above RAC ¼ 10 the CO2 emissions for the CHP and multigeneration cycles

Fig. 40.8 Comparison of exergy efficiency and unit CO2 emissions of selected types of plants
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Fig. 40.7 Energy and exergy efficiency for the subsystems of the multigeneration system
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increase, but only slightly. The reason is the reduction in procuring heating and

cooling by increasing the compressor pressure ratio above RAC ¼ 10. When the

compressor pressure ratio increases, the gas turbine outlet temperature decreases.

Since this temperature has a significant effect in producing heating and cooling, the

unit CO2 emission of the cycle increases, where the CO2 emission is in units of kg

of CO2 per MWh of electricity, cooling, and heating. Similar results are obtained

for CO emissions of the system, as shown in Fig. 40.11.
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Fig. 40.10 Variation of unit CO2 emissions with compressor pressure ratio for selected cases
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Expanding the results for CO2 emissions, we investigate the effect of compressor

pressure ratio on cost of environmental impact and sustainability index.

Figure 40.12 shows that increasing the compressor pressure decreases the cost of

environmental impact due to the reduction of mass flow rate injected into the

Fig. 40.11 Variation of unit CO emissions with compressor pressure ratio for selected cases

Fig. 40.12 Variation with compressor pressure ratio of sustainability index and cost rate of

environmental impact
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combustion chamber. The sustainability index increases correspondingly for all

three cycles considered (GT, CHP, and multigeneration).

Figure 40.13 shows the effect of compressor pressure ratio on total exergy

destruction of the cycle and sustainability index, and similar results are obtained

as in Fig. 40.12. That is, the overall exergy destruction of the cycle decreases and

the sustainability index increases with increasing compressor pressure ratio. Exergy

efficiency, exergy destruction, environmental impact, and sustainability are thus

observed to be linked in such systems, supporting the utility of exergy and environ-

mental impact assessment.

A significant design parameter is the gas turbine inlet temperature (GTIT).

Raising this parameter can increase gas turbine output power. But an energy

balance of the combustion chamber indicates that the fuel input rate also increases

as the GTIT rises. The increased fuel input is also reflective of an increase in turbine

exhaust temperature. The variations of CO2 emissions for the cycles with GTIT are

shown in Fig. 40.14. CO2 emissions are seen to decrease with increasing GTIT. As

the mass flow rate of gases through the combustion chamber increases with GTIT,

so do the net output power and the heating and cooling loads. Multigeneration is

observed to be the most advantageous option from an environmental point of view.

The variations with GTIT of both cost of environmental impact and sustainability

index are shown in Fig. 40.15, where the cost of environmental impact is seen to

decrease with increasing GTIT.

Fig. 40.13 Variation with compressor pressure ratio of total exergy destruction rate and

sustainability index
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Fig. 40.14 Variation of gas turbine inlet temperature (GTIT) on normalized CO2 emissions

Fig. 40.15 Variation with gas turbine inlet temperature of sustainability index and cost rate of

environmental impact
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40.8 Conclusions

The comprehensive thermodynamic modeling and exergy and environmental

impact assessment of a multigeneration system for heating, cooling, electricity,

hot water, and hydrogen provide useful insights. The exergy results show that the

combustion chamber, steam condenser, and HRSG are the main sources of

irreversibility, with the high exergy destruction attributable to the high temperature

difference for heat transfer in both devices and the combustion reaction in the

combustion chamber. In addition, the multigeneration cycle exhibits less CO2 and

CO emissions than micro gas turbine and CHP cycles. Additional conclusions are as

follows:

• The exergy efficiency of the multigeneration cycle increases with gas turbine

isentropic efficiency.

• The overall exergy destruction of the cycle decreases and the sustainability

index increases with increasing compressor pressure ratio.

• The exergy efficiency and sustainability index for the multigeneration, gas

turbine, and CHP cycles increase with turbine inlet temperature, and the exergy

efficiency of the system is slightly lower than the energy efficiency.

• The cost of environmental impact for the multigeneration system is significantly

less than for the power and CHP cycles.

• Multigeneration energy systems are good options to mitigate global warming as

they can reduce CO2 and CO emissions and also help reduce the cost of

environmental impacts by producing several useful outputs from an energy

input.
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Chapter 41

Integrated Renewable Energy-Based Systems

for Reduced Greenhouse Gas Emissions

Mehdi Hosseini, Ibrahim Dincer, and Marc A. Rosen

Abstract Efforts to develop systems to mitigate environmental pollution are

increasing. Renewable energy resources, e.g., solar, wind, and hydro, provide

clean energy with almost no greenhouse gas emissions. However, these forms of

energy are intermittent, and the costs of systems utilizing renewable energy for

power generation or heating/cooling are often not competitive with conventional

systems. Using hybrid systems and recovering waste energy are two ways to

enhance the utilization of renewable energy resources. In this chapter, numerous

integrated renewable-based energy systems are reviewed, based on a number of

previous studies by the present authors. The aims of these systems are to enhance

energy management and reduce environmental pollution. The chapter starts with a

brief introduction of integrated renewable energy systems and their role in

mitigating environmental pollution. The description of some integrated systems

for residential and community usage is presented. Moreover, the systems are

compared with conventional power generation systems in terms of efficiency and

carbon dioxide emission. The results show that although the energy efficiency of

the residential photovoltaic-fuel cell system is considerably lower than the conven-

tional power generation systems, they release zero amount of emission into the

environment during their operation. Fuel cell-micro gas turbine system integrated

with biomass gasification has energy efficiencies around 55 %. This renewable-

based energy integrated system produces 741 gram of carbon dioxide per kWh,

which is comparable with the emission of fossil power plants.
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Nomenclature

ex Specific exergy, kJ/kg

Ėx Exergy flow rate, kW

i Current density, A/cm2

İ Exergy destruction rate, kW

LHV Lower heating value, kJ/kg

_m Mass flow rate, kg/s

n Reaction coefficient

_n Molar flow rate, kmol/s

N Number of cells in the SOFC
_Q Heat flow rate, kW

SC Steam-to-carbon ratio

T Temperature, �C
_W Electric power, kW

Greek Letters

η Energy efficiency %

ψ Exergy efficiency %

γ Specific heat ratio

Subscripts

0 Ambient or standard condition

a Air

cell SOFC cell

ex Exergy

g Gas

i Species

mb Moist biomass

MGT Micro gas turbine

DH District heating heat demand

p Product gas

Q Heat

s Surface or steam

TIT Turbine inlet temperature

WB Wet biomass

Superscripts

* Reference condition
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Acronyms

HRSG Heat recovery steam generator

MGT Micro gas turbine

SOFC Solid oxide fuel cell

PV Photovoltaic

PV-FC Photovoltaic-fuel cell

41.1 Introduction

Many feel that present-day production and use of energy threaten the environment

in terms of global warming, mainly as a consequence of greenhouse gas (GHG)

emissions, and depletion of energy resources. According to the Carbon Dioxide

Information Analysis Center (CDIAC), half of the GHG emissions during the

period of 1751 to 2008 were released into the environment after 1971 [1]. Fig-

ure 41.1 shows the trend in carbon dioxide emissions due to the burning of fossil

fuels since 1950. More than 70 % of the emissions reported in Fig. 41.1 are due to

the use of solid and liquid fossil fuels [1]. The trend towards increasing energy

consumption will likely exacerbate such environmental problems.

Attention towards developing systems to mitigate these environmental problems

is increasing. Improving the efficiency of energy systems usually requires reducing

irreversibilities and waste exergy losses, as well as the use of less environmentally

impacting alternative energy resources. The use of renewable energy resources in

power generation is receiving much focus. Renewable energy resources, e.g., solar,

Fig. 41.1 Annual global fossil fuel carbon dioxide emissions per capita (modified from ref. 1)
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wind, and hydro, provide clean energy with almost no GHG emissions. However,

these forms of energy are intermittent, and the cost of systems utilizing renewable

energy for power generation or heating/cooling is often not competitive with that of

conventional systems. Using hybrid systems and recovering waste energy are two

ways to enhance the utilization of renewable energy resources. Solar energy can be

used for space heating/cooling and for electricity generation with photovoltaic

(PV) systems. Such systems normally require supplementary devices to meet

peak demands or to harvest surplus generated electricity. Producing the energy

carrier hydrogen is one method for storing electricity from solar PV systems.

Surplus electricity can be converted to hydrogen via water electrolysis, and the

hydrogen can be stored and used to generate electricity, when required, in a fuel

cell. The fuel cell also can cogenerate heat for district heating or other purposes.

Biomass, another renewable energy resource, can be used directly (direct burning)

or indirectly (as a biofuel) to generate electricity. Biomass gasification has been

demonstrated to be a feasible and promising technology and may play an important

role in future energy markets. The syngas produced by gasification can be used in

internal combustion engines (ICEs), gas turbines (GTs), and fuel cells (FCs).

A power generation system utilizing biomass gasification can be integrated with

bottoming cycles for heat recovery to increase efficiency. Integrated renewable

energy-based systems (IRESs) combine power generation technologies with heat

recovery and energy storage technologies to provide cooling, heating, and energy

storage using thermal energy normally wasted in the production of electricity. Since

the input energy is provided by renewable resources, IRESs exhibit almost no GHG

emissions.

The configuration of the IRES components is important to optimize energy

utilization. These systems consist of electricity generation technologies, process

equipment, heat recovery units, and energy storage systems. Several configurations

and technologies have been investigated. For instance, a market assessment for

integrated energy systems (IESs) for buildings by LeMar [2] shows that the

potential building market for IESs is expected to exceed 35 GW by the year 2020.

The current work is a review based mainly on previous research by the authors

on the integration of renewable energy resources in supplying the electricity

demand of a house or a community [3–7]. The presented IRESs are aimed in

large part at decreasing the level of GHG emissions and enhancing energy

management.

41.2 Hybrid Solar-Fuel Cell CHP Systems

for Residential Applications

Numerous studies have been undertaken to improve the understanding of residen-

tial applications of solar-hydrogen combined heat and power (CHP). Here we

consider such a hybrid system and describe its components and compare it with
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conventional CHP systems and solar-hydrogen CHP systems. The solar PV system

is the main part of the electricity generation module. A proton exchange membrane

(PEM) water electrolyzer is utilized for hydrogen production from surplus PV

electricity. Hydrogen is stored during day when loads are below the peak and

input into a solid oxide fuel cell (SOFC) to provide residential electricity at night.

High-temperature gases leaving the fuel cell stack are directed to a heat recovery

steam generator (HRSG), as shown in Fig. 41.2, for steam generation.

Gibson and Kelly [8] optimized a solar power hydrogen production system with

water electrolysis. They showed that if all the components are selected and sized in

an optimized way, so that the PV output voltage matches the electrolyzer input

voltage, the overall solar-PV-hydrogen production system efficiency can reach

12.4 %. Lagorse et al. [9] investigated three PV-hydrogen production

configurations for residential applications focusing on optimum size, cost, and

operation. Pregger et al. [10] discussed four hydrogen production systems using

solar thermal energy and performed cost evaluations.

The power output of the PV system depends strongly on the solar irradiance, as

shown in Fig. 41.3 for a 210 W SunPower solar panel.

The intermittent and variable intensity solar irradiance affects the performance

of the hybrid system. However, with appropriate design and using energy storage,

the electricity demand of the house and a part of its thermal energy demand can be

met. The surplus electricity generated by the PV modules is stored as hydrogen in a

compressed hydrogen tank. Hydrogen can be stored as a liquid at cryogenic

temperatures in relatively small volumes. The hydrogen liquefaction process

Electrolyzer

Hydrogen
Tank

H2

SOFC

HRSG

Steam

L
aod C

ontroller

DC Current

DC Current

DC Current

DC/AC
Converter

AC Current

StackGas

Water

Water

Air

Power Load

Thermal Load

Fig. 41.2 Schematic of a photovoltaic-fuel cell CHP system for residential applications [4]
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normally consumes more than 30 % of the hydrogen lower heating value (LHV)

[7]. Hydrogen can also be stored as a compressed gas in pressure vessels, and via

metal hydrides. In residential applications, especially when fuel cells are used in

solar-fuel cell hybrid systems, large-scale hydrogen storage is not needed, so

compressed gas hydrogen storage is usually preferred. During the storage of

hydrogen as a compressed gas some physical exergy is lost due to pressure and

temperature drops. The storage tank state of charge (SOC) and the pressure and

temperature distribution depend on the tank filling rate, initial SOC, and pressure.

The authors report the thermodynamic evaluation of filling a high-pressure storage

tank [7]. At the tank initial temperature, the initial pressure has a positive effect on

the exergy efficiency during filling. The exergy efficiency of the filling process rises

from 86 to 89 % with an increase of initial tank pressure from 0.2 to 20 bar at the

20 �C initial temperature [7].

Fuel cells can be used for electricity generation, although technical and eco-

nomic enhancements are still needed. They can also be used for CHP, and in hybrid

configurations. Micro gas turbine-fuel cell (MGT-FC), MGT-steam turbine-FC,

and MGT-FC district heating and cooling systems are operating in different regions

of the world. For instance, Hosseini et al. [11] performed energy and exergy

analyses for a residential hybrid MGT-FC system, and other works have been

reported on residential fuel cell applications [12, 13]. Velumani et al. [14] proposed

a hybrid SOFC/micro gas turbine/absorption chiller to provide electricity and

cooling for a residential area, while Hartkopf et al. [15] investigated fuel cell use

for a multipurpose building in the United States.

The exergy efficiency, which is an index of efficiency of the hybrid PV-fuel cell

system relative to an ideal version of such a system, is presented based on the solar

irradiance in Toronto and the electricity demand of a Canadian house. Figure 41.4
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Fig. 41.3 Effect of solar irradiance on PV power-voltage characteristics
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shows the exergy efficiency during two typical summer and winter days as a

comparison. The efficiency graph shows that the time that the fuel cell is in

operation is longer in winter. This is mostly due to less solar availability in winter.

The minimum total efficiency is achieved when the surplus electricity generation is

a maximum. In summer, the system exhibits a minimum total exergy efficiency

between 6 am and 6 pm, because the surplus power generated by the PV system is

consumed in the electrolyzer for hydrogen production. This minimum efficiency

operation period for winter is from 10 am to 5 pm.

41.2.1 Comparison of Conventional and Solar-Hydrogen
Residential CHP Systems

Fuel cells and solar PV systems are both undergoing extensive development, and

their uses in industrial and residential applications are presently limited. Several

CHP systems (e.g., micro gas turbines, internal combustion engines, and diesel

generators) are being used to provide electricity and heating/cooling for houses. It is

possible for these systems to operate independently of the power grid. These

systems also allow heat recovery from the system flue gas. For both conventional

and solar-fuel cell CHP systems, reliability, control, economics, and emissions are

major concerns.

Fig. 41.4 Total exergy efficiency of a solar PV-FC CHP system broken down by hour of the day [4]
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The results of a comparative analysis based on selected micro-CHP technologies

for residential applications are shown in Table 41.1. The nominal power and the

energy efficiency during the maximum load are considered in the analysis, which

are adapted from the work by Paepe et al. [16]. Table 41.1 shows the electrical and

thermal power outputs and energy efficiencies of the selected CHP systems.

Every electricity and heat generation system has emissions, the magnitude of

which depends on system type. Paepe et al. [16] predicted that, if the heat is

generated by a gas boiler, the specific CO2 emission is 404 g/kWh of natural gas

combusted. The CO2 produced through electricity generation is strongly dependent

on the electricity generation technology and its efficiency. Table 41.2 shows the

energy efficiency and CO2 emissions for the three electricity generation methods

operating in Belgium. Also, the results for a residential PV-FC CHP system are

presented.

To compare the CHP systems with the power generation technologies in

Table 41.2, the same procedure is used to determine the CO2 emissions. Since the

gas engine and the Stirling internal combustion engine use natural gas, the specific

CO2 emission is considered to be 56.1 g per 1 MJ natural gas consumption. For the

fuel cells, it is assumed that no CO2 is produced during operation. However, CO2 is

produced during the production of the H2 for the fuel cells (from the methane-

reforming reaction if natural gas is the fuel). The efficiency of the reforming

reaction is taken into account in the efficiency of the fuel cell. Assuming that

natural gas is used to produce the hydrogen in the fuel cell, one can consider

56.1 g/MJ as applicable to the fuel cell, too.

In the next step, Paepe et al. [16] simulated the electrical and thermal demands of

a house in Belgium, and determined the annual electricity demand to be 3.61 MWh

and the annual thermal load to be 34.19 MWh. The energy consumption for the

Table 41.1 Electrical and thermal power outputs and efficiencies for several CHP systems

CHP system

Product power output (kW) Energy efficiency (%)

Electrical Thermal Electrical Thermal

Gas engine 5.5 12.5 27 61

Internal combustion engine 2.0–9.5 8.0–26 24 72

Fuel cell 4.0 9.0 25 55

PV-fuel cell 3.6 0.50 – 14.5

Source: Ref. 4

Table 41.2 Energy efficiency and specific CO2 emissions for several electricity generation plants

Electricity generation plant

Energy

efficiency (%)

Specific CO2 emission

(g/kWh) Reference

Combined cycle power plant 50 404 [16]

Fossil fuel power plant 42 617 [16]

Nuclear power plant and conventional

steam power plant

37 272 [16]

Residential PV-fuel cell 14.5 0 [4]
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three CHP systems and the cases in which electricity is supplied by a power grid are

compared in Table 41.4, where values are relative to the reference cases: a gas-fired

combined power plant, a fossil fuel power plant, and a nuclear power plant and

conventional steam power plant. Table 41.3 demonstrates that the internal combus-

tion engine has the greatest energy saving compared to the conventional power

generation systems. Compared to the nuclear power plant, the internal combustion

engine CHP systems reduce energy consumption the most. All three CHP systems

have lower emissions than the fossil fuel power plant. Energy use and CO2 emission

reductions strongly depend on the power plant efficiency. Since the energy effi-

ciency of the fuel cell CHP system is less than that of other CHP systems, its energy

saving fraction is also less [16].

Although the PV-fuel cell system for the residential applications produces zero

GHG emissions during operation, emissions occur during manufacturing of the

system components. A detailed life cycle analysis is required to assess residential

CHP systems in terms of resource consumption and environmental pollution during

the manufacturing processes. Nonetheless, with improving manufacturing pro-

cesses, implementing a renewable-based integrated system to power a residential

area will likely help in sustaining the environment.

41.3 Integrating a Solid-Oxide Fuel Cell and Micro Gas

Turbine with Biomass Gasification

Gasification is a chemical process that converts materials such as biomass into

convenient gaseous fuels. In this process biomass is broken into simpler substances

like CO, H2, CH4, and CO2. The process occurs in the presence of a gasification

medium [17–19]. Biomass gasification is a complicated process, which is affected

by many parameters, including gasification medium, biomass composition and

moisture content, gasification temperature and pressure, and process configuration.

A good understanding of the effects of these parameters on the performance of a

gasification system is required for effective design [5]. Thermodynamic analysis,

based on exergy as well as energy, is one approach to develop such an understand-

ing. Various studies have been performed on biomass gasification from the point of

energy and exergy. For example, Cohce et al. [17] analyzed a hydrogen production

Table 41.3 Fraction of energy consumption for several CHP systems relative to several conven-

tional power generation systems

CHP system

Type of power generation system

Combined cycle Fossil fuel Nuclear and conventional steam

Fuel cell 0.87 0.79 0.70

Gas engine 0.81 0.71 0.64

Internal combustion engine 0.73 0.65 0.59
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unit based on biomass gasification; a simplified model is presented for biomass

gasification based on chemical equilibrium considerations, with the Gibbs free

energy minimization approach, hydrogen production and exergy destruction rates

in each component are found. Abuadala et al. [18] presented an exergy analysis of

a hydrogen production system via biomass gasification in the range of 10–32 kg/s

from sawdust. The study focuses on the influence of gasification temperature,

biomass feed, and steam injection on the hydrogen yield and energy efficiencies.

The results indicate that the performance of hydrogen production from steam-fed

biomass gasification depends on the quantities of steam and biomass input to the

gasifier.

The product gas mixture for biomass gasification contains several species,

depending on the process type and operational conditions. Stoichiometric

calculations can help determine the products of reaction [19]. Abudallah and Dincer

[20] considered the use of biomass gasification product gas as the fuel feed to an

SOFC, as a potential integrated application. The current authors consider a similar

system in which the product gas is fed to the fuel cell stack after gas cleaning and

CO2 removal [6].

The integrated system includes a biomass gasification unit, an SOFC, a micro

gas turbine, and a heat recovery unit (see Fig. 41.5). Sawdust is fed to the biomass

dryer before entering the gasifier. In the analyses, a direct-steam drying process

is considered to remove 50 % of the biomass moisture content. In the gasifier,

biomass is converted to a mixture of gases in the presence of superheated steam.

Biomass gasification is an endothermic process, and the gasification system is

considered to be indirectly heated by an external heat source.

The product gas mixture leaving the gasifier contains CO, H2, CH4, CO2, H2O,

N2, and C. The LHV of the product gas is highly dependent on the mixture

composition. Moreover, downstream components in the integrated system are

affected by the gas properties. Therefore, gas cleaning and CO2 removal are added

to the system. With these post-gasification processes, the product syngas consists of

CO, H2, and CH4 and is fed to the solid oxide fuel cell for power production.

The basic electrochemical reactions taking place in an SOFC stack are given by

[21, 22]

CH4 þ H2O $ 3H2 þ CO (41.1)

COþ H2O $ H2 þ CO2 (41.2)

2H2 þ O2 ! 2H2O (41.3)

Characteristic curves of SOFCs are obtained based on the equilibrium constants

and reaction rates of Eqs. 41.1–41.3. The oxygen ions are formed in the cathode

side of the fuel cell and pass through the electrolyte to the anode. The electrochem-

ical reaction of hydrogen and oxygen ions releases electrons, which pass through an

external electric circuit providing the power output of the SOFC. To avoid cell
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starvation, only a certain percent of the syngas reacts with oxygen ions in the anode.

This is specified by a fuel utilization factor. The by-product gas of the electrochem-

ical reactions leaves the fuel cell stack with a temperature between 800 and

1,000 �C. Also, the by-product contains some non-reacted syngas. In order to

recover the energy from the SOFC exhaust gas, an afterburner is utilized to burn

the remaining syngas and provide the micro gas turbine with the required input

energy. Therefore, the by-product gas leaving the fuel cell anode side mixes with

the air from the cathode side. The combustion process in the afterburner produces a

high-enthalpy gas which can be used in the MGT for electric power generation.

Before the combustion gas enters the micro gas turbine, it is utilized to preheat the

air entering the fuel cell stack. The combustion chamber of the micro gas turbine is

used to fix the turbine inlet temperature (TIT). The combustion gases enter the

MGT, produce mechanical energy, and leave the MGT with a temperature between

550 and 750 �C, depending on the compressor pressure ratio. The mechanical

energy of the MGT is converted to electricity in the generator. The MGT flue gas

has a significant amount of energy, which is recovered in the heat recovery steam

Fig. 41.5 Schematic of the integrated SOFC-micro gas turbine with biomass gasification
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generator. The flue gas enters the HRSG and transfers its energy to the water

flowing inside the tubes of the HRSG. Unless applied for power generation

purposes, most HRSGs produce saturated steam for steam-utilizing units.

Superheated steam is used as the gasification medium in the gasifier. Sawdust is

gasified in the presence of steam according to the following overall chemical

equation:

CaHbOcNd þ SC� H2OðsteamÞ þ _Qgasifier

! n1COþ n2H2 þ n3CH4 þ n4CO2 þ n5H2Oþ n6N2 þ n7C (41.4)

Minimization of the Gibbs free energy or the equilibrium reaction rate approach

is used to obtain the reaction coefficients (n1 to n7) [5, 19].

The biomass dryer and district heating unit are parts of the gasification system.

The energy and exergy balances, which permit the calculation of the steam input to

the dryer and heat flow rate of the district heating unit, are presented by the authors

elsewhere [5]. Considering these two components, the total energy and exergy

efficiencies, respectively, of the gasification system can be obtained:

ηgasification ¼
_msyngas � LHVsyngas þ _QDH

_mbiomass � LHVbiomass þ _EnSteam þ _Qgasifier þ _Engas�cleaning

(41.5)

ψgasification ¼
_msyngas � exsyngas þ _Exq;DH

_mbiomass � exbiomass þ _ExSteam þ _ExQ þ _Exgas�cleaning

(41.6)

Here, steam use is considered for both the dryer and the gasifier.

Colpan et al. [22] developed a model for the electrochemical reaction in an

SOFC. Their model considers a mixture of H2, CO, and CH4 as the syngas fuel.

The electric power output of the fuel cell stack can be expressed as

_WSOFC ¼ V � i� Acell � NSOFC (41.7)

where V denotes the output voltage, i the current density, Acell the single cell active

area, and NSOFC the total number of cells in the stack.

The modeling of the afterburner and the combustion chamber is based on

combustion reactions of the remaining syngas in the fuel cell exhaust and the gas

TIT. The gas turbine and the compressor are modeled based on isentropic relations

and isentropic efficiencies. The gases leaving the MGT are fed to the HRSG to

produce steam for steam/hot water utilization purposes. Accounting for the heat

recovered in the HRSG, the total efficiencies of the SOFC-MGT CHP system are

ηSOFC�MGT CHP ¼
_WSOFC þ _WMGT þ _QHRSG

_mfuel;SOFC�MGT � LHVsyngas

(41.8)
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ψSOFC�MGT CHP ¼
_WSOFC þ _WMGT þ _ExQ;HRSG
_mfuel;SOFC�MGT � exsyngas (41.9)

The aim is to improve the understanding of integrated system performance, and

this is accomplished by performing a parametric study of the effect of steam-to-

carbon (SC) ratio on the performance of the SOFC-micro gas turbine (SOFC-MGT)

cycle integrating biomass gasification. The variations in molar fraction and LHV of

the syngas, and the gasification process exergy destruction and energy and exergy

efficiencies, are reported, as SC changes.

The following assumptions are made in the analyses of the integrated SOFC-

MGT system with biomass gasification [6]:

• The system operates at steady state.

• All gases are ideal.

• Heat losses to the environment from the system boundary are negligible.

• Pressure drops along the system are negligible.

• Gasification takes place in equilibrium.

• The sawdust biomass has a chemical formula C4.643H6.019O2.368N0.021.

Tables 41.4–41.6 list the input parameters for the analyses of the integrated

system.

The effect of steam-to-carbon ratio on the syngas species molar fraction is

shown in Fig. 41.6. When SC varies from 1 to 4.5, the hydrogen molar fraction

increases 17.8 %, while the carbon monoxide and methane molar fractions decrease

by 42.5 and 87.7 %, respectively. These significant changes in the molar fraction

result in the variation of the total mass flow rate of the syngas with SC shown in

Fig. 41.7. At SC ¼ 2, the syngas mass flow rate reaches its maximum value, after

Table 41.4 Input

parameters for the

gasification system

Parameter Value

Dryer

Biomass feed rate (kg/s) 0.011

Superheated steam pressure (bar) 3

Superheated steam temperature (�C) 200

Moisture fraction of feed biomass (kgmoisture/kgWB) 0.5

Gasifier

Steam pressure (bar) 10

Steam temperature (�C) 400

Table 41.5 Input

parameters for the SOFC

system

Parameter Value

Stack outlet temperature (�C) 1,000

Activation area (cm2) 834

Cell current density (A/cm2) 0.35

Fuel utilization factor 0.85

Compressor pressure ratio, rc 9

AP1 outlet temperature (Point 9 in Fig. 41.1) (�C) 527
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which it reduces gradually. The LHV of the syngas is calculated based on the molar

fraction of each species in the mixture. The trade-off between the variations of

molar fractions with the SC results in the final variation of LHV and is illustrated in

Fig. 41.7.

The gasification heat requirement and exergy destruction rate are affected by the

steam-to-carbon ratio. Introducing more steam to the gasifier decreases the need for

external heat for the gasification process. The steam acts as the gasification medium

and its energy content is used by the gasification process. With more steam entering

the gasifier, more energy is introduced and the required heat input decreases.

According to Fig. 41.8, increasing the gasification temperature results in an

increase in the heat requirement of the gasifier. Although, the heat requirement of

the gasifier varies significantly with the change in temperature, the gasification

process exergy destruction rate does not seem to be affected noticeably. This is seen

in Fig. 41.9, where the exergy destruction rate is observed to decrease with

increasing steam-to-carbon ratio.

Table 41.6 Input

parameters for the

MGT-HRSG system

Parameter Value

Micro gas turbine

MGT isentropic efficiency 0.93

Turbine inlet temperature (K) 1,400

Heat recovery steam generator

Pinch point temperature difference (�C) 10

Outlet steam pressure (bar) 10

Fig. 41.6 Variation of molar fractions of syngas species with steam-to-carbon ratio
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Energy and exergy efficiencies of biomass gasification are obtained using

Eqs. 41.5 and 41.6. The variations of these efficiencies with SC and the gasifier

temperature are illustrated in Figs. 41.10 and 41.11, respectively.

Fig. 41.7 Variation of syngas lower heating value and mass flow rate with steam-to-carbon ratio

Fig. 41.8 Effect of steam-to-carbon ratio on gasifier heat requirement rate for various gasification

temperatures
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Figure 41.6 shows that, for a gasifier temperature of 800 �C, the total energy

efficiency of the gasification process reaches its maximum value of 65.6 % at

SC ¼ 2. With further increases in the temperature of the gasification medium

into the gasifier, the energy efficiency drops, reaching 62.4 % for SC ¼ 4.5.

Increasing the gasification temperature reduces the total energy efficiency, as

Fig. 41.9 Gasification exergy destruction rate vs. steam-to-carbon ratio for various gasifier

temperatures

Fig. 41.10 Total energy efficiency of sawdust gasification vs. steam-to-carbon ratio, for various

gasifier temperatures
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seen in Fig. 41.10. The gasification exergy efficiency exhibits a similar trend as the

energy efficiency. However, the maximum value occurs at higher SC values.

Higher values are achieved for efficiencies based on exergy compared to energy,

because the exergy of heat is less than its energy. Since heat is an input to the

gasification process, the denominator of the efficiency definition for exergy is less

than that for energy.

The SOFC-MGT power output varies as a result of the change in the syngas

LHV, as do the total energy and exergy efficiencies of the integrated SOFC-MGT

system with biomass gasification. These variations are illustrated in Figs. 41.12 and

41.13.

According to the results in Fig. 41.3, the molar fraction of both CO and CH4

decrease with increasing steam-to-carbon ratio. These two constituents are the

source of CO2 production in the SOFC-MGT cycle. However, by introducing

more steam into the gasifier, the rate of CO2 production increases, which results

in an overall increase in the CO2 emission of the integrated SOFC-MGT cycle with

biomass gasification (Fig. 41.14).

Figure 41.14 can also be interpreted based on the extent of carbon dioxide

emission per unit of electricity generation. For SC ¼ 2, the hybrid SOFC-MGT

system generates 87.7 kW net electricity power. Figure 41.11 shows that the CO2

emission is 0.065 ton/h, which corresponds to 741 g/kWh. This compares well with

the CO2 emission levels of conventional power generation plants (Table 41.2).

Moreover, since the biomass can be obtained in more sustainable ways, the carbon

emissions of the biomass integrated system are less than the nonrenewable-based

power generation systems.

Fig. 41.11 Total exergy efficiency of sawdust gasification vs. steam-to-carbon ratio, for various

gasifier temperatures
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41.4 Brief Review of Some Renewable-Based Energy

Integrated Systems

Integrated renewable-based energy systems are not limited to the two systems

presented above. Other sources of renewable energy can be used to exploit their

clean and sustainable characteristics. For example wind energy can be added to the

systems above, especially in coastal areas where there is a continuous (but variable)

wind. Geothermal heat pumps are able to supply a portion (albeit small) of the

thermal demand of a house or a district. Alternatively, they can be used to preheat

the heating medium to reduce fuel consumption and GHG emissions. Syed

et al. [23] studied the effect of an integrated, residential solar PV-wind turbine

system on energy conservation and decreasing GHG emissions. They considered

the use of PV and wind power in supplying a part of electricity demand of some

Canadian houses. Depending on house type and location, hot water and space

heating may be provided by electric heating or a natural gas furnace. The integrated

renewable energy system is capable of generating a great portion of the house’s

electricity demand, which leads to a significant decrease in the GHG reduction.

Syed et al. [23] reported that the national Canadian GHG reduction can be

decreased by 4.1–12.7 Mton/year. Thus, this approach in which a Canadian house

Fig. 41.14 Variation of carbon dioxide emission with steam-to-carbon ratio
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is equipped with such a technology can be a significant step toward achieving

sustainability in Canada, in terms of environmental stewardship.

In another example of IRESs, Calderon et al. [24] analyzed the components of an

actual test-bed hybrid photovoltaic-wind system with hydrogen storage, in terms of

energy and exergy. The test-bed is installed in the School of Industrial Engineering

at the University of Extremadura, Spain. The system component irreversibility rates

and exergy efficiencies are reported. The exergy efficiencies are as follows:

electrolyzer: 68 %, photovoltaic module: 8.39 %, and fuel cell: 35.9 %. The authors

concluded that designing more efficient PV modules can increase the utilization of

the solar renewable energy, leading to less GHG emissions, when electricity is

generated by solar and wind rather than fossil fuels.

The intermittency behavior of renewable energy resources can be addressed in

part by energy storage. Greenblatt et al. [25] investigated the competition between

gas turbines and compressed air energy storage (CAES) systems for integration

with a base-load wind turbine.

They aim to explore the economic feasibility of using gas turbines to avoid

problems associated with the intermittency of wind energy. In one strategy they

suggest the integration of the wind turbine(s) with a gas turbine cycle. The gas

turbine covers the load during periods when wind energy cannot meet the demand.

Energy storage is another strategy to be integrated with the wind turbine(s). Since

CAES is economically viable in terms of large-capacity storage of energy,

Greenblatt et al. suggest its integration with wind energy systems. The wind

power output is fed to an electric motor, which is connected to the air compressor

of the CAES system (see Fig. 41.15).

The DC power generated by the wind turbines is consumed by the electric motor

that is connected to the air compressor, which compresses ambient air to an

intermediate pressure. Medium-pressure, high-temperature air releases its heat to

a coolant in the intercooler and undergoes another compression process in the

booster compressor. The work input to the booster compressor is provided by the

wind turbines or by the power grid. High-temperature, compressed air releases its

thermal energy to a cooling medium in the aftercooler and is stored in underground

caverns. Whenever high-quality electricity is required by the power grid, the high-

pressure stored air is extracted from the CAES system, and fed to the combustion

chamber (CC) of the gas turbine, in which compressed air is heated by the

combustion of natural gas or syngas.

According to Calderon et al. [24] the estimated electrical round-trip efficiency

would be in the range of 77–89 %. They also estimate the cost of electricity (COE)

for different systems and the effect of the natural gas price. The optimal COE using

the wind-CAES system is 6.5 ¢/kWh for case in which the natural gas price is $9.0/

GJ. For lesser prices of natural gas, combined cycle power plants exhibit the

minimum cost of electricity generated. However, the primary advantage of the

renewable wind-CAES system is the reduction in GHG emissions. With only 32 g/

kWh CO2 emissions, the wind-CAES system emits one-fourth of the emissions

from a natural gas combined power plants.
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The SOFC-MGT cycle integrated with biomass gasification shown in Fig. 41.5

can take advantage of integration with other renewable energy resources and heat

recovery technologies. There is a great need for drinking water in coastal areas,

since most of these areas suffer from potable water shortages. Thermal desalination

units can provide communities with healthy water, at reasonable prices. The energy

Fig. 41.15 Simplified schematic of compressed air energy storage system with its components
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requirement of thermal desalination systems can be met with any kind of available

heat, e.g., waste heat from gas turbine exhaust gas. Hosseini et al. [21] proposed an

integrated system containing a hybrid SOFC-MGT and a multi-effect desalination

(MED) system. Along with power generation by the hybrid system, waste heat

recovery from a micro gas turbine gives the opportunity to produce potable water.

In Fig. 41.16a schematic of the integrated system is shown [26]. To implement

renewable energy resources, the integrated system is joined with a biomass gasifi-

cation plant and a solar PV system. Energy storage options are included in the

systems to enhance efficiency and power and heat reliability. The MGT flue gas

(Point 8) is used to preheat the SOFC inlet air (AP1), and to produce saturated steam

in the HRSG. The HRSG outlet steam enters the MED system in order to provide

heat for pure water production, and to provide the gasification plant with the
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required steam. During off-peak hours, the power output of the micro gas turbine is

fed to the CAES system. While the gas turbine of the CAES system is in operation,

it consumes the produced hydrogen in the solar PV-electrolyzer system as fuel. The

gas turbine flue gas is fed to a heat recovery unit for enhanced energy utilization.

The integrated system presented in Fig. 41.16 can supply a coastal area with

electricity, drinking water, and thermal energy with the use of renewable energy

resources. The development and implementation of such systems can reduce GHG

emissions significantly.

41.5 Conclusions

Integrated renewable-based energy systems are developed with the purpose of

reducing GHG emissions and mitigating global warming, and the role of IRESs

in decreasing GHG emissions is reviewed here. Various types of renewable energy

resources can be integrated in a system to provide the thermal and electrical energy

of a house, a residential area, or a community. Also, the possibilities of implemen-

tation of these systems in residential and coastal areas are discussed by providing

the results of energy and exergy analyses of two integrated systems, which utilize

solar and biomass as the main sources of energy. The systems are compared with

conventional power generation methods in terms of GHG emissions, demonstrating

that the hybrid PV-FC system has zero carbon dioxide emissions during its opera-

tion while the integrated biomass-SOFC-MGT system emits less CO2 than a fossil

power plant. The integrated system configurations depend on the energy source and

the demand profiles. Although these systems are not economically available today,

several cases of their implementation are reported. Moreover, results of modeling

and analyses of IRESs are presented in literature.
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Chapter 42

Exergetic and Environmental Impact

Assessment of an Integrated System

for Utilization of Excess Power

from Thermal Power Plant

Tahir A.H. Ratlamwala, Ibrahim Dincer, and Bale V. Reddy

Abstract In this chapter, we propose an integrated system with electrolyzer,

proton exchange membrane fuel cell and quadruple-effect absorption refrigeration

system for power and cooling productions from the excess power produced by

power plant. A parametric study is undertaken, and the effects of some operating

parameters such as excess power, current density, and condenser load are

investigated. It is found that increase in excess power results in higher power output

but lower rate of cooling production. It is also found that increasing excess power

decreases the overall energetic and exergetic utilization factors of the system and

has negative effect on the environment.

Keywords Electrolyzer • Proton exchange membrane fuel cell • Exergy • Energy

• Environmental impact • Efficiency • Excess power • Thermal power plant

• Quadruple-effect absorption refrigeration system • Current density • Condenser

load • Cooling • Energetic utilization factor • Exergetic utilization factor

Nomenclature

COP Coefficient of performance
_En Energy rate, kW

_Ex Exergy rate, kW

_m Mass flow rate, kg s�1

_Q Heat transfer rate, kW
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T Temperature, K
_W Work rate, kW

Greek Letters

η Efficiency

ε Overall utilization factor

β Constant

Subscripts

abs Absorption system

A Anode

C Cathode

CHX Condenser heat exchanger

con Condenser

FC Fuel cell

en Energy

ex Exergy

eva Evaporator

H2 Hydrogen

H2O Water

HTG High-temperature generator

HHX High-temperature heat exchanger

LHX Low-temperature heat exchanger

LTG Low-temperature generator

MTG Medium-temperature generator

MHX Medium-temperature heat exchanger

O Oxygen

p Pump

PP Power plant

x Concentration of ammonia–water

1. . .41 State numbers of

0 Ambient or reference condition

Acronyms

QEAS Quadruple-effect absorption refrigeration system

PEMFC Proton exchange membrane fuel cell

VHTG Very-high-temperature generator

VHHX Very-high-temperature heat exchanger
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42.1 Introduction

Renewable energy is considered a key option for meeting future energy demands in

a sustainable and environment-friendly manner. Due to ever-increasing levels of

emission of greenhouse gases, countries and researchers around the world are

looking forward to renewable energy-based systems. The excess energy produced

by most of the power plants is dumped to the environment which adds to the

problem of global warming.

Most of the power plants around the globe are not equipped with energy storage

systems. The excess power produced by power plants during off-peak hours is not

stored and is dumped into the environment. Storing this power and using it for peak

hours can prove beneficial from both economics and environment point of view.

Researchers are working to come up with the systems which can store this excess

power in an environment-friendly manner. Some of the energy storage systems

which are currently being researched on are pumped hydro and compressed air

energy storage. These two systems are also being put to practical applications in

very few power plants [1–3]. The benefit of these systems is that they can store huge

power but the disbenefit is that they both are harmful to environment. For pumped

hydro system huge land needs to be converted to the storage dam for water storage.

For compressed air technology, the air compressed needs to be stored under high

pressure inside the ground, hence affecting the composition under the ground.

Many researchers investigate the ways of improving the performance of the

power plants. Peterson [4] introduced an idea of using heat pump and heat engine to

store excess power from the grid as a latent heat. In this system, the storage process

utilizes a boiling refrigerant at sub-ambient temperatures to freeze a latent heat

storage material using electrically driven compressors. For recovering of the latent

heat for electrical generation, vapor expansion and condensation processes are used

which essentially reverses the storage process. Pandiyarajan et al. [5] conducted

second-law analysis of diesel engine waste heat recovery systems and found out

that recovering waste heat makes system more efficient and also increases the

production capacity of the plant. Bal et al. [6] did the review of solar dryers with

latent and sensible heat storage systems and found attractive results. Now the

interest is shifting towards using hydrogen as the storage medium and energy

carrier. As it is predicted by many researchers [7–10] that in future hydrogen will

emerge as an energy carrier, it is important to study hydrogen as a power storage

medium.

The common method of producing hydrogen using power is the water

electrolyzer technology. Water electrolyzer technology is very well developed

and has reached a mature level for separation of water molecule into hydrogen

and oxygen molecule. In this system we use electrolyzer to produce hydrogen. The

hydrogen produced is later used in proton exchange membrane fuel cell (PEMFC)

to produce power and heat. Hydrogen as a fuel holds in itself all the capabilities of

working as an alternative fuel which is environmentally friendly and sustainable at

the same time. Hydrogen is expected to play a key role in the near future as an
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energy carrier for sustainable development [11–14]. The use of hydrogen as an

energy provider by using fuel cell holds a great potential due to higher efficiency,

and eco-friendliness. Also, use of hydrogen as a fuel makes the energy generation

process eco-friendly, because the by-product of this process is water. The use of

hydrogen in fuel cells to generate electricity is efficient and clean with water as the

only by-product [12, 13]. In the future, the role of hydrogen may become more

important, as some researchers suggest that the world’s energy systems may

undergo a transition to an era in which the main energy carriers will be hydrogen

[14–16]. All these benefits associated with PEMFC make it an attractive solution to

the energy and environment crisis. These benefits also make it a good contender for

the combined power and cooling production systems.

The heat produced by the PEMFC can be used as energy input to the absorption

system to produce cooling instead of dumping it to the environment. Use of heat

produced by PEMFC for further processes makes system more efficient and

environmentally benign. In this chapter, we use heat generated by PEMFC for

cooling production by using quadruple-effect absorption refrigeration system

(QEAS). Absorption refrigeration systems appear to be a key solution to meet the

cooling and heating requirement in an energy-efficient and eco-friendly way

[16]. The major benefit of absorption system is that it requires no compressor to

provide cooling; instead it works on low-grade energy such as heat generated by

PEMFC. Most amount of work is being done on single- and double-effect absorp-

tion systems by researchers [17–23]. Several researchers [24–27] have undertaken

studies to investigate the triple-effect absorption systems. Very few researchers

such as Grossman and Zaltash [28] have studied QEAS using LiBr/H2O solution

using simulation software. So far, no researcher has studied QEAS using

ammonia–water pair for cooling purposes through energy and exergy analyses. In

this chapter, a comprehensive energy and exergy analysis of an integrated system,

consisting of electrolyzer, PEMFC, and QEAS for power and cooling production is

carried out. Its performance is extensively studied by various individual and

integrated performance measuring criteria, namely, energetic and exergetic utiliza-

tion factors, energetic and exergetic COPs, energy and exergy efficiency of the fuel

cell, and amount of power and cooling produced. These performance measures are

then compared for better illustration of the system for practical applications.

42.2 System Description

In this chapter, we study an integrated systemwhich uses the excess power produced

by power plant to provide power and cooling as shown in Fig. 42.1. The excess

power produced by power plant is used to run electrolyzer as illustrated in Fig. 42.2a.

In electrolyzer chemical bond of water molecule is broken by providing energy to

produce hydrogen and oxygen. Hydrogen and oxygen produced by the electrolyzer

are used to fuel PEMFC. In PEMFC hydrogen enters the cell from the anode side

where it comes in contact with membrane electrode assembly (MEA). MEA is made
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of nafion membrane and carbon cloth. MEA acts as a porous medium which only

allows protons to pass through. Protons of hydrogen pass through to the cathode side

while electrons go through the circuit to provide power before entering cathode

plate. Oxygen is supplied to the cathode plate where it combines with protons and

electrons of hydrogen to produce water as by-product. The schematic of PEMFC is

shown in Fig. 42.2b. The power produced by PEMFC is used to supply power to the

Fig. 42.1 Schematic of overall system
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pump of absorption system and to the village. The heat produced by the PEMFC is

fed into the very-high-temperature generator (VHTG) of QEAS to produce cooling.

In the VHTG strong solution coming from absorber at state 36 is being heated to

leave the VHTG as a weak solution at state 38 and an ammonia–water vapor with

high concentration at state 37 as shown in Fig. 42.2b. Weak solution coming out of

the VHTG at state 38 then releases heat in the very-high-temperature heat

exchanger (VHHX) and is combined with weak solution coming from the high-

temperature generator (HTG) at state 30 to leave at state 41 as a weak solution.

This weak solution from state 41 then gives out heat in high-temperature heat

exchanger (HHX) and is combined with weak solution leaving the medium-

temperature generator (MTG) at state 12 to leave at state 33. This weak solution

at state 33 then gives out heat in the medium-temperature heat exchanger (MHX)

and is combined with weak solution from state 23 to leave at state 14. This weak

solution then enters the low-temperature heat exchanger (LHX) where it heats the

strong solution coming from the solution pump at state 19. After losing heat, weak

solution at state 15 enters the expansion valve where the pressure and temperature

drop and the solution enters the absorber at state 16. The refrigerant vapor leaving

the VHTG at state 37 then enters the HTG where it heats up the strong solution

coming from the HHX at state 34 and leaves as ammonia–water vapor at state

28 and state 31. These two streams are combined and leave at state 39 to enter the

MTG where it heats up the strong solution coming from the MHX at state 26 and

leaves as ammonia–water vapor at state 4 and state 27. These two ammonia–water

vapors are then combined and leave at state 5. Ammonia–water vapor at state

5 then enters the low-temperature generator (LTG), heats up the strong solution

coming from state 22, and leaves as ammonia–water vapor at state 6 and state

7. State 7 goes directly into the condenser while state 6 is directed to the condenser

heat exchanger (CHX) to lose heat to part of the liquid that is fed backward by the

solution pump at state 17. That liquid gains heat and leaves the condenser at state

18. Ammonia–water vapor leaving CHX at state 8 enters the condenser (con)

where it gives out heat and then leaves the condenser at state 9. This stream then

passes through the expansion valve and leaves at state 10 to enter the evaporator

(eva). In the evaporator, heat is being gained by the system and the heated mixture

leaves at stat 11 to enter the absorber (abs). In the absorber all three streams mix

together and release heat to leave at state 1 in liquid form to enter the pump. The

cooling is provided by passing air through the evaporator of QEAS.

42.3 Energy and Exergy Analyses

In order to analyze the integrated system, mass, energy, and exergy balance

equations are applied for the PEMFC and components of QEAS. Also, equations

to calculate efficiency of the PEMFC, COPs of QEAS, and overall utilization

factors are developed. All systems are assumed to be running under thermodynamic

equilibrium and steady-state conditions. The heat losses and pressure drops in heat
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exchangers and connecting piping system are considered negligible. The

concentrations of strong and weak solution of ammonia–water vapor, condenser

load, and evaporator temperature are assumed.

42.3.1 Electrolyzer

The amount of hydrogen produced by electrolyzer is calculated using

ηelectrolyzer ¼
_mH2

� HHV

_Wpp

(42.1)

where ηelectrolyzer is the efficiency of the electrolyzer which is assumed to be 56 %

based on industrial standards. _mH2
is the mass flow rate of hydrogen, HHV is the

higher heating value of hydrogen, and _Wpp is the excess power produced by the

power plant.

42.3.2 PEMFC

The power output per unit specific area of the fuel cell is given by

_WFC ¼ i� ½Vrev � vact � vohm � vconc� (42.2)

where the reversible voltage is

Vrev ¼ 1:229� 8:5� 10�4ðTFC � 298:15Þ þ 4:3085� 10�5

� TFC lnðpH2
Þ þ 1

2
lnðpO2

Þ
� �

The activation voltage at anode and cathode are given as

vactAnode ¼
RTFC

αAnF
ln

i

io

� �
(42.3a)

vactcathode ¼
RTFC

αCnF
ln

i

io

� �
(42.3b)

The ohmic voltage is

vohmic ¼ iRohmic (42.4)
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where

Rohmic ¼ tmem

σmem

σmem ¼ ð0:005139λmem � 0:00326Þ exp 1268
1

303
� 1

TFC

� �� �

The membrane water content is calculated by

λmem ¼ 0:043þ 17:81 al � 39:85 a2l � 39:85 a3l

where a1 represents water activity in the membrane and is expressed as follows:

al ¼ xH;2;O
P

Psat

� �

The concentration overvoltage is defined as

vconc ¼ i β1
i

imax

� �
(42.5)

The heat output of the cell which is fed into the HTG is calculated based on

exergy balance and is given by

_QFC ¼ T0

X
ð _m� sÞout �

X
ð _m� sÞin

h i
þ _WFC þ ð _m� exÞH2out

n

þð _m� exÞH2O;out
� ð _m� exÞH2in

� ð _m� exÞO2in

o

� rHL þ ð1� rHLÞ T0

TFC

� ��1

(42.6)

The energy and exergy efficiency of PEMFC are defined as

ηFC;en ¼ 0:95�
_WFC

i� 1:25
(42.7)

where 1.25 V represents the electromotive force relative to the lower heating value

of hydrogen and 0.95 is the fuel utilization coefficient. This coefficient represents

the ratio of the mass of fuel reacted in cell to the mass of fuel input to the cell.

Therefore, Eq. (42.7) is derived for the lower heating value of hydrogen and can be

found in literature [29]:

ηFC;ex ¼
_WFC þ _Exth

_ExH2

(42.8)
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where

_Exth ¼ 1� To

TFC

� �
_QFC and

_ExH2
¼ _mH2

ðexPH þ exCHÞ

Details on energy and exergy models of PEMFC can be found in the study done

by Ratlamwala et al. [27].

42.3.3 QEAS Unit

The rate of heat to the VHTG of an absorption system is provided using geothermal

water source and is calculated using

_QVHTG ¼ _QFC (42.9)

The mass balance equations for the ammonia–water mixture of VHTG are given

as follows:

_m36 x36 ¼ _m37 x37 þ _m38 x38 (42.10)

_m36 ¼ _m37 þ _m38 (42.11)

In order to obtain the outlet conditions of the VHTG, the following equation is

used:

_m36 h36 þ _QVHTG ¼ _m37 h37 þ _m38 h38 (42.12)

The exergy destruction in VHTG becomes

_ExVHTG ¼ _Ex36 � _Ex38 � _Ex37 (42.13)

where

_Ex37 ¼ _m37 ðh37 � h0Þ � T0ðs37 � s0Þð Þ (42.14)

and the same relationship is employed for other states.

The energy balance equation of evaporator is given below:

_m10 h10 þ _Qeva ¼ _m11 h11 (42.15)
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The work done by the pump is calculated using the equation given below:

_Wp ¼ _m1ðh2 � h1Þ (42.16)

The energetic and exergetic COPs are found by

COPen ¼
_Qeva

_QVHTG þ _WP

(42.17)

COPex ¼
_Exeva

_ExVHTG þ _WP

(42.18)

where _Exeva and _ExVHTG are calculated on the same principle as that of _Exth given in
Eq. (42.8).

The overall energy and exergy utilization factors are calculated using

εen ¼
_Qeva þ _Wvillage

_Wpp

(42.19)

εex ¼
_Exeva þ _Wvillage

_Wpp

(42.20)

where _Wvillage is the power supplied to village and is calculated by

_Wvillage ¼ _WFC � _Wp

The environmental impact factor is the positive effect of the system on exergy-

based sustainability. By positive effect we mean to supply more desired exergy

output, decrease the irreversibilities, and minimize the waste exergy outputs during

the system operation. The reference value for this factor should be “zero” for better

exergy-based sustainability and is defined as

fei ¼
_Exdes;tot
_Wpp

(42.21)

The environmental impact coefficient is related to the exergetic efficiency of the

system. In ideal case its value should be one indicating that the system is working

under ideal condition with no exergy destruction. This coefficient is defined as

Cei ¼ 1

εex
(42.22)

812 T.A.H. Ratlamwala et al.



The environmental impact index is an important parameter to indicate whether

or not the system damages the environment due to its unusable waste exergy output

and exergy destruction. The smaller the value the better the system performance

is. It is defined as

θei ¼ fei � Cei (42.23)

Environmental impact improvement indicates the environmental appropriate-

ness of the system. In order to improve the environmental appropriateness of the

system, its environmental impact index should be minimized to be closer to the best

reference value. The higher value of environmental impact improvement means

system is more useful for the environment and it is defined as

θeii ¼ 1

θei
(42.24)

The exergetic stability factor is a function of the desired output, exergy destruc-

tion, and exergies by unused fuel. In this study it is assumed that all the fuel is

utilized in the system. The best value of this factor should be close to “one.” This

factor is defined as

fes ¼
_Extot;out

_Extot;out þ _Exdes;tot
(42.25)

The exergetic sustainability index is defined as multiplication of environmental

impact improvement index and exergetic stability factor of the system. The higher

value of this index means better is the performance of the system from exergetic

sustainability perspective. This index is defined as

θest ¼ fes � θeii (42.26)

The exergetic environmental impact assessment model is adapted from [15].

42.4 Results and Discussion

Due to such an unexpected hike in fossil fuel prices and emission of greenhouse

gasses, it has become prominent to design energy systems that are eco-friendly, cost

effective, and sustainable in order to serve the environment and the struggling

economies throughout the world. In this chapter, we study an integrated

electrolyzer, PEMFC, and QEAS system for provision of hydrogen, cooling, and

power in a manner which can serve thermal energy storage. The power input to

electrolyzer and PEMFC current density are varied in order to investigate their
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effects on the production of hydrogen, cooling, power, area of PEMFC, energetic

and exergetic COPs, energetic and exergetic efficiencies of PEMFC, and overall

energetic and exergetic utilization factors. In order to make sure that the system

developed is working properly, model validation is carried out. The PEM fuel cell

model is compared with the study done earlier by Mert et al. [30]. This comparison

can be seen in Fig. 42.3. It is found that the efficiency distribution behaves in a

similar manner when current density is increased with little difference in the values.

This confirms the accuracy of the present model and encourages proceeding with

the analysis.

42.4.1 Effect of Excess Power Available from Power Plant

Figure 42.4 shows how the area of PEMFC and amount of hydrogen produced vary

with increase in the power input to the electrolyzer. Both the area of PEMFC and

hydrogen produced are found to be varying from 10 to 20 m2 and 19.5 to 38.9 L/s,

respectively, with increase in input power from 1,000 to 2,000 kW. These results

are obtained because as more power is supplied to the electrolyzer more hydrogen is

produced. As the amount of hydrogen produced increases which is later fed into the

PEMFC, the area of the PEMFC to cater this increase in hydrogen flow rate

increases. It is of common understanding that a fixed area of PEMFC can handle

certain amount of hydrogen flow and as the flow increases the area of the PEMFC

has to increase in order to function properly without having degrading performance.

Fig. 42.3 Validation of PEMFC model with study conducted by Mert et al. [30]
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As the amount of hydrogen produced in electrolyzer increases the amount of power

rate of useful heat produced by PEMFC increases as well. It is noticed that power

and rate of useful heat produced increase from 112.9 to 225.7 kW and 130.7 to

261.5 kW, respectively, with increase in power input to the electrolyzer from the

power plant as seen in Fig. 42.5. This behavior of PEMFC is very much expected as
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the increase in mass flow rate of hydrogen and increase in area of PEMFC are

directly related and as when the area of PEMFC and mass flow rate of hydrogen

increase the energy production capability of PEMFC also increases. Increase in

energy produced by PEMFC results in increase in the power supplied to the village

but decrease in the rate of cooling produced by the QEAS for specific cooling load

as displayed in Fig. 42.6. The amount of power supplied to the village and the rate

of cooling produced by QEAS vary from 111 to 223.9 kW and 336.4 to 155.6 kW,

respectively, with increase in power supplied to the electrolyzer and for condenser

load of 300 and 350 kW. The rise in power supplied to the village is directly related

to the rise in power produced by the PEMFC. However, the rate of heat produced by

PEMFC is supplied to the QEAS. For a fixed cooling load if the rate of heat supplied

to the QEAS increases the performance of the QEAS decreases because the stream

entering the evaporator is at higher temperature than what it would be if the rate of

heat input to the QEAS is smaller. However, if the condenser load is increased for a

fixed power input to the electrolyzer a rise in the rate of cooling produced is noticed.

This rise is noticed because rise in condenser load means more heat is rejected in the

condenser and therefore, stream entering the evaporator has the higher capability of

carrying the heat from the conditioned space. This decrease in the rate of cooling

production of QEAS with increase in power input to the electrolyzer results in

decrease in the energetic and exergetic COPs of the QEAS as seen in Fig. 42.7. Both

energetic and exergetic COPs vary from 2.54 to 0.59 and 1.28 to 0.15, respectively,

with increase in power input to electrolyzer. It is also noticed that for a specific

power input to the electrolyzer, increase in condenser load results in higher COPs,

because increase in condenser load results in increase in the rate of cooling

produced. Figure 42.8 summarizes the whole process in terms of overall energetic
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and exergetic utilization factors. It is seen in Fig. 42.8 that the overall energetic and

exergetic performance of the system decreases with increase in the power input to

the electrolyzer. Both the energetic and exergetic overall utilization factors are

found to be varying from 0.45 to 0.19 and 0.19 to 0.12, respectively. This behavior

1000 1200 1400 1600 1800 2000
0.1

0.5

0.9

1.3

1.7

2.1

2.5

2.9

0.1

0.3

0.5

0.7

0.9

1.1

1.3

1.5

WPP [kW]

C
O

P
en

C
O

P
ex

COPex at Qcon = 350 kW

COPex at Qcon = 300 kW

COPen at Qcon = 350 kW

COPen at Qcon = 300 kW

Fig. 42.7 Effect of increase in excess power from power plant on energetic and exergetic COPs

1000 1200 1400 1600 1800 2000
0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.12

0.128

0.136

0.144

0.152

0.16

0.168

0.176

WPP [kW]

εex,ov at Qcon = 350 kW

εex,ov at Qcon = 300 kW

εen,ov at Qcon = 350 kW

εen,ov at Qcon = 300 kW

ε e
n

,o
v

ε e
n

,o
v

Fig. 42.8 Effect of increase in excess power from power plant on overall energetic and exergetic

utilization factor

42 Exergetic and Environmental Impact Assessment. . . 817



is noticed because the rate of cooling production plays a major role in the overall

performance of the system. As the rate of cooling produced decreases with increase

in power input the overall performance of the system also decreases. Figure 42.9

shows the effect of increase in excess power from power plant on the system

environmental impact factor and environmental impact coefficient. Both the envi-

ronmental impact factor and environmental impact coefficient are found to be

increasing from 0.85 to 0.88 and 6.8 to 8.2, respectively, with increase in excess

power from the power plant. The increase in excess power results in higher exergy

destruction by the system, therefore increasing its impact on the environment in a

negative manner. Figure 42.10 shows the effect of increase in excess power on

environmental impact index and environmental impact improvement. The environ-

mental impact index helps visualize the damages caused to the environment by the

system due to its waste exergy output and exergy destruction and in ideal case

this index should approach 0. The environmental impact improvement indicates the

environmental appropriateness of the system and it is desirable to get this factor as

high as possible. The environmental impact index is found to be increasing from 5.8

to 7.2 and the environmental impact improvement is found to be decreasing from

0.17 to 0.14. Figure 42.11 helps visualizing the impact of increase in excess power

on exergetic stability factor and exergetic sustainability index. The exergetic

stability factor helps us realize how much stable the system is from exergy

perspective. The purpose of exergetic sustainability index is to show how much

sustainable the system is from exergy perspective and it is desired to have high

value of this index. The results show that increase in excess power has negative

impact on the exergetic stability factor and the exergetic sustainability index and

both the parameters are found to be decreasing from 0.15 to 0.12 and 0.025 to 0.017,

respectively.

Fig. 42.9 Effect of increase in excess power on environmental impact factor and environmental

impact coefficient
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42.4.2 Effect of Current Density of PEMFC

Current density of PEMFC is a very important parameter as the performance of the

PEMFC is highly dependent on the current density. It is seen that increase in current

density results in decrease in power and rate of heat output from PEMFC. The

power and rate of heat produced by PEMFC are found to be decreasing from 199.7

Fig. 42.11 Effect of increase in excess power on exergetic stability factor and exergetic

sustainability index

Fig. 42.10 Effect of increase in excess power on environmental impact index and environmental

impact improvement
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to 112.9 kW and 231.8 to 130.7 kW, respectively, with increase in current density

and for a fixed power input to electrolyzer of 1,000 kW as shown in Fig. 42.12. This

decrease in energy produced by PEMFC is noticed because increase in current

density for a certain membrane area results in too much accumulation of current at

one point which results in degrading performance of the PEMFC. Such an accumu-

lation of current can be compared with accumulation of pressure at one point which

results in degrading performance for better understanding.

As the energy produced by PEMFC decreases with increase in current density

the energy and exergy efficiencies of PEMFC also decrease as shown in Fig. 42.13.

Both energy and exergy efficiencies are found to be decreasing from 0.75 to 0.42

and 0.47 to 0.27, respectively, with increase in current density. This decrease in

efficiencies is directly related to the production capability of PEMFC which

decreases with increase in current density.

As the power and rate of heat produced by PEMFC decrease, the power supplied

to the village decreases but the rate of cooling produced increases as shown in

Fig. 42.14. The power and rate of cooling vary from 197.9 to 111 kW and 185.4 to

336.4 kW, respectively. The decrease in power supplied to the building is directly

related to the power produced by PEMFC, but the rate of cooling produced by the

QEAS is inversely related to the rate of heat produced by PEMFC. Decrease in the

rate of heat provided to the QEAS for a certain condenser load results in higher rate

of cooling production because with decrease in rate of heat input the temperature of

the stream entering the evaporator decreases. As the temperature of stream entering

evaporator decreases, its capability of carrying more cooling load increases and

therefore, the rate of cooling produced by the QEAS increases. The increase in the

rate of cooling with increase in current density is reflected on the energetic and
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exergetic COPs of the QEAS as seen in Fig. 42.15. Both energetic and exergetic

COPs vary from 0.79 to 2.5 and 0.21 to 1.28, respectively, with increase in current

density. This behavior is noticed because increase in current density results in

higher rate of cooling production and, therefore, increase in the COPs. Figure 42.16

summarizes the overall performance of the system in terms of overall energetic and
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exergetic utilization factors. Both the utilization factors are found to be varying

from 0.38 to 0.45 and 0.22 to 0.14, respectively. These overall energetic and

exergetic utilization factors are directly related to the power produced by PEMFC

and the rate of cooling produced by the QEAS.
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42.5 Conclusions

This chapter has presented an integrated system with electrolyzer, PEMFC and

QEAS system for power and cooling productions using excess power supplied by

power plant. In this regard, we have studied the effects of excess power available

and current density of PEMFC on the rate of hydrogen produced, power supplied to

the village, rate of heat produced, rate of cooling produced, energetic and exergetic

efficiencies and COPs, and energetic and exergetic utilization factors. The results

show that increase in available excess power results in higher area of PEMFC,

higher power supplied to the village and lower rate of cooling production. Also,

increase in excess power results in degrading performance of the QEAS and overall

system. Increase in current density results in a lesser power supplied to the village

and higher rate of cooling production, and hence in a better performance of the

QEAS. The exergetic environmental impact assessment study concludes that rise in

excess power is detrimental to the system as it leads to higher exergy destruction

and higher impact on the environment. Furthermore, it shows that cogeneration

systems utilizing renewable energy are environmentally friendly, efficient and cost

effective for utilizing excess power produced by the power plant. The hydrogen

produced in this system can be stored and later used for the production of power

and cooling.
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Chapter 43

Exergy Analysis and Environmental Impact

Assessment of a Geothermal Power Plant

Hadi Ganjehsarabi, Ibrahim Dincer, and Ali Gungor

Abstract Geothermal power plants are one of the environmentally benign systems

among other types of power generation systems. In this chapter, the exergy

efficiencies and exergy destruction rates are analyzed for the binary geothermal.

In addition, greenhouse gas (GHG) emissions (in ton CO2-eq/kWh) during opera-

tion as well as the sustainability index are determined under various operating

conditions. For the case study presented here, it is shown that the Dora II binary

geothermal power plant produces no GHG emissions during operation since no

fossil fuels are burned. For the same production capacity, it helps reduce the

emissions by 56 Mega Ton CO2-eq/yr compared to a coal-fired power plant and

28 Mega Ton CO2-eq/yr compared to a natural gas combined cycle power plant.
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Nomenclature

Dp Depletion number

e Specific emission (kg CO2-eq/kWh)

E Emission (kg/kWh)
_Ex Exergy rate (kW)

h Specific enthalpy (kJ/kg)

_m Mass flow rate (kg/s)

P Power (kW)
_Q Heat transfer rate (kW)

T Temperature (K or �C)
T0 Ambient temperature (K or �C)
_W Work rate (kW)

Greek Letters

η Exergy efficiency

Subscripts

a Air

av Avoided

bat Battery

cool Coolant

en Energy

ex Exergy

g Generation

geo Geothermal fluid

n n-Pentane

p Pump

pre Preheater

turb Turbine

vap Vaporizer

Acronyms

GHG Greenhouse gas

GWP Global warming potential

SI Sustainability index
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43.1 Introduction

The major source of greenhouse gas emissions (consisting of mainly carbondioxide

as about 74%) is the combustion of fossil fuels which cause greenhouse effect. There

is an urgent need to tackle with this global issue through potential solutions[1, 2]. The

factors to consider for assessing the sustainable and environmentally benign energy

systems are fossil fuel depletion along with pollutant emissions and global warming

as discussed by Hammond [3]. The ways of reducing society’s dependence on fossil

fuels are reducing demand and promoting the use of alternative energy sources [4].

In the perspective of increasing the share of renewable energy in order to mitigate

global warming issues and to respond to fossil resource depletion, the use of

geothermal energy has gained interest. Geothermal energy is thermal energy

generated and stored in the Earth. It is a widely adopted and effective energy source.

In addition, it is used in order to generate electricity and for direct uses such as space

heating and cooling, industrial processes, and greenhouse heating. The geothermal

electrical capacity and direct use capacity for heating in the world were about

67,246 GWhe/yr and 117,740 GWhth/yr in 2010, respectively [5, 6]. As stated by

the international energy agency in its roadmap for geothermal energy IEA (2011), by

2050 the geothermal power production should be increased to 1,400 TWhe/yr, and

the direct heating use to 1,600 TWhth/yr [7]. A geothermal well can produce hot

water (brine), wet steam (liquid–vapor mixture), dry steam (saturated steam), or

superheated steam. Liquid-dominated systems are much more common than vapor-

dominated systems and can be produced either as brine or as a brine–steam mixture,

depending on the pressure maintained on the production system. If the pressure is

reduced below the saturation pressure at that temperature, some of the brine will

flash, and a two-phase mixture will result. If the pressure is maintained above the

saturation pressure, the fluid will remain single phase [8, 9]. Among 100 geothermal

resources that have been investigated, 10 % are vapor dominated, 60 % are liquid

dominated, and 30 % are brine resources [10]. Most of the world’s high-temperature

geothermal resources have already been exploited for the generation of electricity.

The present study aims to assess the environmental impacts produced by geo-

thermal power plants though they represent promising systems toward mitigation of

GHG emissions and global warming. Also a case study is carried out in this chapter

to exemplify the environmental impacts of these systems.

43.2 Types of Geothermal Power Generation System

Mainly, there are three types of geothermal power plant used in order to produce

electricity from geothermal sources. The first type of geothermal power plant is dry

steam plants. Dry steam power plants utilize straightforwardly steam which is piped

from production wells to the plant, and then transmitted via pipelines directly to a

steam turbine. For the first category of these systems, around 71 units have been

reported to be under operation in August 2011 which contributes about 12 % of all
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geothermal plants. The overall power produced by these generators accounts for

2,893 MW installed or about 27 % of the overall geothermal worldwide capacity

[11]. The second type of geothermal power plants is the flash steam plants. Flash

steam plants are used to produce power from liquid-dominated resources that are not

hot enough to flash a significant proportion of thewater to steam in surface equipment,

either at one or two pressure stages (single-flash or double-flash plants). About 29 %

of the overall geothermal plants are single-flash plants. Nearly 43 % of the total

installed geothermal power capacity in the world is related to this type of geothermal.

The produced power ranges from 3 to 117 MW while the average power rating is

27 MW per unit [11]. Binary cycle plants use the geothermal brine from liquid-

dominated resources usually below 170 �C. These plants operate with a binary

working fluid (isobutane, isopentane, freon, etc.) which has a low boiling temperature

in a Rankine cycle. The working fluid is completely vaporized and usually super-

heated by the geothermal heat in the vaporizer. The vapor expands in the turbine. It is

then condensed in a water-cooled condenser or dry cooling tower before being

pumped back to the vaporizer to complete the cycle. The binary plants are categorized

among the most widely used type of binary plants and are more common than other

types of geothermal power plants. The literature review shows that 235 units were in

operation in August 2011 in over 15 countries with gross power production of

708 MW. Although they constitute 40 % of all geothermal units in operation, only

6.6 % of the total power is produced by this type of geothermal power plants [11].

43.3 Environmental Impact of Electricity Generation

All generation of electricity (including geothermal power) has a number of side effects.

The degrees of each depend on the type of power generation, and geothermal energy

causes these side effects in varying quantities. This includes, but is not limited to:

• Gas emission to the atmosphere

• Water pollution

• Solid emissions to the surface and the atmosphere

• Noise pollution

• Land usage

• Land subsidence

• Induced seismicity

• Induced landslides

• Water usage

• Disturbance of natural hydrothermal manifestations

• Disturbance of wildlife habitat and vegetation

• Alteration of natural views

• Catastrophic events

Although geothermal power plants offer considerably fewer of these side effects

in lesser degree than fossil-fuel combustion power plants, some affect geothermal
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plants in a greater degree and thus technology is present to mitigate their effects as

much as possible [11, 12].

43.3.1 Environmental Impacts of Geothermal Plants

Gaseous emissions from dry-steam and flash-steam geothermal power plants are

from dissolved gases in geo-fluid. These so-called no-condensable gases (NCG)

accumulate in the condenser. They could be removed upstream of the turbine, but

commercial plants do not currently employ this technique. Because of this accumu-

lation, back pressure on the turbine will increase and thus turbine power will reduce

accordingly. The most common NCG found in geothermal steam are carbon

dioxide (CO2) and hydrogen sulfide (H2S). There is also presence of methane,

hydrogen, sulfur dioxide, and ammonia, usually in extremely low concentrations.

NCG can be captured and removed, and be re-dissolved into waste brine [13].

Currently in the United States, there is no requirement to trap and remove CO2, but

H2S is highly regulated due to toxicity at high concentrations. Fig. 43.1 shows a

comparison of typical geothermal plants with other types of power plants [14].

The binary geothermal power plants do not emit any CO2, and flash plants emit

considerably less CO2 than fossil fuel-powered plants. This remarkable CO2 emis-

sion profile ensures that geothermal power plants will be excellently positioned if

regulations covering CO2 emission are ever introduced. Land usage by geothermal

plants depends very much on individual factors surrounding a plant. These factors

include the type of plant, the well field, access roads, and requirements for

Fig. 43.1 CO2 emissions from various power plants (modified from ref. 12)
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buildings. The well fields can be large (up to 10 km2 in size) and cover approxi-

mately 2 % of the total area required by a geothermal plant. Pipelines are used to

transfer geo-fluid, and must be as short as possible to avoid heat loss with a network

that follows service roads.

The water which is withdrawn from the deep underground reservoir is normally a

hot water, mineral-rich and salty liquid. Part of the water in vapor form or flashed

from the hot water is used to turn the turbine and therefore to generate the electricity.

When the steam is extracted from the hot water, the remaining will be collected and

then will be re-injected to the geothermal reservoir by deployed pumps. The

re-injected water then will be heated up to the degree of initial condition. Other

water-cooled systems have much more wasted water which can exceed to 50 % of

the water to be evaporated to the atmosphere. The remaining 50 % is going to be

re-circulated. The water consumption of binary power plants is minimum. Geother-

mal water is isolated in a geothermal facility, during production, and injected back

into the geothermal reservoir. Thickly encased pipes are used to separate the water

from the underground reservoir which makes the facility virtually free of water

pollutants. To minimize the effects of re-injection of geothermal water to the wells,

they are placed in deep underground place well below groundwater reservoirs. These

considerations will cause a minimum impact of used water.

Other aspect of environmental impact of geothermal systems is the generated

noise. First, the noise of drilling is an impact. Since it is a short-time effect which is

prevailing during the operation phase of the power plant, the impact is categorized

unimportant though the noise rarely exceeds 90 dB. Secondly, the noise initiates

from discharging boreholes. The noise may exceed 120 dB. In the next phase where

the geothermal power plant is under operation, the environment noise can be kept

under 65 dB limits by using a noise muffler. The threshold noise follows the US

Geological Survey for noise limit [15].

The major environmental issues for geothermal power plant are associated with

groundwater use and contamination, with related concerns about induced seismicity

or subsidence as a result of water injection and production. Issues of noise, safety,

visual impacts, and land use associated with drilling and production operations are

also important but fully manageable. As geothermal technology moves away from

hydrothermal and more toward larger enhanced geothermal system (EGS)

developments, it is likely that environmental impacts and risks will be further

reduced relative to those associated with hydrothermal systems. For example,

EGS plants should only rarely have a need for abatement of hydrogen sulfide

(H2S), ammonia (NH3), and other chemical emissions [11].

43.4 System Descriptions

The Geothermal Power Plant Dora-II is located in the West of the village Salavatli,

near the city of Aydin in Turkey. A flow diagram and the main characteristics of

the “Dora II” geothermal power plant are illustrated in Fig. 43.2. The Aydin

Sultanhisar-Salavatli geothermal field is a liquid-dominated reservoir. Electricity
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is generated from the geothermal source at a temperature ranging from 78 to

170 �C. The employed organic Rankine cycle and binary technology were designed

for the specific conditions of a wide variety of heat sources and therefore provide

increased efficiency for the geothermal power plant. It is an outdoor installation that

consists of a vaporizer/preheater, turbogenerator, cooling tower, feed pump, and

controls. The hot brine is pumped from the production wells and directed to the

generator through isolated transmission lines.

The thermal fluid is passed through a heat exchanger, and the heat from the fluid

is transferred to a secondary fluid (n-pentane). The n-pentane is vaporized to

generate electricity via two turbines, which are both connected to a power genera-

tor. After having passed the heat exchanger, the geothermal fluid drops to 83 �C and
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Fig. 43.2 Flow diagram of the “Dora II” geothermal power plant (modified from ref. 19)
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is re-injected back to the reservoir via a re-injection well. The re-injection well is

located right at the generation facility. The production cycle is closed due to

complete re-injection of the geothermal brine into the reservoir. This system both

serves to sustain the reservoir and avoids adverse environmental impacts [16].

43.4.1 System Analysis

In the following analysis, some assumptions are made such as that the operation of

the geothermal power plant is considered in steady state. The turbines and pumps

possess isentropic efficiencies, the geothermal fluid is treated as water, and air is

taken as ideal gas.

43.4.2 Exergy Analysis

The exergy analysis of the process determines the exergy flows as a basis for the

exergo-economic analysis and exergetic variables such as exergy destruction and

exergy efficiency for a thermodynamic evaluation. The exergy destruction rate and

exergy efficiency equations of the components are given in (Table 43.1).

Exergy analysis helps identify the irreversibilities in the stems and improve

the efficiency of the system, since it quantifies the locations, types, and

magnitudes of waste and losses. This leads to increased exergy efficiencies and

reduced exergy losses (both waste exergy emission sand internal exergy con-

sumption) in the system. In the analysis, by using general mass, energy, and

exergy balance equations, the exergy destruction in each component of the DGPP

is calculated. The overall exergetic efficiency for the DGPP can be calculated as

follows:

ηex ¼
_Wnet

_Exin
(43.1)

where _Exin is the exergy of geothermal fluid as the exergy input to the system.

In order to improve environmental sustainability, it is important to minimize the

environmental damage while using sustainable source of energy. Accordingly, a

sustainability index (SI) is used to connect exergy and environmental impact [17]:

SI ¼ 1

DP
(43.2)

Here, DP is a depletion number, which is defined as the exergy destruction

divided to exergy input.
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In the present analysis, the yearly avoided CO2-equivalent emissions (Eco2,av) in

(ton CO2) are mainly the CO2 emissions which are generated by conventional

systems and can be calculated as follows:

Eco2;av ¼ Pgeco2;p (43.3)

where Pg and eCO2,P are the power generation (kWh) and the specific CO2 emissions

of electricity production (kg CO2-eq/kWh) from conventional systems. Moreover,

an enviro-economic (environmental cost) analysis will also be conducted in order to

evaluate the system’s impact on the environment in terms of the amount of carbon

dioxide released through the electricity consumption [18].

43.5 Results and Discussion

In this section, the results of thermodynamic modeling and environmental impact

assessment of using a geothermal power plant are presented, including evaluation

and discussion of the effects of various design parameters on the system perfor-

mance. In this regard, energy and exergy rates were calculated for each state of

Fig 43.2 by using actual operational data [19]. In order to determine the sites of

exergy destruction, an exergy diagram is herewith shown in Fig. 43.3. The results

show that 69 % of the exergy input to the plant is destroyed. The remaining 31 %

is converted to power and 6.2 % of this power is used for parasitic load in the

plant. In addition, brine re-injection is the most significant exergy destructor in

the geothermal power plant. It is because of the relatively high temperature of

brine that is re-injected back into the ground. It can be suggested that the

re-injected brine can be used for district heating systems. This may be surveyed

Fig. 43.3 Exergy destruction diagram (given as the percentages of brine exergy input out of

32,120 kW)
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if there is a residential, commercial, or industrial district in a close distance to the

power plant [20].

An increase in temperature of turbines leads to a tangible increase in the

sustainability index and a decrease in the total exergy destruction. The variations

of turbine I inlet temperature and turbine II inlet temperature are shown in

Figs. 43.4 and 43.5 for comparison purposes.

Fig. 43.4 Variations of total exergy destruction rate and sustainability index versus turbine I inlet

temperature

Fig. 43.5 Variations of total exergy destruction rate and sustainability index versus turbine II inlet

temperature
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Figure 43.6 compares the annual avoided CO2 emissions in natural gas combined

power plant and coal-fired power plant. As seen in this figure, an increase in turbine

inlet temperature leads to an increase in annual avoided CO2 emissions at both

plants. It means that an increase in fuel burnt in boiler will eventually result in an

increase of CO2 emissions. It is also seen that the amount of annual CO2 of natural

gas combined cycle is less than coal-fired power plant at a same power output

emphasizing on the higher specific CO2 emissions for the coal-fired power plant.

43.6 Conclusions

In this chapter, the Dora II binary geothermal power plant has been examined under

some given operating conditions and compared to the other types of power genera-

tion system in terms of environmental impact. Based on the analysis and assess-

ment, the following main conclusions are obtained:

• The largest exergy destruction rate takes place in brine re-injection as 10.3 MW.

The second and third highest exergy destructions occur in cooling tower and

turbine with 4.7 and 3.4 MW, respectively.

• The CO2 emissions from geothermal power generation are much lower than

those produced by power generation based on burning fossil fuels.

• The annual avoided CO2 emissions associated with the Dora II binary geother-

mal power plant are 85 Mega Ton CO2-eq/yr and 40 Mega Ton CO2-eq/yr with

regard to the production of the same services with a coal-fired power plant and

natural combined gas cycle power plant for electricity, respectively.

Fig. 43.6 Variations of annual avoided CO2 emission with turbine II inlet temperature for

various cases
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Chapter 44

Exergy Analysis and Environmental Impact

Assessment of Solar-Driven Heat Pump

Drying Systems

Hasan Ozcan and Ibrahim Dincer

Abstract Exergy and sustainability analysis and environmental impact assessment

of drying processes are performed for conventional and solar-driven two-stage

evaporator heat pump drying systems. Some parametric studies are also undertaken

to investigate the influence of environmental and system parameters on the overall

efficiencies. Greenhouse gas (GHG) emissions, for electricity generation are com-

paratively evaluated under various options. Coal-based generation has the highest

emissions for both conventional and solar-driven drying systems and lowest

emissions are observed for nuclear and solar photovoltaic based electricity genera-

tion. The results show that solar thermal integration to the heat pump drying system

brings an additional 32 gCO2/kWh carbon dioxide emission due to production,

transportation, maintenance, and disposal of the solar thermal system. However,

GHG emissions from conventional HPD system are 20.4–34.1 % higher than those

of solar-driven HPD system for different generation resources.

Keywords Environmental assessment • Exergy analysis • Efficiency • Drying

systems • Heat pump • Renewable energy • Solar • Two-stage evaporation

Nomenclature

Cp Specific heat (kJ/kg �C)
ex Exergy rate (kW)
_Ex Exergy rate (kW)
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h Specific enthalpy heat convectivity (kJ/kg)—(W/m2 K)

_m Mass flow rate (kg/s or L/min)

Nu Nusselt number

P Pressure (kg/m s2)
_Q Heat transfer rate (kW)

s Specific entropy (kJ/kg K)

T Temperature (K or �C)
T0 Ambient temperature (K or �C)
TSP Solar panel temperature (K or �C)
TSUN Sun temperature (K or �C)
U Overall heat transfer coefficient for solar panels (W/m2 K)

w Specific humidity ratio (g water/kg air)
_W Work rate or power (kW)

Greek Symbols

η Energy efficiency

ψ Exergy efficiency

Subscripts

a Air

act Actual

B Blower

comp Compressor

cond Condenser

D Destruction

dry Dryer

en Energy

ex Exergy

r Refrigerant

s Isentropic

v Water vapor

w Water

p Product

Acronyms

C-HPD Conventional heat pump drying system

COP Coefficients of performance

EES Engineering equation solver
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EIE Environmental impact assessment

EV Expansion valve

GHG Greenhouse gas

GWP Global warming potential

HP Heat pump

HPD Heat pump drying

HPE High-pressure evaporator

LCA Life cycle assessment

LPE Low-pressure evaporator

ODP Ozone depleting potential

SC Sub-cooler

S-HPD Solar heat pump drying system

SI Sustainability index

44.1 Introduction

The main cause of global climate change is generally accepted to be growing

emissions of greenhouse gases (GHGs) as a result of increased use of fossil fuels.

Rising concerns about the effects of global warming and declining fossil fuel stocks

have led to increased interest in renewable energy sources such as wind and solar

energies [1, 2]. Several methods and analysis are performed by researchers and

scientists to reduce the GHG emissions from energy- and material-intensive pro-

cesses such as industrial and residential processes and transportation.

Drying processes are thermal applications used for various applications as food,

wood, clothe drying, residential or industrial conditioning, etc. Drying industry

utilizes large quantities of energy, making it one of the most energy-intensive

industrial operations. The objective of a dryer is to supply the substance with

more heat than is available under ambient conditions, thus sufficiently increasing

the vapor pressure of the moisture held within the product to enhance moisture

migration from within the product and significantly decreasing the relative humid-

ity of the drying air so as to increase its moisture carrying capability and to ensure a

sufficiently low-equilibrium moisture content [3, 4]. Exergy analysis can be used to

assess and improve energy systems and can help better understand the benefits of

utilizing green energy by providing more useful and meaningful information than

energy provides. Exergy clearly identifies efficiency improvements and reductions

in thermodynamic losses attributable to green technologies. Exergy can also iden-

tify better than energy the environmental benefits and economics of energy

technologies. Thus, exergy has an important role to play in increasing utilization

of green energy and technologies [5].

Solar energy is a promising renewable technology providing considerable ther-

modynamic and environmental advantages compared to conventional systems and

considered to be the cleanest energy source available. Solar-driven energy systems

decrease the GHG emissions, provide reclamation degraded lands, reduce
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transmission lines of electricity grids, as well as improve socioeconomic

parameters such as employment and energy supply security [6, 7]. Solar energy

does not cause any emission when the system is running; however there is a

considerable amount of emissions during the construction and transportation of

solar systems. Several papers have been published to evaluate the environmental

impact of solar thermal and solar photovoltaic systems using life cycle assessment

(LCA) methodology, considering global warming potential (GWP), acidification,

eutrophication of air and water and heavy metals, and cancerogenic factors [8].

In this study a solar-driven two-stage evaporation heat pump drying system is

considered. Energy, exergy, sustainability analysis, and environmental impact

assessment (EIA) are performed for various environmental and system parameters.

Coal, fuel oil, natural gas, Canada mix (2008), nuclear, and solar photovoltaic

energy sources are used as the electricity input for the overall system. The following

objectives are aimed for this study:

• Comprehensive energy and exergy analyses considering various environmental

and system parameters.

• Sustainability and EIA to evaluate some parameters for better sustainability.

• A comparison of conventional and solar-driven system to show the impact of

solar energy resource on the environment.

44.2 Heat Pump Drying Systems

The essential goal of drying processes is to produce dehumidified products to a

desired value. Drying is one of the most energy-intensive processes and almost

15 % of industrial energy is utilized for drying applications [9, 10]. In developed

countries 9–25 % of national energy is used for drying purposes such as wood,

textile, and food product drying applications. Thus, it is necessary to utilize better

and efficient technologies to reduce the energy consumption [10–13]. Heat pump

drying systems are considered to be one of the most efficient thermal systems for

drying purposes [14]. A simplified schematic representation of heat pump drying

system is shown in Fig. 44.1.

DRYER

Humid Air

Dehumid Air

Fig 44.1 Simplified

representation of a

conventional HPD system
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Two-stage evaporation system provides two different airstreams with different

temperature and humidity. Such a system would ensure the versatility of multiple

drying chambers whereby two or more different products requiring different drying

conditions can be dried with one heat pump system. Therefore, this system

regulates the drying process better than one-stage evaporation heat pumps

[15]. This two-stage evaporation is investigated by various researchers and they

have concluded that two-stage evaporation heat pump units are superior to

one-stage evaporation heat pumps in terms of performance and drying conditions

[16–20].

Since it is obvious that solar-driven heat pump drying systems reduce the

environmental impact, the life cycle of the solar units should be considered as

there are embodied emissions from production and transportation of these units.

When compared to fossil fuel electricity generation systems, renewable energy

electricity is characterized by a greater share of total environmental impact attrib-

utable to fabrication and installation compared to the operation phase [21]. The

solar system used in this study is an air-type flat-plate collector which is typical and

commonly used for air and water heating. Specification of such system and

approximated quantities of materials used for the production are evaluated from

the data given in ref. 22. Components of air-type solar collector and relative impact

of the system is also graphically represented in Figs. 44.1 and 44.2. This data

proportionally changes due to the need for more solar collector area for drying

systems [8, 23].

Solar and conventional systems include same components with the exception of

solar heat pump drying unit including a solar heating unit in it. Thus, the life cycle

and impact assessment for each component of the systems are not considered. Since

the energetic and exergetic efficiencies of both C-HPD and S-HPD systems are

different, there will be a slight difference between life cycles of the units and

S-HPD has an additional emission due to solar system production. However,

considering the power consumption of both systems S-HPD is more advantageous

in terms of GHG emissions and thermodynamic efficiencies. These analyses are

discussed and represented in next sections.

HeatedCrystal
Aliminium
Frame
CopperCollector
Area
CopperTubes
FiberGlass
Insulation
StainlessSteel
HeatEx.
StainlessSteel
StorageTank
Plyurethane
insulation

Solar
Collectors
StorageTank
Auxiliary
Equipments

Solar System

Fig 44.2 Components of an air-type solar system (modified from ref. 8, 21)
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44.3 System Description

A schematic representation of proposed solar-driven heat pump drying system is

shown in Fig. 44.4. As mentioned in Sect. 44.2, multistage evaporation heat pump

systems show better energy and exergy efficiencies. Considered solar-driven heat

pump drying system is integrated to a two-stage high- and low-pressure evaporation

heat pump. Humid air enters to low-pressure evaporator and high-pressure evapo-

rator for dehumidification. Dehumidified air enters to condenser, sub-cooler 1, and

sub-cooler 2, respectively. Heated air is at a low temperature and not at the desired

conditions for the dryer input. Thus, air-type flat-plate solar collectors are

integrated to the system to obtain the desired temperature inlet to the dryer. For

the conventional system, it is assumed that the energy input from the solar

collectors is taken from electric grid and desired temperature input is improved

for the dryer. Two-stage evaporation heat pump unit is modified from ref. 15

(Fig. 44.4).

Heat pump system consists of a compressor, condenser, sub-cooling units, two

expansion valves, high- and low-pressure evaporators, back-pressure regulator

valve, and a mixer. R22 is used as refrigeration fluid. The refrigerant is at high

pressure in superheated region at condenser inlet. Assuming that the refrigerant is

totally condensed at the condenser, it extracts some heat to the air cycle with

sub-coolers. Cooled down fluid refrigerant expands with expansion valves into

two different pressures and gets into high- and low-pressure expansion valves.

Assuming that the refrigerant is totally evaporated, it is brought to the

low-pressure side of refrigerant with back-pressure regulator valve and two streams

are mixed in the mixing chamber.

During the analysis, each input is varied within certain ranges in order to

understand the effects of each parameter. Solar global radiation (St), refrigerant

and air mass flow rates, compressor isentropic efficiency (ηs), desired dryer input

temperature, ambient pressure (P0) and temperature (T0) and wind speed (v0)

variation, specific humidity ratio (w), heat exchanger efficiencies (ηhex), and solar

system parameters have strong influences of component and overall system
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Fig. 44.3 Relative impact of solar system production (modified from ref. 8)
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efficiencies in terms of energy and exergy. Thus, some system parameters and their

ranges are represented in Table 44.1. Effect of these parameters on efficiencies is

graphically discussed in results and discussion section.

HCFC-22 refrigerant is a replacement for HCFC-12 refrigerant with lower ozone

depletion potential (ODP). However, the chlorine atoms still deplete the ozone

layer with reacting O3 atoms. Natural hydrocarbons are promising replacements for

ozone-depleting refrigerants with lower GWP but the higher flammability of these

refrigerants is still an existing problem for large-scale heat pump systems. Consid-

ering the hazardous effects of natural refrigerants, HCFC-22 is selected to be the

running fluid in the heat pump system [25]. A comprehensive mass, energy, exergy,

and sustainability analysis and EIA of the solar-driven and conventional heat pump

drying systems are represented in Sect. 4. Formulations for evaluating efficiencies,

exergy destructions, and GHG emissions are also explained in detail.

Compressor

Subcoolers

C
ondenser

H
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vaporator
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Fig. 44.4 Schematic representation of solar-driven heat pump drying system (adapted from

ref. 15)
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44.4 Thermodynamic Analyses

In this section, thermodynamic and environmental analysis of the HPD system is

discussed in detail. Energy and exergy efficiencies, GHG emissions, and

sustainability index are defined in terms of component-based balance equations

for mass, energy, entropy, and exergy. The thermodynamic analysis and EIA are

applied to the considered system and results are discussed in the next section.

Following assumptions are made during the analysis [e.g., Eq. 44.4]:

• All processes through the system are of steady state and steady flow.

• Air is treated as ideal gas.

• Potential and kinetic energies of the overall system are negligibly small.

• Compressor is taken to be internally and externally reversible, and its isentropic

efficiency is 95 %.

• No pressure drops and heat exchange during the components and piping.

• Temperature of sun is taken to be 5,762 K [24].

• Specific heats of air and water are constant during the process.

A general mass, energy, and entropy balance for the heat pump drying system is

defined as follows:

X
_min ¼

X
_mo (44.1)

X
_mihi ¼

X
_mo ho (44.2)

X
_misi þ _Sgen ¼

X
_mo so (44.3)

Table 44.1 System property data and parameters (adapted from refs. 15, 24)

Property Unit Range of variation

Compressor isentropic efficiency (ηs) (%) 90–95

Heat exchanger efficiency (ηhex) (%) 75–90

Specific heat of air (Ca) (kJ/kg �C) 1.004

Specific heat of water (Cv) (kJ/kg �C) 1.872

Sun temperature (Tsun) K 5,762

Ambient temperature (T0) K 285–300

Ambient pressure (P0) kPa 90–110

Global solar radiation (St) kW/m2 0.3–0.9

Ambient velocity (v) m2/s 0.2–0.5

Solar panel area m2 20–40

Refrigerant mass flow rate _mref kg/s 0.05–0.07

Air mass flow rate _ma kg/s 0.4–0.5

Dryer input temperature K 320–340

Working refrigerant – HCFC22

Humidity ratio (w) g water/kg air 2–14
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X
_miexi ¼

X
_moexo þ _Exd þ _ExQ (44.4)

where _m is mass flow rate, h is enthalpy, s is entropy, and ex is exergy of the matter

at the considered state. _Sgen, _Exd; and _ExQ refer to entropy generation rate, exergy

destruction rate, and thermal exergy rate of the stream, respectively. Subscripts

i and o represent inputs and outputs. Thermal exergy rate and exergy of water,

refrigerant, and air as well as exergy rate are defined as follows [4, 26]:

_ExQ ¼ 1� TL
TH

� �
: _Q (44.5)

exw;r ¼ ðh� h0Þ � T0ðs� s0Þ (44.6)

exa ¼ ðCp; aþ ωCp; vÞT0½ðT=T0Þ � 1� lnðT=T0Þ� þ ð1þ 1:6078ωÞRaT0 lnðP=P0Þ
þ RaT0fð1þ 1:6078ωÞ ln½ð1þ 1:6078ω0Þ=ð1þ 1:6078ωÞ�
þ1:6078ω lnðω=ω0Þg

(44.7)

_Ex ¼ _mðexÞ (44.8)

where Cpa, Cpv, Ra, and w represent specific heats of air and water vapor, gas

constant of air, and specific humidity ratio and subscript 0 represents ambient

condition. The generalized energy and exergy efficiencies are defined as follows:

COPHP ¼
_Qevap

_Wcomp

(44.9)

η ¼
_Eout

_Ein

(44.10)

ψ ¼
_Exuseful
_Exin

(44.11)

Here, COP is coefficient of performance for the heat pump system, and η andψ
are energy and exergy efficiency of the overall system and components. Since the

EIA is based on the exergy destructions and exergetic efficiencies of the system,

these data are tabulated in Table 44.2. For the solar-driven heat pump unit, exergy

of sun is considered as the input to the system. Energy and exergy definitions for the

solar system are defined as follows [27]:

_Exsun ¼ 1� T0
Tsun

� �
: St:A (44.12)
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ψ sun ¼
_Exout þ 1� T0

Tsp

� �
_Qsp

_Exsun
(44.13)

where A, St, and Qsp indicate solar panel area, global solar radiation, and solar panel

heat to air. Subscripts sun and sp represent sun and solar panels. Another way to

understand the scope for improvement at the design stage as well as in the existing

system is through the sustainability index (SI). Sustainability index is directly

related to the exergy efficiency; thus sustainability should be considered together

with exergy analysis. It shows how exergy methods are essential in improving

performance that allows the society to benefit from it. As the sustainability index

increases, it means better sustainability is obtained [3, 28]:

SI ¼ 1

1� ψ
(44.14)

Exergy efficiencies and exergy destruction rates for every component of the

solar-driven heat pump drying system are defined with the state points as mentioned

in Table 44.2. Overall system efficiencies and sustainability of both conventional

and solar-driven HPD systems are evaluated in terms of efficiency definitions given

in Eqs. 44.10–44.14. Other tabulated exergy efficiency and exergy destruction rate

definitions are obtained from mass, energy, entropy, and exergy analysis for each

state point defined in system scheme. Exergy destructions are defined to be

associated with the entropy generation of each component. This definition can be

Table 44.2 Exergy efficiencies and exergy destructions of the system components

Part Exergy efficiency Exergy destruction rate

Compressor ð _Ex2;act � _Ex1Þ= _Wcomp
_ExD;comp ¼ T0 _mrðs2;act � s1Þ

Condenser ð _Ex14 � _Ex13Þ=ð _Ex2 � _Ex3Þ _ExD;cond ¼ T0½ _mrðs2 � s3Þ � _maðs14 � s13Þ�
Sub-cooler I ð _Ex15 � _Ex14Þ=ð _Ex3 � _Ex4Þ _ExD;SCI ¼ T0 _mrðs3 � s4Þ � _maðs15 � s14Þ½ �
Sub-cooler II ð _Ex16 � _Ex15Þ=ð _Ex4 � _Ex5Þ _ExD;SCII ¼ T0 _mrðs4 � s5Þ � _maðs16 � s15Þ½ �
Evaporator (HP) ð _Ex12 � _Ex13Þ=ð _Ex7 � _Ex8Þ _ExD;HPE ¼ T0½ _mrðs7 � s8Þ � _maðs12 � s13Þ�
Evaporator (LP) ð _Ex11 � _Ex12Þ=ð _Ex9 � _Ex6Þ _ExD;LPE ¼ T0½ _mrðs9 � s6Þ � _maðs11 � s12Þ�
Expansion valve I ð _Ex6= _Ex50 Þ _ExD;EVI ¼ T0 _mr s6 � s50

� �

Expansion valve II ð _Ex7= _Ex500 Þ _ExD;EVII ¼ T0 _mr s7 � s500
� �

BP regulator valve ð _Ex10= _Ex8Þ _ExD;BPRV ¼ T0 _mrðs10 � s8Þ
Mixer ð _Ex1=ð _Ex10 þ _Ex9Þ _ExD;MIX ¼ T0 _mrðs1 � s9 � s10Þ
Blower ð _Ex17 � _Ex16Þ= _Wfan

_ExD;B ¼ T0 _mrðs17 � s16Þ
Solar panels _Exoutþ 1� T0

Tsp

� �
_Qsp

_Exsun

_ExD;SP ¼ T0 _maðs18 � s17Þ � _QSolar

TSP

� �

Storage tank ð _Ex23 � _Ex21Þ=ð _Ex18 � _Ex17Þ _ExD;ST ¼ T0½ _mwðs23 � s21Þ � _maðs18 � s17Þ�
Solar pump ð _Ex22 � _Ex21Þ= _Wpump

_ExD;P ¼ T0 _mwðs22 � s21Þ
Dryer ð _Ex20 � _Ex19Þ=ð _Ex18 � _Ex11Þ _ExD;Dry ¼ T0½ _maðs20 � s19Þ � _mpðs18 � s11Þ�
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made with exergy balance equations by defining the difference between input and

output exergy rates of streams in each component. Thermal exergy should also be

included for both definitions as conducted for the entropy generation methodology.

A comparative assessment of these resources is performed in the results section

and variation of GHG emissions with increasing exergy efficiency is graphically

represented as well as the sustainability index in order to show the influence of

thermodynamic performance of system on emission and sustainability.

As for the EIA, GHG emissions, for electricity generation options are compara-

tively evaluated.

GHG emissions from considered power sources are represented in Fig. 44.5a, b.

The emissions from these sources are 960, 778, 443, 228, 66, and 32 g CO2-eq/kWh

for coal, fuel oil, natural gas, Canada mix, nuclear, and solar PV, respectively

[29–32]. Canadian grid consists of 59 % hydropower, 19 % coal, 15 % nuclear, 5 %

natural gas, 1 % fuel oil, and 1 % wind. Since the total percentage of clean energy

such as hydropower and nuclear has a higher percentage of 75 %, emissions from

Canadian grid mixture are lower than that of coal, fuel oil, and natural gas by 76, 70,

and 48 %, respectively. However, the emissions from Canadian grid mixture are
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higher than those of nuclear and solar PV since it contains fossil fuel-based

generation by 25 %. These emissions are related to the system power consumption

and emissions for both solar-driven and conventional HPD systems are evaluated

and discussed.

44.5 Results and Discussion

Thermodynamic analysis of the conventional and solar heat pump drying systems is

performed using engineering equation solver (EES) software program and results

are graphically represented [33]. Exergy destructions and exergy efficiencies of

the components and overall system are shown in Fig. 44.6a, b. Among all

components, the heat exchangers have the lowest exergy efficiencies with respect

to the high temperature differences and resulting more entropy generation between

the refrigerant and air. Based on the conducted analysis, the exergy destruction rates

for the components are determined to be in the following descending order:
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compressor 0.135 kW, condenser 1.32 kW, sub-cooler I 0.105 kW, sub-cooler II

0.0625 kW, HP evaporator 0.229 kW, LP evaporator 0.3749, expansion valves

0.133 kW, solar panels 0.76 kW, and dryer 0.35 kW.

Since the compressor is assumed to be internally and externally reversible, it has

one of the highest exergy efficiencies among all components by 92 %. Exergy

efficiencies of system components are in the following order: condenser 27 %, HP

evaporator 21 %, LP evaporator 50 %, expansion valves 90 %, sub-cooler I 37 %,

sub-cooler II 51 %, and dryer 19 %. Exergy efficiency of the heat pump system is

found to be 66 %. Exergy efficiency of S-HPD system is found to be 32.7 % for the

baseline model. Considering the exergy of sun as the main input to solar collectors,

total exergetic efficiency of the overall system is found to be 6 %. This low

efficiency indicates that the solar energy cannot be used efficiently with the existing

solar systems. Even if more efficient systems are commercially produced, solar

exergy will always be superior due to the temperature of sun. In the analysis exergy

efficiency of solar panels is considered instead of exergy of sun; however low

efficiency from sun is to indicate that solar systems are still inefficient in terms of

receiving energy from sun.

The ambient pressure and temperature variation effects on the exergy efficiency

of heat pump system and overall heat pump drying system are shown in Fig. 44.7a, b.

A pressure variation of 20 kPa increases overall efficiencies by 1.3–1.4 %. It is

expected that higher ambient pressures will increase the exergy efficiency of the

HPD system. However, the ambient pressure is generally constant and its effect on

exergy efficiencies is almost negligible. Ambient temperature influences the system

exergy more than that of ambient pressure. Considering 10 K of variation, solar heat

pump drying exergy efficiency decreases by 36 %. The HPD system performance is

better at lower ambient temperatures. It is expected that performance of the system

will decrease in summers and increase in winters. However, cloudy nature of

winters will decrease the solar radiation and solar HPD performance is dependent

on this parameter and the ambient temperature as well. However, this conclusion is

made considering Eq. 44.12. Solar systems provide higher amounts of energy in

summer times, which is practically desired.

Solar global radiation effect on solar panel and overall exergy efficiencies are

exhibited in Fig. 44.8. It is expected that solar radiation increase also increases the

exergy efficiency; however the more the solar radiation is, the more the sun of

exergy. Thus, since exergy of sun is denominator for the exergy efficiency of solar

panels, exergy efficiency of solar panels in terms of sun temperature decreases by

37 % and overall exergy efficiency by 25 % with an increase of 0.3 kW/m2 at solar

global radiation. The best option for solar global radiation is found to be 0.5 kW/m2

for the system. To increase the solar exergy received by sun, increasing the solar

panel area is the best option. Solar panel area effect on the system overall exergy

efficiency is represented by Fig. 44.9. Exergy efficiency associated with exergy of

sun increases by 45.3 % with a variation of 20 m2 solar panel area. Increasing solar

panel area linearly increases the exergy efficiency; however, GHG emissions also

increase since production of raw materials also increases. Optimum solar panel area
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for the existing S-HPD system is found to be 28 m2. Solar panel area is calculated

considering the desired dryer inlet temperature.

Another environmental parameter, wind speed, is also a varying environmental

parameter influencing the solar panel performance by a decrease of up to 25 %.

Heat convection coefficient is influenced by the Nusselt number and this dimen-

sionless number is affected by the ambient velocity. This environmental parame-

ter increases and decreases during the operation of the system and makes a

slight effect on the overall exergy efficiency of the S-HPD system. Conventional

HPD system is not influenced by solar global radiation, ambient velocity, and

other solar parameters.

Corresponding indirect emissions and the sustainability indices are determined

with respect to the system parameters of the solar and conventional heat pump

drying systems. The sustainability index is a good indicator of how efficiently the

resources are utilized in the solar-driven and conventional HPDs. Thus, it is there-

fore directly related to the exergy efficiencies and exergy destruction rates

associated with each HPD systems. Moreover, the indirect GHG emissions are

produced from electricity generation associated with the compressor, blower, and

solar pump work. Fig. 44.10a, b represents the variation of GHG emissions from six

different generation resources for the S-HPD and C-HPD systems. Exergy efficiency

of S-HPD system varies in terms of mass flow rate of air and HCFC-22 and ambient

parameters such as temperature, pressure, ambient velocity, and global solar radia-

tion. These parameters can vary the total exergy efficiency of the system between

20 and 36 %. Considering this variation, emissions from coal, fuel oil, natural gas,

Canadian grid mixture, nuclear, and solar PV decrease by 40–44 %. This significant

decrease occurs only with a performance increase of 20%. It is of crucial importance

to phase out fossil fuel power production units to decrease emissions. Renewable

resources as solar PV have even lower emissions from nuclear plants.

Table 44.3 represents the emissions for six generation resources for both solar-

driven and conventional HPD systems for the baseline model. GHG emissions from

solar panel LCC analysis are found to be 32 g CO2-eq/kWh for the solar-driven
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system. This evaluated value is also added to the total emissions. However, GHG

emissions from conventional HPD system are 20.4–34.1 % higher than those of

solar-driven HPD system for different generation resources. Highest emissions are

from coal generation resource and lowest emissions are from nuclear and solar PV

generation resources for both solar-driven and conventional HPD systems.

Considering the Canadian grid mixture, GHG emissions and sustainability index

variation are given in Fig. 44.11. For the baseline models GHG emissions from

Canadian grid are evaluated to be 676.1 and 1248.1 g CO2eq/kWh for S-HPD

and C-HPD and sustainability indices are 1.49 and 1.20, respectively. Exergy

efficiencies of both systems are dependent on system and environmental

parameters. Sustainability index of solar-driven HPD system is 19.2 % higher and

GHG emissions are 45.8 % lower than the conventional HPD system.
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Table 44.3 GHG emissions (gCO2eq/kWh) from generation resources for the baseline

model HPDs

Baseline model Coal Fuel oil Natural gas Canada mix Nuclear Solar PV

S-HPD 2,744 2229.85 1283.475 676.1 218.45 175.17

C-HPD 5,255 4258.9 2,425 1248.1 361.29 200.18
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Thermodynamic performance of drying systems and integration of renewable

energy resources to such systems strongly influence the sustainability and GHG

emissions. High-energy- and -exergy-efficient thermal system design and transition

to environmentally friendly resources for power generation are of importance for

sustainable development and lower GHG emissions.

44.6 Conclusions

In this chapter, energy, exergy, and sustainability analysis and EIA of drying

processes are performed for conventional and solar-driven two-stage evaporator

heat pump drying systems. Some parametric studies are also performed to designate

the influence of environmental and system parameters on the overall efficiencies.
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GHG emissions from different generation resources are also presented. The follow-

ing findings are obtained from the analysis:

• Among all components, the heat exchangers have the lowest exergy efficiencies

with respect to the high temperature differences and resulting more entropy

generation between the refrigerant and air. Based on the conducted analysis, the

exergy destruction rates for the components are determined to be in the follow-

ing descending order: compressor 0.135 kW, condenser 1.32 kW, sub-cooler I

0.105 kW, sub-cooler II 0.0625 kW, HP evaporator 0.229 kW, LP evaporator

0.3749, expansion valves 0.133 kW, solar panels 0.76 kW, and dryer 0.35 kW.

• Exergy efficiency of S-HPD system is found to be 32.7 % for the baseline model.

Considering the exergy of sun as the main input to solar collectors, total

exergetic efficiency of the overall system is found to be 6 %. Exergy efficiency

of the baseline conventional HPD system is 16.7 %. Exergy efficiency of the

S-HPD system is 48.9 % higher than that of C-HPD system.

• GHG emissions from conventional HPD system are 11–34.1 % higher than those

of solar-driven HPD system for different generation resources. Highest

emissions are from coal generation resource and lowest emissions are from

nuclear and solar PV generation resources for both solar-driven and conven-

tional HPD systems.

• For the baseline models GHG emissions from Canadian grid are evaluated to be

676.1 and 1248.1 g CO2eq/kWh for S-HPD and C-HPD and sustainability

indices are 1.49 and 1.20, respectively. Exergy efficiencies of both systems are

dependent on system and environmental parameters. Sustainability index of

solar-driven HPD system is 19.2 % higher and GHG emissions are 45.8 %

lower than the conventional HPD system considering Canadian grid mixture

as the generation resource.

• Thermodynamic performance of drying systems and integration of renewable

energy resources to such systems strongly influence the sustainability and GHG

emissions. Design of efficient thermal systems and phase out of fossil fuels are of

importance for a sustainable development.
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Chapter 45

Regional Energy Planning Tool

for Renewable Integrated Low-Energy

District Heating Systems: Environmental

Assessment

Hakan İbrahim Tol, Ibrahim Dincer, and Svend Svendsen

Abstract Low-energy district heating systems, operating at low temperature of

55 �C as supply and 25 �C as return, can be the energy solution as being the

prevailing heating infrastructure in urban areas, considering future energy schemes

aiming at increased exploitation of renewable energy sources together with

low-energy houses in focus with intensified energy efficiency measures. Employing

low-temperature operation allows the ease to exploit not only any type of heat

source but also low-grade sources, i.e., renewable and industrial waste heat, which

would otherwise be lost. In this chapter, a regional energy planning tool is described

considered with various energy conversion systems based on renewable energy

sources to be supplied to an integrated energy infrastructure involving a low-energy

district heating, a district cooling, and an electricity grid. The developed tool is

performed for two case studies, one being Greater Copenhagen Area and the other

Greater Toronto Area, in accordance with various climate conditions and available

resources in these locations, CO2 emission savings obtained with up to 880 and

1,400 M tons, respectively.

Keywords Regional energy planning • Low-energy • Low temperature • District

heating • Renewable energy • Integrated energy distribution • Renewable integrated

low-energy district heating systems • Environmental assessment • Intensified

energy efficiency measures • Low-grade sources • Industrial waste heat • Regional

energy planning tool • Integrated energy infrastructure • Low-energy district
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heating • District cooling • Electricity grid • Copenhagen • Toronto area • CO2

emission savings

45.1 Introduction

As long-term energy solutions, energy supply systems based on renewable energy

sources have been of considerable interest to policy makers due to such systems

being more environmentally friendly than those of fossil fuels that lead to depletion

[1, 2]. District heating has shown its weightiness as a sustainable solution to

community-wide energy supply system due to its benefits of being energy efficient

in urban scale, ease of connecting to any type of heat source, and improved comfort

levels provided to houses even in cold climate conditions [3, 4]. Aims focused on

reducing the residential heat consumptions, together with the increasing exploita-

tion of renewable energy sources for providing heat, have led to a new concept of

district heating systems with improved efficiency measures by means of

low-temperature operation such as 55 �C in the case of supply and 25 �C in the

case of return [5, 6]. Various advantages have been observed regarding low

operating temperatures in district heating systems, such as (a) reduced heat loss

from the network and the network equipment, (b) increased efficiency of generating

heat at the production site, (c) ease of exploiting low-grade heat sources such as

waste heat from industrial facilities which otherwise gets lost, and (d) improved

indoor thermal comfort at the consumer site with lowered speeds of air circulation,

prevented dehydration of air, and reduced risk of skin burns [6–9].

Hence, the intention of this research was directed to design an energy planning

tool on the regional basis with focus being given to determining the capacities of

renewable-based energy conversion systems to regional heat requirements, which

involves space heating and domestic hot water production.

45.1.1 Background

It can be rewarding to provide adequate background information for a better

understanding of both concepts with respect to (a) the developments presented

regarding the field of low-energy district heating systems and (b) various emphases

considered in the models of energy planning tools presented by some of the studies

in this field.

Low-Energy District Heating Systems

A preliminary project in this field [5, 6] has presented the concept of

low-temperature operation (50 �C as supply and 25 �C as return) in low-energy
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district heating systems with detailed analysis, in particular, being performed with

respect to (a) heat demand of low-energy houses, (b) substation configurations in

proper to low-temperature operation, (c) twin-pipe utilization in the district heating

network, and (d) socioeconomic assessment of employing low-energy district

heating systems in comparison to alternative heating option considered with equip-

ping an individual heat pump at each house located in the district. The observations

regarding the case studies taken in this research showed that low-energy district

heating systems are competitive in socioeconomic perspective compared to alter-

native heating systems. Several successful examples of employing low-energy

district heating systems have been demonstrated in case projects in Lystrup,

Denmark [10, 11]; in the SSE Greenwatt Way development project in Slough in

the UK [12]; in the Drake Landing Solar Community project in Okotoks, Alberta,

Canada [13]; and in Munich, Germany [14].

Various analyses have been performed in order to investigate the further

improvements in employing low-energy district heating systems in addition to the

benefits achieved by means of low-temperature operation. Torio [15] performed

exergy analysis on low-energy systems involving heating and cooling, operating in

low temperatures and high temperatures, respectively, in assessing exergy perfor-

mance with different scopes such as in the levels of human thermal comfort,

building, community, and heat source. Christiansen [11] and Brand [16] presented

detailed description of substation configurations, equipped either with storage tank

or without, both in proper with low-temperature operation. Tol and Svendsen [17,

18] addressed various aspects of designing low-energy district heating systems,

details being given regarding (a) determination of pipe dimensioning methods;

(b) comparative assessment of substation types, either equipped with storage tank

or not; and (c) the effect of consumer behavior on the energy performance of the

network layouts, either branched or looped.

Regional Energy Supply Planning

Lund et al. [19] assessed expansion scenarios of renewable-based district heating in

urban and rural areas located at Denmark. Their results concluded in prevailing use

of district heating systems in the urban areas to be considered as the future national

energy supply scheme. However, the energy supply in the rural areas was found to

be relied on individual heat pump systems for the purpose of heating. Sperling and

Möller [20, 21] addressed that expending the network of district heating when

considered together with improved residential energy performance improves the

heat production efficiency. Østergaard and Lund [22] proposed a transition period

for the Frederikshavn energy infrastructure—considering electricity, heat, and fuel

required for industry and transportation system—to be based totally on renewable

energy. Mathiesen [23] carried out a comparative analysis focused on exploiting

biomass considered either in the heat sector or in the industrial sectors. The results

highlighted using biomass in industrial sectors more than heating sector. Weber and
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Shah [24] presented a communal energy supply tool DESDOP with respect to

meeting two different energy requirements as heating and electricity.

45.1.2 Goal and Scope Definition

This chapter presents an energy planning tool focused on determining the capacities

of energy conversion systems, each sourcing from different renewable energy

source and/or having different energy generation configuration considered with

single generation, co-generation, and tri-generation. The latter was considered due

to the efficiency gains by means of multi-generation systems in which the waste

heat from one energy generation, which would otherwise be lost, is utilized in

the generation of another energy form(s) [1]. Hence the focus was extended to the

consideration of other energy requirements such as electricity and cooling in

addition to the heating requirement. Further consideration was directed to assess

the satisfaction of the energy requirements on a monthly basis since the availability

of certain renewable energy sources varies stochastically through an year period

(such as solar and wind energy) as well as energy requirements, each showing

distinct trend of variation [24].

45.2 System Description

The regional energy supply was considered with a city-wide integrated energy

system taking account of a low-energy district heating system, an electricity grid,

and a district cooling. The energy source of the integrated system can be multiple

energy conversion systems, each based on different renewable energy source and/or

having different generation technology (Fig. 45.1).

45.2.1 Low-Energy District Heating Networks

A low-energy district heating network is considered as the prevailing heating

infrastructure, when it covers the whole neighboring urban settlements in a city/

region due to its ease to connect any type of heat source. One of the successful

examples of large-scale district heating systems can be illustrated by the

Copenhagen district heating network which has the capacity to supply heat to

275,000 households [3]. Employing such city-wide district heating system in

populated urban settlements brings the need for an energy planning scheme on

the basis of infrastructure transformation with respect to new and existing

settlements. New settlements can be easily employed with low-energy district

heating systems. The design of the piping network, however, was considered with
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optimizing the piping network being aimed at minimizing the dimensions of each

pipe segment until the pressure loss through each route reaches to the head lift

provided by the main pump station [17]. The existing settlements employed with

either conventional district heating systems operating in high temperature configu-

ration or natural gas grid were considered to be replaced with low-energy district

heating systems. The transition period for these settlements was considered with

operational control philosophy involved with boosting of the supply temperature in

the peak cold winter periods. This operational strategy allowed reduction of the

pipe dimensions in the design stage of low-energy district heating systems in these

locations. This is due to the over-sizing of the in-house radiator systems equipped in

the old houses located at the existing settlements, which was obtained with reduced

mass flow requirement in case the supply temperature is boosted [25, 26].

45.2.2 Integrated Energy Supply

The efficiency improvement measure that is possible with multi-generation

facilities contributes to the necessity of integrating other energy requirements to

be considered with low-energy district heating systems. Hence, in this chapter, the

energy forms are considered with heating, electricity, and cooling, each being

provided by means of a distribution network, i.e., heat supply via low-energy

district heating system, electricity via electricity grid, and cooling via district

cooling system, all of which considered as the residential requirements.

Elec
tric
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Grid

Distr
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Coo
lin

g Low
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Fig. 45.1 Simplified illustration of an integrated renewable supply
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Large-scale distribution systems have the advantage of utilizing economy of scale

that allows lowered specific investment costs (cost per unit nominal capacity) for

the energy conversion systems when they are designed in large scales.

45.2.3 Renewable Energy Conversion Systems

Various energy conversion systems are considered in this chapter on the basis of

having various renewable energy sources and/or different energy generation

technologies. An extensive assessment of various energy conversion systems

together with exergy analysis can be found in [27].

Solar Energy

Being used by the mankind for many millenniums, solar energy is still the most

used energy source, not only being the energy source to produce the useable energy

forms (such as heat and electricity) but also being the passive source required for

the natural life and also with its passive heating on the earth. In this chapter the solar

energy is considered to be exploited by the recent conventional energy conversion

systems that are photovoltaic (PV) cells, hybrid PV and thermal (PV/T) cells, and

solar collectors (SC) [28–30]. PV cells convert the solar photons to electricity

energy, SC recover the accumulated thermal energy to heat energy, and hybrid

PV/T cells produce electricity while the thermal energy accumulated on the cells

being recovered to be used as useable output of heat energy. The solar energy is

dependent on the sunlight with respect to its availability and insolation rate due to a

substantial level of capacity factor regarding the nominal capacities of solar energy

conversion systems.

Wind Energy

Having its earlier applications by means of windmills, wind energy is a prominent

renewable energy source to be considered in the future energy supply solutions.

The wind turbine technology makes use of harvesting the kinetic energy of wind in

order to generate electricity. The electricity generation performance by the use of

wind energy is dependent on various parameters regarding the weather conditions

such as wind speed together with its regularity, wind direction, and flatness of

the site area where it is employed [31]. Although wind turbine technology is the

same for both onshore and offshore applications, excessive variation of the cost for

energy generation from onshore wind turbines are observed due to varying

land prices [32].
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Geothermal Energy

The geothermal energy is the hot medium that exists in the depths of the earth, either

in the form of hot water or in the form of steam, or mixture of both. The temperature

gradient (the temperature change per depth below earth) of the geothermal energy

shows variation according to the geological conditions of the location. The quality of

the geothermal energy has a significant impact on determining the energy output to

be generated and/or the technology of the energy conversion system [33]. Low-

quality-level geothermal sources found in low temperatures of hot water below

80 �C can be exploited by direct utilization, as heat source for district heating

systems. Direct utilization shall not be mixed with the direct connection which is

used for the geothermal district heating systems in which geothermal water is

circulated through the whole piping network while indirect connection makes use

of heat exchangers to separate the piping networks, one being the piping network

circulating the geothermal mean while the other being the district heating network

circulation, another heat carrier medium. There are three different energy conver-

sion systems commonly used on the basis of the quality level of the source. In the

case the brine medium in the geothermal reservoir is obtained with vapor-dominated

medium, the “dry steam” technology is considered, which circulates the steam

extracted from the ground directly in its plant cycle. In the case of a geothermal

source embodying liquid-dominated brine medium (above 80 �C) the “binary”

technology is used, which makes use of the brine energy in vaporizing the binary

working fluid having low boiling temperature to be circulated in its plant cycle. In

the case of a geothermal source embodying brine medium with a mixture of liquid

and vapor the “flash” technology is used, which separates the steam out of the

mixture of brine and directly utilizes the extricated steam in its cycle [27, 34].

Despite it being economical and sustainable, geothermal energy has some

limitations such as dependency on the geological conditions of the location together

with the temperature gradient existing there, and the risk of reservoir cooling after a

long period of usage in the situation of stagnant brine circulation.

The earth mass can also be utilized for storing the energy of hot water, its heat

energy being generated by means of other renewable sources when excessive

production more than consumption is possible. Borehole storage technology

consisting of aggregated circulation holes can be referred as natural storage option

despite being man-made [35]. Its application is commonly based on storing the

excessive heat produced during summer period when the heat requirement is low

and discharging the heat stored in the peak winter periods to be supplied to district

heating network [36].

Biomass

Being obvious as the most mature renewable source due to its existence based on

the discovery of fire, biomass fuel has been having recent interest by most as being

the alternative solution instead of using coal when considered together with its
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benefit of being found easily in the nature [37]. However, it should be noticed that

the increasing demand on biomass by not only the heating sector but also other

industrial sectors may cause a shortage of biomass supply. Biomass utilization can

be considered as renewable when the biomass fuel is harvested from a farm (not a

forest) in which the following biomass plants have to be grown sequentially. If not

(if the consumption of biomass exceeds its production), then it could not be

renewable any more [23, 38]. In the case of municipal solid waste (MSW), it cannot

be considered as biomass and renewable unless the fossil fuel-based plastics are

replaced with bio-based polymers [39].

In this chapter, biomass-based energy conversion technologies (being assumed

to be totally renewable) are considered with three different technologies as MSW

co-generation with incineration and with gasification, and as biomass

tri-generation, their details being presented in [40–42].

Waste Heat Recovery

Despite its possibility of sourcing from fossil fuels, recovering of the waste heat (also

called as surplus heat) from industrial facilities can be rewarding due to it being a

savior for thewaste heat that is easy to be utilized and gets lost if not recovered.Waste

heat energy, if recovered in high qualities, is better to be utilized in the same industrial

cycle. If it cannot be utilized in the industrial cycle then it should be considered to be

exploited in the production of electricity (if found in high quality level) or in the

production of heat to be supplied to district heating system or neighboring heating

facility (if found in low quality level) [43, 44]. In this chapter, waste heat recovery

technology is considered as heat recovery facilities in connection to medium- or

low-scale industry refrigeration cycles (details given in [45]), the recovered heat

being considered to be supplied to low-energy district heating system.

Large-scale hybrid heat pumps are also considered in this chapter. Hybrid heat

pumps based on tri-generation technology were considered to be sourced by the

waste heats from medium-scale industries, operating in tri-generation mode in

summer periods and in co-generation mode in winter periods [46, 47].

Hydroelectricity

Hydroelectric plants are the efficient way of producing electricity allowing rapid

response to spontaneous electricity requirements by means of taking advantage of

the potential energy of the previously stored river water behind the dam. The

electricity production of hydroelectric plants differs significantly between seasons,

i.e., the peak production occurs in winter period that is significantly higher than

summer period (in the northern sphere) [48]. On this basis, capacity factor was

considered in the monthly basis for this technology. The hydro-energy plant

technology is considered in small-scale applications in this chapter due to already

overspreading existing large-scale applications on the available river sites.
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Cooling Systems

Being similar in the concept-manner with direct utilization of the geothermal

energy in district heating systems, free cooling energy conversion systems become

trendier as a source for the district cooling systems due to it being economical and

having simpler technology compared to alternative cooling technologies.

Associating free cooling with the direct utilization of geothermal is due to similar

operations being observed between them. For example, in the case of free cooling,

the passively cooled water mass existing in the depths of water bodies (such as sea,

lake, and river) is being directly utilized as a cooling source for the district cooling

network, as well as in the case of direct utilization of geothermal energy in which

the brine medium is the heating source for district heating network [49, 50]. The

variation in the temperature of water bodies has to be measured in order to assess

the capacity factor for the use of free cooling. Hence the peak-period energy

conversion technologies have to be considered in accordance with the variation

of water temperature, especially for the summer period. The energy conversion

systems for the peak cooling period are considered with compressor chillers which

make use of electricity, and with absorption chiller which makes use of heat

(recovered from industrial facilities); their details are given in the studies [51–53].

45.3 Energy Planning Considerations

The most important consideration in energy planning, above all, is estimating the

energy requirements of the region (as the focus in this chapter on heat, electricity,

and cooling) wisely, in particular considering the energy demands (of the regional

houses) by taking account of the current demands together with their expected

values in future and with the expected population growth. Another consideration

has to be directed to the determination of the heat load (on the distribution network)

by taking account of simultaneity factor that is based on the phenomenon that each

consumer in a district does not consume energy at the same time nor at the same rate

[54]. Energy losses from the DH network also have to be considered due to its

considerable effect on the heat production site. However, in the case of employing a

low-energy district heating system as the prevailing heating infrastructure at the

region, heat saving is possible due to significant reductions of the heat loss from the

network, thanks to the low-temperature operation [17]. The energy planning has to

be based on an analysis formulated with evaluation of the energy requirements in

shorter periods than an year period assessment. The reason behind this is the

variable nature of most energy requirements together with the dissimilar variation

of the renewable energy production [24].

After determining the most plausible energy requirements of the region in focus,

it can be beneficial to use a regional energy planning tool that determines the

nominal capacities of the energy conversion systems that exploit the locally
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available renewable sources, considered with prevention of having over-

dimensioned energy conversion systems and also lack of security of supply.

Hence, an energy planning tool was modelled in this research work with an

optimization method involved with the genetic algorithm (details presented in

[55]). As shown in Fig. 45.2, the objective function of the optimization method in

question was formulated with minimization of the overall life cycle cost of the

entire regional energy conversion systems while an expression being modelled for

the constraint function as evaluation of monthly energy requirements.

In order to maintain a general basis as comparative degree for all of the energy

conversion systems, life cycle cost calculation was involved with various economic

considerations. The specific investment cost expression was derived by taking

account of the economy of scale for each energy conversion system [53]. The

reason behind this is to include the effect of the nominal capacity on the investment

cost for each energy conversion system. Salvage cost values were involved in the

economic calculations since each energy conversion system has quite different

lifetime and salvage value at the end of its lifetime. Due to the variation in the

lifetimes, a base period was considered for the net present value (NPV) method on

the account of the energy conversion technology with the shortest lifetime, and the

salvage costs of the energy conversion technologies are allocated accordingly.

Objective Function
(Overall Lifecycle Cost)

Genetic Algorithm
Minimize Objective Function
Satisfy Constraint Function

Criteria

Decision Variables
(Nominal Capacities)

Optimal Solution

Yes

No

Constraint Function
(Monthly Energy Demands)

Fig. 45.2 Optimization

flow chart, as defined for the

energy planning tool
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(Further details are presented elsewhere [56]). Annual costs were considered with

O&M cost for all technologies and, exceptionally, with also fuel cost for the case of

biomass-based tri-generation system.

As a general impression, efficiency measures are not generally of any interest

since there is no need to concern fuel costs when renewable energy sources are

considered (except for biomass). However, the nominal capacity being determined

in the design stage of an energy conversion system is significantly dependent on

efficiency measures as well as the availability of the renewable source. Besides, the

seasonal weather conditions can also affect the performance of the energy genera-

tion to a lesser or a greater degree, dependent on the energy conversion system in

focus. This seasonal effect was involved in the performance calculations by means

of capacity factor considerations. The capacity factor was considered with monthly

variation for the case of energy conversion systems, their renewable source varying

significantly amongst months, while in the case of other energy conversion systems,

the capacity factor accounted as same value for each month.

Heat supply was exclusively considered with long-term energy storage option in

order to overcome the supply/demand mismatch amongst seasons due to the

significant gap between the excessive heat energy produced in summer and the

intensive heat demand in winter periods. The seasonal mismatch in terms of

electricity was not considered in this study with long-term storage option due to

limitations of the current technology.

45.4 Environmental Assessments

In this section, environmental issues regarding the use of renewable energy sources

and the major savings compared to use of traditional fossil fuel-based energy

conversion systems are described.

45.4.1 Environmental Issues

Renewable sources are known to be “green” due to their environmental impact being

excessively low or nonexistent during their operation. However, some energy

conversion systems have some minor impacts to environment either in their manu-

facture or during their operation. For example, PV cells can be hazardous due to the

materials used and/or the fossil fuels consumed during the manufacturing process

[57]. One should note that during the drilling of the geothermal wells, underground

gases can leak to the atmosphere and the waste geothermal medium, after its heat

content utilized, should be re-injected back to the underground reservoir

[58]. Onshore wind farms are known with the environmental issues as noise pollu-

tion and as risk of killing the birds and bats during the operation [32]. In the

incineration application of MSW, the fossil fuel-based plastic materials should be
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removed from the solid waste by means of recycling before the incineration

[39]. The debate regarding the environmental effect of biomass is due to the risk

of losing the soil nutrients, and soil erosion occurring due to rainfalls after harvesting

of biomass farm [59]. Employing the free cooling technology should be considered

with special attention about the temperature increment on the water body [60].

45.4.2 Emission Savings

Besides their minor environmental effects, utilizing renewable energy sources can

save significant amount of emissions in comparison to the fossil fuel-based

technologies. For the case the same amount of energy requirements were provided

by them instead of renewable-based technologies, the emission impacts were

assessed for four different traditional fossil fuel-based energy conversion

technologies, being defined as (FF-1) coal-based back-pressure steam turbine

with a thermal efficiency of 88 %, (FF-2) coal-based extraction-condensing steam

turbine with a thermal efficiency of 70 %, (FF-3) natural gas-based gas turbine with

a thermal efficiency of 80 %, and (FF-4) propane-based reciprocating engine with a

thermal efficiency of 80 %, as shown in Fig. 45.3 [61].

45.5 Results

In this chapter, the developed energy planning method is applied on two case areas:

the Greater Copenhagen Area (GCA) and the Greater Toronto Area (GTA), where

the annual heating degree-hours being, respectively, 1,807 and 2,400 and the

cooling degree-hours in summer season being, respectively, 30 and
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Fig. 45.3 The emission factors and thermal efficiencies, as assumed for four different fossil fuel-

based energy conversion systems, based on [61]
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370, respectively (units in [�C-h]). Hydroelectric energy conversion system is not

considered in GCA due to the absence of rivers in this location [3]. Biomass fuel

prices are assumed to be 166 €/ton in the GCA case, whereas it is assumed to be

130 €/ton for GTA (due to the vast amount of land and biomass fuel), the values

being derived from [62, 63]. Moreover, both case areas have the geothermal source

with a temperature gradient of 30 �C/km [64, 65]. Table 45.1 shows the nominal

capacities for each of the case areas GCA and GTA, obtained with overall life cycle

costs of 19 and 24 B€ (billion euro), respectively.

The energy supplies by each of the energy conversion systems, their nominal

capacities shown in Table 45.1, are given in terms of the energy requirement

types—electricity, heating, and cooling, respectively, in subsections (a), (b), and

(c)—in Fig. 45.4 for the case of GCA, and in Fig. 45.5 for the case of GTA.

The CO2 emissions were observed with respect to the case in which the same

amount of energy requirements were produced by means of fossil fuel-based energy

conversion systems, as shown in Table 45.2.

Table 45.1 Optimal nominal capacities, as obtained for the case areas GCA and GTA

Color labelsa Renewable technology

Nominal capacity

GCA GTA Unitsb

PV cells – 2.1e+7 m2

PV/T cells 4.0e+6 5.0e+4 m2

SC 5.0e+6 – m2

Wind—onshore 1.1e+3 8.5e+2 MW

Wind—offshore 1.0e+3 8.0e+2 MW

Hydroelectric – 1.0e+5 MW

Geothermal direct 6.1e+2 4.3e+3 MW

Charge BTS 4.9e+5c 1.1e+6c m3

Discharge

Waste heat—chillers 2.5e+4 8.0e+5 kW

Hybrid heat pump 1.0e+3 1.1e+2 kW

MSW—incineration 2.9e+6 5.3e+3 tpa

MSW—gasification 3.0e+6 1.0e+6 tpa

Biomass—tri-generation 5.5e+5 9.5e+5 tpa

Free cooling 1.5e+2 5.4e+2 kW

Absorption 4.2e+4 8.0e+4 kW

Compressor chiller 1.1e+4 – kW

Overproductiond – – –
aThe color labels are used, as same, in Figs. 45.4 and 45.5
bThe unit of each nominal capacity is given in the last column
cThe nominal capacity of borehole storage while the color labels given for charge and discharge
dThe overproduction refers to the excessive energy produced more than the demand, shown in

black color in the figures

45 Regional Energy Planning Tool for Renewable Integrated Low-Energy. . . 871



-5.00E+01

5.50E+02

1.15E+03

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

E
le

ct
ri
ci

ty
 S

up
pl

y 
[G

W
h]

-5.00E+01

1.45E+03

2.95E+03

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

H
ea

t 
S
up

pl
y 

[G
W

h]

0

100

200

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

C
oo

lin
g 

S
up

pl
y 

[G
W

h]
a

b

c

Fig. 45.4 The energy supplies in terms of electricity, heat, and cooling, as obtained for GCA (see

Table 45.1 for the labels)
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45.6 Discussions

This chapter provides an energy planning method considered with solely renewable

energy sources supplying various energy types via an integrated energy distribution

network. The integrated distribution network considers low-energy district heating

network, district cooling, and electricity grid, as the scope of this chapter. The

optimal capacities of renewable energy conversion systems obtained exclude the

existing renewable sources exploited in the case areas in question since a general

method can be drawn for assessing the locally available renewable energy sources

and in determination of the requiring energy conversion systems for any focused

case. Integrated city-wide distribution networks allow having the advantage of

economy of scale considering the investment cost of each energy conversion

system. This can be the basis behind the relatively small difference observed

between the overall life cycle costs of two difference case areas in question, as

can be seen in Table 45.1. The relatively small increment at the life cycle cost for

the case of GTA, for example, could be due to the economy-of-scale effect despite

colder and hotter climate conditions enduring, respectively, in winters and in

summers in the case of GTA than in the case of GCA. The climatic nature of a

case area has its influence on the optimal solutions in two manners, one being its

effect on the energy requirements and the other being the availability of the

renewable energy sources together with the variation of energy generation rate

through an year period by use of them.

The energy planning method in question can result with several solutions, each

being obtained with another optimization run despite the same modelling of the

case area employed. However each solution obtained could not necessarily be the

optimal solution considering the security of supply and the overproduction of each

energy form together with the overall life cycle cost. The solution involving a

reasonable variety of renewable sources and having the minimum overall life cycle

cost is considered as the optimal solution, which is observed with also the least

degree of overproduction in most, as seen in Fig. 45.4 for GCA and in Fig. 45.5 for

GTA. The saving of CO2 emissions in comparison to the case of the same input

values of energy requirements supplied by traditional fossil fuel-based energy

conversion systems can be seen in Table 45.2, which can account significantly in

the carbon emission reduction targets when considering only meeting the residen-

tial energy requirements.

Table 45.2 CO2 emissions,

as obtained for each of the

four technologies based on

fossil fuels

Technologies

Emissions (CO2) [M tons]

GCA GTA

FF-1 703 1,118

FF-2 883 1,406

FF-3 420 668

FF-4 499 794
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45.7 Conclusions

This chapter presents a novel method for determining the optimal capacities of

RE-based energy conversion systems in focus with handling different climatic

conditions and satisfaction of the energy requirements of various types for different

periods of the year. A number of general conclusions not yet taken up can be drawn.

One is that employing a city-wide distribution network supplying the energy forms

required for the case area in focus can be beneficial due to the reduced unit costs

achieved by means of the large-scale application of energy conversion systems

together with the efficiency improvements possible with multi-generation systems.

In addition, the borehole storage option can be considered for balancing the

mismatch of heat production to heat demand between different seasons in long-

term periods. One can note that significant environmental benefits can be achieved

in proper with the national emission reduction targets of most by use of the

proposed optimization method in an urban district in which the residential buildings

are planned to be in focus with improved efficiency measures and potentials of the

local renewable energy sources being comprehensively assessed.
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12. Wiltshire R (2011) Low temperature district energy systems (2011) In: Proceedings of the

urban energy conference, Debrecen, Hungary, 14–15 Oct 2011

13. Sibbitt B, Onno T, McClenahan D, Thronton J, Brunger A, Kokko J et al (2007) The drake

landing solar community Project—early results. In: Canadian solar buildings conference,

Canmet Energy Technology Centre, Calgary, 10–14 June 2007

14. Bodmann M, Mangold D, Nußbicker J, Raab S, Schenke A, Schmidt T (2006) Solar
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Chapter 46

Exergy Analysis and Environmental Impact

Assessment of Using Various Refrigerants

for Hybrid Electric Vehicle Thermal

Management Systems

Halil S. Hamut, Ibrahim Dincer, and Greg F. Naterer

Abstract Thermal management systems (TMSs) are one of the key components of

hybrid electric vehicles in terms of their impact on vehicle efficiency and perfor-

mance, as well as the vehicle’s environmental footprint. In this chapter, an environ-

mental assessment of hybrid electric vehicle thermal management systems is

developed with respect to various refrigerants such as R134a, R600 (butane),

R600a (isobutane), R1234yf (tetrafluoropropene) and dimethyl ether (DME). The

energetic and exergetic COPs along with exergy destruction rates are analyzed for

the TMS using each refrigerant. Also, greenhouse gas (GHG) emissions

(in g CO2-eq/kWh) during operation and the sustainability index are determined

under various system parameters, operating conditions, as well as carbon dioxide

scenarios. Based on the results, all selected TMSs are determined to have higher

energetic and exergetic COPs along with lower environmental impact than the

baseline TMS (which uses R134a) except for the TMS using R1234yf. The highest

efficiency and lowest environmental impact are achieved by TMS using DME with

higher energetic and exergetic COPs (by 7.9 and 8.2 %, respectively) and lower

GHG emissions (by 8.3 %) and higher sustainability index (by 3.3 %) than the

baseline TMS.
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Nomenclature

D Diameter (m)
_Ex Exergy rate (kW)

f Friction factor

h Specific enthalpy (kJ/kg)
�h Heat transfer coefficient (W/m2 K)

k Thermal conductivity (W/m �C)
_m Mass flow rate (kg/s or L/min)

P Pressure (kg/m s2)

Pr Prandtl number
_Q Heat transfer rate (kW)

Re Reynolds number

s Specific entropy (kJ/kg K)

T Temperature (K or �C)
T0 Ambient temperature (K or �C)
U Overall heat transfer coefficient (W/m2 K)
_W Work rate or power (kW)

Greek Symbols

Δ Change in variable
ψ Exergy efficiency

Subscripts

act Actual

bat Battery

cool Coolant

c; cond Condenser

ch Chiller

comp Compressor

crit Critical

D Destruction

en Energy

ex Exergy

e; evap Evaporator

g Gas

ref Refrigerant

s Isentropic

txv Thermal expansion valve

wg Water/glycol mix
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Acronyms

AACS Automotive air conditioning system

A/C Air conditioning

AC Alternative current

DC Direct current

CFC Chlorofluorocarbon

CV Conventional vehicle

COP Coefficients of performance

DME Dimethyl ether

EES Engineering equation solver

EV Electric vehicle

GHG Greenhouse gas

GWP Global warming potential

HEV Hybrid electric vehicle

ICE Internal combustion engine

LCA Life cycle assessment

NBP Normal boiling point

ODP Ozone depleting potential

PCM Phase change material

PHEV Plug-in hybrid electric vehicle

TMS Thermal management system

TXV Thermal expansion valve

VOC Volatile organic compound

46.1 Introduction

Most hybrid electric vehicles (HEVs) use electricity from the grid to power the

thermal management system (TMS). The TMS has a significant role in reducing the

associated GHG emissions compared to conventional vehicles. Even though these

vehicles produce virtually zero GHG emissions in all-electric mode during opera-

tion, there may still be indirect emissions associated with the generation of electric-

ity [1]. These emissions, especially under a high-carbon-derived electricity

generation mix, can be significantly high (possibly even higher than conventional

vehicles) and therefore methods of reducing this environmental footprint should be

investigated.

One of the possible ways of mitigating the environmental footprint of the TMS is

to use alternative refrigerants that can increase the TMS efficiency and reduce the

corresponding environmental impact. Natural refrigerants, such as hydrocarbons,

can be a suitable replacement since they have negligible global warming potential

(GWP) and zero ozone depleting potential (ODP), as well as a significant role in

increasing the TMS efficiency and reducing the indirect greenhouse gas (GHG)

emissions from resources used for electricity generation. Hydrocarbons also have
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various additional advantages such as availability, low cost, high miscibility with

the conventional mineral oil, and compatibility with existing refrigerating systems.

On the other hand, a drawback is potential flammability and safety hazards.

Currently, these hydrocarbons are already utilized in a few established applications

such as household refrigerators and small heat pump applications. It should be

noted that R-744 (CO2) is not considered among the major hydrocarbons even

though it offers a number of desirable properties such as good availability, low

toxicity, and low GWP and cost. It has a need for implementing a transcritical cycle

and additional safety standards that require significant modifications to the baseline

system based on its different thermophysical properties relative to R134a.

In addition, there are also certain other refrigerants that could be utilized in EV

TMSs, such as R1234yf and DME, and therefore included in the study. Among the

fluorinated propene isomers, R1234yf is one of the key candidates as an R134a

replacement in automotive applications due to its ability to be used with compatible

materials and oils, as well as low GWP (about 4) and low normal boiling

temperatures with respect to R134a. Moreover, several studies have shown that

the environmental performance of R1234yf can be lower than R134a in most cases

[2]. However, it also has certain drawbacks such as additional costs, relative

flammability, miscibility with oil, as well as stability problems in the presence of

small amounts of water and air in the TMS. DME is another good candidate due to

its nontoxic behavior during normal usage; it is widely available, is environmen-

tally safe, has excellent material compatibility and better heat transfer properties, as

well as has lower costs than R134a. The main drawback is its high flammability,

which is about twice as high as the considered hydrocarbons.

46.2 Electric Vehicles

46.2.1 Electric and Hybrid Electric Vehicles

Electric and hybrid electric vehicles have significant advantages over conventional

vehicles in terms of energy efficiency, energy source options, and corresponding

environmental impact. Electric vehicles can be powered either directly from an

external power station or through stored electricity (that is acquired originally from

an external power source), and by an onboard electrical generator, such as an engine

(in HEVs) [3]. Pure electric vehicles have the advantage of having full capacity

withdrawn at each cycle, but they will have a limited range. HEVs on the other hand

have significantly higher ranges, as well as the option of operating in electric-only

mode, and therefore they are the main focus of this chapter.

HEVs take advantage of having two discrete power sources: usually primary is

the heat engine (such as diesel or turbine, or a small-scale ICE) and the auxiliary

power source is usually a battery. Their drivetrains are generally more fuel efficient

than conventional vehicles since the auxiliary source either shares the power output
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allowing the engine to operate mostly under efficient conditions such as high power

for acceleration and battery recharging (dual mode) or furnishes and absorbs high

and short bursts of current on demand (power assist). Moreover, in both

architectures, the current is drawn from the power source for acceleration and

hill-climbing and the energy from braking is charged back into the HEV battery

for reuse which increases the overall efficiency of the HEVs [4]. In plug-in hybrid

electric vehicles (PHEVs), a larger rechargeable storage battery that enables drawn

power from the electricity grid is utilized instead of fossil fuel energy alone. Since

the vehicle has an alternative energy unit and a battery that can be charged from the

grid, the mass of the battery is significantly smaller than EVs, thus enabling the

PHEVs to operate more efficiently in electric-only mode than similar EVs

[5]. PHEV chargers must be lightweight, compact, and highly efficient in order to

maximize the effectiveness of the electric energy from the grid. They are designed

to use either inductive or conductive chargers. Inductive chargers have preexisting

infrastructure and are intrinsically safer. Conductive chargers are lighter and more

compact and allow bidirectional power, thus achieving higher efficiencies. By

utilizing the stored multi-source electrical energy from the grid and stored chemical

energy in the fuel tank together or separately, PHEVs can achieve even better

driving performance, higher energy efficiencies, lower environmental impact, and

lower cost than conventional HEVs, mainly depending on the driving behavior and

energy mix of the electricity generation [6].

46.2.2 EV/HEV Emissions

EVs, conventional HEVs, and PHEVs provide significant reduction in emissions

compared to conventional vehicles (CVs) with ICEs while having competitive

pricing due to government incentives, increasing oil prices, and high carbon taxes

combined with low-carbon electricity generation [7]. The emissions of CVs

increase significantly especially for short-distance travels due to the inefficiencies

of the current emission control systems for gasoline vehicle cold starting [8]. It is

estimated that vehicles traveling fewer than 50 km per day are responsible for more

than 60 % of daily passenger vehicle kilometers travelled in the USA [9]. Powering

this distance with electricity would reduce gasoline use significantly and yield a

considerable reduction of emissions. Even when traveling with the use of gasoline

in HEVs and PHEVs, the efficiency of the ICE is significantly higher than the ICE

of CVs. However, the reduction in fuel and emissions depends primarily on the

energy generation mix used to create the electricity. The balance of the 2006 US

electricity mix is composed of coal (49 %), nuclear (20 %), natural gas (20 %),

hydroelectric (7 %), renewable (3 %), and others (1 %) [10]. Therefore, for the US

average GHG intensity of electricity, PHEVs can reduce the GHG emissions by

7–12 % compared to HEVs. This reduction is negligible under high-carbon

scenarios and 30–47 % under the low-carbon scenarios. When PHEVs are com-

pared against CVs, the reduction in GHG emissions is about 40 % for the average
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scenarios, 32 % for high cases, and between 51 and 63 % for low-carbon-based

scenarios. The detailed life cycle GHG emissions (g CO2-eq/km) for CVs, HEVs,

and PHEVs under various scenarios are shown in Fig. 46.1. The number after

PHEV (PHEV30 or PHEV90) represents the all-electric range of the vehicle in km.

When the emissions for PHEVs are examined, the majority of emissions come

from the operational stage as shown in Fig. 46.1. A large portion is due to the

gasoline used for traveling, followed by electricity used for traveling based on

the carbon intensity of the electricity generation source. When the emissions from

the electric power increase significantly under a high-carbon scenario (coal-based

generation capacity), the reduction in volatile organic compounds (VOCs) and CO

are offset by a dramatic increase in SOx and slight increase in particulate emissions

(PM10). However, the total GHG emissions are still lower compared to CVs since

the increase in upstream emissions has a lower magnitude than the decrease in

tailpipe emissions [6]. The GHGs associated with most battery materials and

production generate a relatively small portion of the emissions and account for

2–5 % of the life cycle emission from PHEVs [1]. Moreover, the GHG emissions

from the vehicle end of life are not shown since they are relatively negligible

[11]. The reduced fuel use and GHG emissions for PHEVs depend significantly on

vehicle and battery characteristics, as well as the recharging frequency. Using

PHEVs also has a significant impact on the operating costs of the vehicle. PHEVs

in all-electric mode can reduce the gasoline consumption by half, by shifting

45–77 % of the miles from gasoline to electricity, which would reduce the operating

costs assuming that the electricity cost per mile is significantly less than the

gasoline cost [12]. Battery life also has a significant role on the cost associated

with PHEVs since replacing the battery would increase the life cycle cost of a

PHEV by between 33 and 84 % [13]. However, the overall cost savings would be

based on the overall cost of the vehicle, range, and driving behavior, as well as

economic incentives such as taxes on carbon emissions and gasoline.

Fig. 46.1 Life cycle GHG emission sensitivity of CVs, HEVs, PHEV30, and PHEV90 under

different carbon intensity scenarios (adapted from [1])
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46.2.3 Effects of Battery on the EV/HEV
Environmental Impact

Environmental impact also has a significant role in advancing the battery

technologies based on customer behavior, regulatory limitations, and cost (carbon

tax, government incentives). Even though the substitution of battery technologies

with conventional energy sources in the transportation industry reduces the

associated environmental impact, the content and magnitude of this impact depend

heavily on the electricity mix, battery technologies, and operating conditions. Life

cycle assessment (LCA) has been performed in order to assess the overall environ-

mental impact of the different battery technologies in various stages of their life

[14, 15]. The environmental impact of the study based on eco-indicator 99 under a

European electricity mix can be seen in Fig. 46.2. It should be noted that the energy

losses due to efficiencies of the battery as well as the mass of the battery have a

significant impact on the environment.

Among the analyzed battery technologies, NiCd has the most environmental

impact mainly due to the presence of the environmentally hazardous material

cadmium. This is followed by lead-acid based on its energy storage capacity, rather

than the chemical content of the battery. The high environmental impact during the

production stage is reduced by the excess recyclability since this battery technology

has been around the longest. However, since lead-acid has the lowest specific

energy density among the analyzed batteries, it may require additional mass

and/or multiple charging to cover the same range with other batteries, producing

more environmental impact. NiMH has relatively lower impact than the previous

batteries since it has a significantly higher energy density than lead-acid and better

recyclability than NiCd. This environmental impact is only reduced further with
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Fig. 46.2 Environmental impact of the evaluated technologies based on Eco-indicator 99 (adapted

from [16])
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Li-ion [16] mostly since it can store two to three times more energy than NiMH in

its lifetime and an order of magnitude less nickel and an insignificant amount of rare

earth metals [17]. However, these predictions are very sensitive to the battery

characteristics and even a 5 % change in battery efficiency can lead up to 23 %

change in GWP and reduction of lifetime can increase the impact in all categories

by up to 45 %.

In the environmental assessments, the impact associated with the operating

phase is determined to contribute up to 40 % of the GWP and 27–45 % of

eutrophication (based on the European electricity mix) [15]. However, this impact

is very sensitive to the content of the electricity mix and would increase by 10–16 %

for GWP and 10–29 % for particulate matter for the Chinese electricity mix.

The remainder is associated with assembly and recycling, which is based on the

emissions with respect to the energy and materials used to assemble the batteries as

well as the likelihood of recycling.

Even though different battery technologies have varying characteristics, the

battery performance for all of them depends heavily on the operating temperatures.

Batteries operate efficiently over a narrow temperature range (20–45 �C for most

commonly used batteries) and uniformity (usually less than 5 �C nonuniformity)

which is generally difficult to maintain due to different ambient temperatures and

operating conditions. Operating outside of the specified temperature range affects

the round trip efficiency, charge acceptance, and power and energy capability of the

battery [18]. Since the battery performance and efficiency directly affect the vehicle

performance, such as range, power for acceleration, and fuel economy, as well as

reliability, safety, and life cycle cost [19], considerable focus has been given on

keeping the battery at ideal conditions. In order to achieve this objective, several

types of TMSs are currently used in EVs and HEVs.

46.2.4 EV/HEV Thermal Management Systems

Thermal issues associated with EV and HEV battery packs and underhood elec-

tronics can significantly affect the performance and life cycle of the battery and the

associated system. In order to keep the battery operating at the ideal parameter

ranges, the discrepancy between the optimum and operating conditions of the

batteries needs to be reduced significantly by implementing TMSs in EVs and

HEVs. These systems are utilized to improve the battery efficiency, by keeping the

battery temperature within desired ranges. Thus freezing and overheating of the

electrochemical systems in the battery can be averted which can prevent any

reduction in power capability and charge/discharge capacity and premature aging

of the battery [19–21].

Most electric and hybrid electric vehicle TMSs consist of four different cycles to

keep the associated components in their ideal temperate range in order to operate

safely and efficiently. Even though the components and structure of these loops

may vary from vehicle to vehicle, their purposes are usually the same, creating an
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efficient and robust system that is not adversely affected by internal and ambient

temperature variations. Generally, the overall vehicle thermal TMS is composed of

the radiator coolant loop, power electronics coolant loop, drive unit coolant loop,

and air-conditioning (A/C) and battery loop. A brief description of these loops is

provided below.

Radiator Circuit

In the radiator loop, the engine is kept cool by the mixture of water and antifreeze

pumped into the engine block to absorb the excess heat and draw it away from the

crucial areas. When this superheated engine coolant leaves the engine block, it

returns to the radiator. The radiator has a very large surface area through the internal

chambers where the excess heat of the coolant is drawn out through the walls of the

radiator. As the vehicle moves, the front of the radiator is also cooled by the

ambient air flowing through the car’s grill. The loop also includes a surge tank, a

storage reservoir for providing extra water during brief drops in pressure, as well as

to absorb sudden rises of pressure. Next, a coolant pump is used for moving the

coolant back and forth to the radiator. When the ICE is off, the cooler heating

control module is used to provide heat to the coolant. A portion of the heat in this

loop is also transferred to the passenger cabin with help of the heater core.

Power Electronics Circuit

The power electronics coolant loop is mainly dedicated to cooling the battery

charger and the power inverter module to ensure that the main underhood electron-

ics do not overheat during usage. The power inverter module converts direct current

(DC) from the high-voltage battery into three-phase alternating current (AC) motor

drive signals for the motor generator units. The module is also responsible for

converting AC to DC for charging operations during regenerative braking. In these

operations, a large amount of heat is generated in the system. In order to prevent

overheating, the loop incorporates a high-flow electric pump to create and control

the coolant flow which passes through the plug-in battery charger assembly, the

radiator, and the power inverter module before it flows back to the pump. This loop

also includes a coolant pump for the circulation of the coolant and an air separator

to ensure that the coolant does not have any air bubbles that would affect the

cooling performance before traveling through the major electronic parts.

Drive Unit Circuit

The drive unit loop is designed to cool the two motor generator units and electronics

within the drive unit transaxle that are used to propel the vehicle using electric

power (in addition to generating electricity to maintain high-voltage battery state of
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charge). It provides lubrication for the various associated parts. Significant heat is

generated in these parts due to high-power levels during normal operation. The

drive unit uses a system of pressurized automatic transmission fluid to cool the

electronics in the loop, especially the motor generator units to prevent

overheating [22].

A/C Circuit

Even though all of the circuits mentioned above have significant roles in enabling

the vehicle to operate as robustly, efficiently, and safely as possible, in EVs and

HEVs, a majority of the focus is given to A/C and battery cooling loops due to its

direct effect on the battery performance, which has significant impact on the overall

vehicle performance, safety, and cost. For this reason, various studies are conducted

in this cooling loop to optimize their operating conditions of the associated

components, the cabin and the battery. Thus, different cooling systems and

configurations will be analyzed based on various criteria and operating conditions.

The main goal of the A/C cycle is to keep the battery pack at an optimum

temperature range, based on the cycle life and performance trade-off, in a wide

spectrum of climates and operating conditions as well as keeping even temperature

distributions with minimal variations within cells while keeping the vehicle cabin at

desired temperatures. Meanwhile, the system should also consider trade-offs

between functionality, mass, volume, cost, maintenance, and safety [23].

Since the main focus will be the A/C and battery loops, they will be called the

TMSs for the rest of the analysis. They will be categorized based on their objective

(providing only cooling vs. cooling and heating), method (passive where only the

ambient environment is used vs. active cooling where a built-in source is utilized

for heating/cooling), and heat transfer medium (air distributed in series/parallel or

liquid via direct/indirect contact) [23].

A passive cabin air cooling system utilizes the conditioned air to cool the

battery in warm ambient conditions. It was used on early EV and HEV battery

packs (Honda Insight, Toyota Prius, and Nissan Leaf) mainly due to cost, mass,

and space considerations. This is a very effective cooling method for the battery

at mild temperatures (10–30 �C) without the use of any active components

designated for battery cooling. It is highly efficient since it uses the heat from

the vehicle air conditioning. The ideal battery operating temperature (for Li-ion)

is around 20 �C on the low end, which is highly compatible with the cabin

temperature. However, air conditioning systems are limited by the cabin com-

fort levels and noise consideration, as well as dust and other contaminants that

might get into the battery, especially when air is taken from outside. Certain

precautions should be taken in this system to prevent toxic gases from entering

the vehicle cabin at all situations. In independent air cooling, the cool air is

drawn from a separate micro air conditioning unit (instead of the vehicle cabin)

with the use of the available refrigerant. Even though this may provide more

adequate cooling to the battery, the energy consumption as well as cost and

888 H.S. Hamut et al.



space requirements associated with installation of the blower and the micro air

conditioning unit increase significantly [24]. The rate of heat transfer between

the fluid and the battery module depends on various factors such as the thermal

conductivity, viscosity, density, and velocity of the fluid. Cooling rates can be

increased by optimizing the design of air channels; however it is limited by the

packaging efficiency due to larger spacing between the cells. Air can flow

through the channel in both serial and parallel fashions, depending on whether

the airflow rate splits during the cooling process. In series cooling, the same air

is exposed to the modules since the air enters from one end of the pack and

leaves from the other. In parallel cooling however, the same airflow rate is split

into equal portions where each portion flows over a single module. In general,

parallel airflow provides a more uniform temperature distribution than

series [25].

Refrigerant cooling is a compact way of cooling the battery, with more

flexibility compared to a fan with ducts, by connecting the battery evaporator

parallel to the evaporator in the cooling loop. Heat generated by the battery is

transferred to the evaporating refrigerant. This system only requires two addi-

tional refrigerant lines, namely, suction and pressure lines. The battery evapo-

rator uses some portion of the compressor output that was reserved for the air

conditioning, and thus this might cause conflict in some conditions. However,

the compressor work needed to cool the battery is usually considerably lower

than the air conditioning evaporator need.

Liquid cooling utilizes the previous cooling method with the incorporation of an

additional liquid cooling loop specifically for the battery that connects to the

refrigerant. This additional cooling loop usually has water or a 50/50 water–glycol

mixture and it is kept cool via different procedures depending on the cooling load

and ambient conditions. The coolant can be cooled either by ambient air through the

battery cooler (if the ambient temperature is low enough) or by transferring the heat

to the refrigerant through the chiller. Both methods increase the efficiency of the

system since the additional compressor work (that is used in refrigerant cooling) is

no longer needed.

In addition, battery cooling can also be done with phase change material

(PCM) integrated cooling systems. PCMs have significant advantages over the

aforementioned TMSs due to their simple design, lightweight and compact size,

safety, and relatively low cost, especially when the integration is considered

from the outset and it is improved with the addition of aluminum foam and fins

[26]. PCMs are capable of keeping the magnitude and uniformity of the cell

temperatures under stressful operating conditions without the need of a compli-

cated system or a fan power. Moreover, the heat transfer associated with adding

PCMs to a cell can prevent the propagation of thermal runaway, when the cell

temperature reaches critical levels. Furthermore, PCMs can be used to have

both an active and a passive role (complementary/secondary) in thermal man-

agement of the battery packs which can reduce the complexity and cost of the

system [27, 28].
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46.3 System Description

46.3.1 System Configuration

HEV TMSs are significantly different systems with unique requirements with

respect to their commercial and industrial counterparts such as conventional vehicle

and residential building air conditioning systems. The TMS needs to handle signifi-

cant thermal load variations and provide comfort under highly fluctuating

conditions, as well as be compact and efficient, and last several years without any

significant maintenance. Moreover, the airflow volume, velocity, and temperature

must be adjustable over a wide range of ambient temperatures and drive cycles

without having a significant impact on the all-electric vehicle performance

characteristics. Furthermore, due to the limited time spent in the vehicles compared

to buildings, along with the competing energy requirements between the cabin and

the battery, the TMSs must be capable of conditioning the air in the passenger cabin

quickly and quietly while keeping the vehicle components operating under ideal

operating temperature ranges (especially the electric battery) to prolong their

lifetime and increase the fuel efficiency and all-electric range. Thus, special atten-

tion needs to be given to HEV TMSs [29, 30].

A simplified TMS of an electric vehicle with liquid battery cooling is considered

in Fig. 46.3. The system is composed of two loops, namely, a refrigerant and battery

coolant loop. The refrigerant loop enables air conditioning of the vehicle cabin,

while the coolant loop keeps the electric battery operating within its ideal tempera-

ture range. These two loops are connected via a chiller, which enables heat exchange
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among the loops to provide supercooling to the battery cooling as it passes through

the chiller unit. This increases the efficiency of the system significantly since cooling

via refrigeration circuit would consume more energy than operating the battery

coolant circuit due to the need of the air compressor in the first case [24].

The TMS incorporates the advantages of both the air cooling and refrigerant-

based cooling with the help of the additional battery cooler and chiller. The

additional cooling loop is kept cool via different procedures depending on the

cooling load and ambient conditions. If the battery coolant circuit has stable

temperatures within the ideal range, then it bypasses the TMSs and only recirculates

before getting pumped into the battery (Route A as shown in Fig. 46.3). This loop

permits temperature stability by controlling cell temperatures through pump con-

trol. When the battery temperature is high and the ambient temperature is lower

than the desired temperature of the battery, the ambient airflow in the battery cooler

is used to keep this coolant circuit cool (Route B). If the battery temperature is

significantly higher and the ambient temperature is higher than the desired battery

temperature, then by operating the electric air conditioning compressor, R134a

refrigerant will be throttled by the thermal expansion valve (TXV) to permit

supercooling of the battery coolant as it passes through the chiller unit (Route C).

This increases the efficiency of the system significantly since cooling via a cooling

circuit would consume more energy than operating the battery coolant circuit due to

the need of the air compressor in the first case [24].

The system includes three cooling media—an R134a refrigerant is used in the

refrigerant cycle, water/glycol mixture of 50/50 by weight is used in the battery

coolant cycle, and ambient air is utilized in the evaporator and condensers in the

system. In the baseline model, ambient air conditions of 35 �C and 1 atm. are used

to study the effects of the TMS on the battery. The refrigerant mass flow rates are

determined from TXV correlations and the cooling capacity is calculated accord-

ingly. For the baseline model, the temperature of the passenger cabin is set at 20 �C.
Temperatures of 5 and 55 �C are used for evaporating and condensing temperatures

along with 5 �C superheating and subcooling in the evaporator and condenser,

respectively. The refrigerant mass flow rate in the chiller is determined with respect

to the amount of battery heat transferred from the water/glycol mix in the coolant

circuit to the refrigerant circuit via the chiller. In the refrigerant cycle, the refriger-

ant flow in the evaporator and chiller is combined in the system before it is

compressed to the condenser. For the coolant circuit, the battery coolant tempera-

ture is assumed to be 19 �C before entering the battery, and the heat generated by

the battery is assumed to be 0.35 kW on average, where the mass flow rate of the

battery coolant is determined accordingly.

46.3.2 System Parameters

For the analysis, each input is varied within certain ranges in order to understand

the effects of each parameter on the overall system for different refrigerants. These

ranges were constructed based on the common standards in the literature along with
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physical and economical limitations. In the refrigeration cycle, up to 12 �C of

superheating and subcooling is utilized in order to improve the system efficiency.

The evaporator and condenser air mass flow rates vary with respect to the vehicle

speed and fan power. They are taken to be between 0.1 and 0.5 kg/s. Moreover,

initially relatively high ambient temperatures are used in order to observe the

effects of cooling on the electric battery under high temperatures, since hot weather

conditions are a more significant concern than cold weather conditions due to the

permanent effects of high temperatures on the battery performance as well as

associated potential safety concerns. Furthermore, a cooling capacity of up to

5 kW is used in order to provide adequate cooling to the vehicle cabin under

these ambient temperatures. The list of all parameters and their selected ranges

can be observed in Table 46.1.

Moreover, since the use of R134a will be terminated in the near future by the

European Community (due to the requirement of using refrigerants with GWP

less than 150), the use of alternative refrigerants in the TMS is considered for the

analysis [31]. One of the possible solutions to avoid R134a is the use of natural

refrigerants, such as hydrocarbons, since they are environmentally benign with

negligible GWP and zero ODP. They also have various additional advantages

such as availability, low cost, high miscibility with conventional mineral oil, and

compatibility with existing refrigerating systems. On the other hand, their main

drawback is potential flammability and safety hazards. The characteristics of

these refrigerants along with R134a can be seen in Table 46.2. In addition,

there are also certain other refrigerants that could be utilized in EV TMSs, such

as R1234yf and dimethyl ether (DME), and therefore included in the analysis.

R1234yf is one of the major candidates as a replacement for R134a in automotive

applications due to its ability to be used with compatible materials and oils as well

as a low GWP and low normal boiling temperatures with respect to R134a.

Moreover, DME is another good candidate due to being nontoxic, widely avail-

able, and environmentally safe and having excellent material compatibility and

better heat transfer properties as well as lower costs than R134a. The main

drawback is its high flammability, which is about twice as high as the other

hydrocarbons.

Table 46.1 Range of

parameters in the analysis
Parameter Range of variation

Compressor speed (rev/min) 1,500–5,000

Compression ratio 1–5

Evaporating air temperature (�C) 0–15

Superheating temperature (�C) 0–12

Evaporator air mass flow rate (kg/s) 0.1–0.5

Cooling capacity (kW) 1–5

Condensing air temperature (�C) 40–55

Condenser air mass flow rate (kg/s) 0.1–0.5

Subcooling temperature (�C) 0–12
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46.4 Thermodynamic Analysis

In the analysis, the evaporator is divided into two-phase and superheated regions.

The condenser is divided into desuperheated, two-phase, and subcooled regions.

The heat transfer and pressure drop correlations associated with the evaporator and

condenser are determined with respect to correlations in Table 46.3.

Based on the aforementioned model, correlations, and parameter ranges, a

steady-state thermodynamic model was created with Engineering Equation Solver

(EES) and REFPROP software [39, 40]. In order to create a consistent comparison

between different refrigerants, the same cooling capacity (3 kW) and condensing

and evaporating temperatures (55 and 5 �C, respectively), along with superheating

and subcooling temperatures (5 �C), were used in each model. The parameters for

the model with different refrigerants are shown in Table 46.4.

Once the properties are determined at each point in the system, the mass, energy,

entropy, and exergy balance equations are used to calculate the exergy efficiency

and exergy destruction rate of component irreversibilities in Table 46.5.

Based on the work input to the system (in terms of the compressor and pump)

and the associated cooling load (with regard to the evaporator and the chiller) under

the defined boundary conditions, the energetic and exergetic COPs of the TMS are

also determined based on Eqs. (46.1a) and (46.1b) below [41, 42]:

COPen;system ¼
_Qevap þ _Qch

_Wcomp þ _Wpump

(46.1a)

COPex;system ¼
_Ex _Qevap

þ _Ex _Qch

_Wcomp þ _Wpump

(46.1b)

Furthermore, the GHG emissions associated with the TMS are calculated based

on the electricity consumption of the TMS and the indirect emissions associated

Table 46.2 Characteristics of R134a and various alternative refrigerants [32–34]

Code

Chemical formula/

common name

NBPa

(�C)
Tcrit

(�C)
Pcrit
(bar)

Latent

heat

(kJ/kg)

Lower flam.

limit (vol.%)b GWP

R134a CH2FCF3 �42.1 96.7 42.5 216.8 Nonflammable 1,300

R290 C3H8/propane �42.1 96.7 42.5 423.3 2.3–7.3 20

R600 C4H10/butane �0.5 152.0 38.0 385.7 1.6–6.5 20

R600a C4H10/isobutane �11.7 134.7 36.4 364.2 1.8–8.4 20

R1234yf CF3CF¼CH2/

tetrafluoropropene

�29.0 95 33.8 175 6.2–13.3 4

RE170 (DME) CH3OCH3/dimethyl

ether

�24.7 126.9 53.7 410.2 3.4–17 <3–5

aNormal boling point (NBP) is at 101.325 kPa (�C)
bExplosive limits in air % by volume
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with the electricity production carbon intensity. Finally, the sustainability index is

then determined as a measure of how the exergy efficiency affects sustainable

development as shown in Eq. (46.2) below:

SI ¼ 1

1� ψ
(46.2)

In the next section, sample results for a TMS with various refrigerants are

presented and discussed, including TMS COPs along with the environmental

impact and sustainability index.

Table 46.3 Heat transfer and pressure drop correlations for evaporator and condenser [35–38]

Part �href correlation ΔPref correlation

Evap. �hevap or cond ¼ k
Di
� 0:5f ðRe�1000ÞPr
1þ12:7ð0:5f Þ0:5 Pr

2
3�1

� �

f ¼ 0:054þ 2:3� 10�8Re3=2

for 2300 < 4000

f ¼ 1:28� 10�3 þ 0:1143Re�0:311

for 4000 < 5� 106

ΔPevap ¼ 6� 10�6Re1:6387g for 4000eg < 12000

Cond. ΔPcond ¼ 6� 10�8Re2g þ 0:0009Reg

� 6:049 for 3000 < Reg < 3� 104

Table 46.4 Operating parameters of a standard EV TMS with various refrigerants at baseline

conditions

Refrigerant

_mref ;a

(kg/s) � 102
_mref ;b

(kg/s) � 102
_Wcomp

(kW)

xevap
(–)

Tsat;dis
ð�CÞ

Pdis

(kPa)

ΔPcond

(kPa)

ΔPevap

(kPa)

R134a 2.21 0.26 1.30 0.31 81.92 1,492 25.11 29.41

R290 1.18 0.14 1.27 0.32 77.93 1,907 24.60 32.97

R600 1.08 0.13 1.26 0.28 73.62 564.6 8.64 14.00

R600a 1.25 0.15 1.26 0.32 68.71 764.8 10.68 17.64

R1234yf 2.98 0.35 1.37 0.39 65.60 1,464 53.61 64.51

(DME) 0.92 0.11 1.21 0.25 95.33 1,297 6.28 13.25

Table 46.5 Exergy efficiencies and exergy destruction rates associated with each system

component

Part Exergy efficiency Exergy destruction rate

Compressor ð _Ex2;act � _Ex1Þ= _Wcomp
_ExD;comp ¼ T0 _mrðs2 � s1Þ

Condenser _Ex _QH
=ð _Ex2 � _Ex3Þ _ExD;cond ¼ T0½ _mcðsc2 � sc1Þ � _mrðs2 � s3Þ�

Evaporator TXV _Ex4= _Ex30 _ExD;evap;TXV ¼ T0 _mr1ðs4 � s3Þ
Chiller TXV _Ex5= _Ex30 _ExD;ch;TXV ¼ T0 _mr2ðs5 � s3Þ
Evaporator _Ex _QL

=ð _Ex4 � _Ex10 Þ _ExD;evap ¼ T0½ _meðse2 � se1Þ � _mr1ðs4 � s1Þ�
Chiller _Ex _Qch

=ð _Ex5 � _Ex100 Þ _ExD;ch ¼ T0½ _mcool Cwg lnðT6=T7Þ
� �� _mr2ðs5 � s1Þ�

Pump ð _Ex8;act � _Ex7Þ= _Wpump
_ExD;pump ¼ T0 _mcool Cwg lnðT6=T0Þ

� �

Battery _Ex _Qbat
=ð _Ex6 � _Ex8Þ _ExD;bat ¼ T0 _mcool Cwg lnðT6=T8Þ

� �
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46.5 Results and Discussion

A software code in EES was created to analyze a baseline model, with respect to the

balance equations and system parameters provided. Based on the baseline analysis,

the exergy efficiencies and exergy destruction rates associated with each compo-

nent are provided in Fig. 46.4. Throughout the exergy analysis, the exergetic

efficiency and exergy destruction rates are calculated for each component in the

TMS. Among these components, the heat exchangers have the lowest exergy

efficiencies with respect to the high temperature differences and phase change

which results in more entropy generation between the refrigerant and coolants. In

addition, based on the conducted analysis, the exergy destruction ratios for the

components are determined to be in the following descending order: condenser

(78.3 %), evaporator (75.2 %), chiller (56.8 %), compressor (31 %), electric battery

(25 %), pump (20.1 %), and thermal expansion valves (11.2 %).
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In the evaporator, the exergy losses are relatively high since (aside from the

frictional losses) only part of the heat rejection occurs during the phase change

process with large temperature differences between the working fluid in the evapo-

rator and the vehicle cabin. Thus, reducing the mean temperature difference would

reduce the exergy losses. One way of reducing the mean temperature difference is

to increase the evaporator surface area; however, it should be weighed against the

increase in the cost of installation [43].

The condenser is calculated to have a lower exergy efficiency than the evapora-

tor and the chiller, mainly due to the relatively higher temperature difference

between the condenser exit and ambient air (taken at 35 �C), when compared to

the differences between the evaporator exit and vehicle cabin temperature as well as

the refrigerant and coolant temperatures. Among the remaining components, the

compressor has a relatively low exergy efficiency due to the high compression

pressure ratio and change in temperature of the refrigerant passing through the

compressor, which contributes to an increase in exergy destruction. The exergy loss

in the compressor can be reduced by using a compressor with higher isentropic

efficiencies. Moreover, since the compressor power is highly dependent on the inlet

and outlet pressures, proper sealing inside the compressor, heat exchanger

improvements (such as reducing ΔT), and implementation of multistage compres-

sion would reduce the exergy losses, thus reducing the compressor power.

Furthermore, since a part of the irreversibilities occurs with respect to the

frictional losses inside the compressor, utilizing appropriate lubricating oil that is

miscible with the refrigerant (such as polyolester oil for R-134a) would reduce the

respective exergy losses. There is also significant research conducted [44, 45] on

the effects of using additives with a high conductivity (certain lubricant-based

nanofluids) in the refrigerant in order to improve the heat transfer rate, thus

reducing the difference in the operating temperatures, which also reduced the

exergy losses. However, proper care must be taken in the utilization of the lubricant

in order to prevent the deposition of the lubricant in the evaporator wall. The

interaction between the cooling and battery coolant cycles also helps in reducing

the compressor requirements significantly. The transfer of excess heat from the

battery coolant to the cooling cycle via the chiller helps allocate the thermal energy

appropriately, since otherwise, the cooling cycle would need to supply the addi-

tional energy which uses a compressor. Therefore, further utilizing this interaction

would also be beneficial. Moreover, irreversibilities in the system occur due to high

temperature differences in heat exchangers, and therefore reducing these

differences would reduce the associated irreversibilities [24].

The exergy efficiencies for the evaporator TXV and chiller TXV are higher (over

80 %) since the processes are isenthalpic and have little or no heat loss. Therefore

the exergy losses occur mainly due to a pressure drop in the expansion valve. The

exergy losses in these TXVs can be reduced by lowering (or subcooling) the

temperature of the refrigerant exiting the condenser, which can be feasible by

utilizing the refrigerant vapor exiting the evaporator [46, 47]. The coolant pump

also has a relatively higher efficiency (81 %) since there is no significant heat loss

from the pump.
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It should be noted that the battery is modeled as a system and thus the internal

efficiencies for the battery are not considered in this analysis. In this regard, the

battery has high efficiencies within the target operating temperature range (up to

50 �C). However, the associated efficiency would decrease significantly as the

battery is heated up beyond this range.

Moreover, parametric studies are conducted with respect to various refrigerants

using EES and REFPROP software. In order to have a consistent comparison

between these different refrigerants, the same cooling capacity (3 kW) and con-

densing and evaporating temperatures (55 and 5 �C, respectively), along with

superheating and subcooling temperatures (5 �C), are used in each model.

In order for a refrigerant to be a suitable replacement for R134a, its compressor

capacity should be similar to avoid a different size compressor in the cycle to

accommodate the difference in capacity. For this reason, the vaporization tempera-

ture of the liquid in the evaporator (which is the suction or the evaporating tempera-

ture) becomes one of the critical properties in considering a drop-in replacement

refrigerant for the TMS, since refrigerants with similar vapor pressure will evaporate

and condense at the same pressures. Thus, a refrigeration cycle designed with a

particularly high and low side pressure would perform comparably for two

refrigerants with comparable vapor pressures [48]. This would prevent a different

size compressor in the cycle, since the compressor size is decreased for fluids with

higher vapor pressure and increased for systems with higher vapor pressure in order

to provide the same cooling load. Moreover, since the expected capacities are

proportional to the vapor pressure, the saturation pressure and temperature of the

refrigerant alone would be good indicators of the compressor displacement volume

[49]. Thus, a convenient way to compare vapor pressure for multiple refrigerants is a

saturation temperature–pressure plot as shown in Fig. 46.5.

As shown in Fig. 46.5, R290, R1234yf, and DME have more compatible drop-in

replacements (with the least changes in compressor physical dimensions) based on

their compressor capacities, compared to R600 and R600a.

The compression ratio is also a useful parameter on which to predict the

volumetric performance of the compressor, since lower compression ratios can
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reduce the amount of potential leakage, and therefore can be used to compare the

performance of the TMS using various refrigerants. Figure 46.5 shows that TMSs

using R-600, R600a, and R134a have higher compression ratios compared to the

other systems. Systems utilizing R1234yf and DME exhibit the closest behavior to

that of R134a with the compression ratio slightly lower than R134a system.

Furthermore, the lowest compression ratio is achieved by TMS using R290,

where it outperforms the system using R-134a up to 18 % depending on the

condensing and evaporating temperatures.

Moreover, the compressor work is also compared for the TMS using different

refrigerants based on various evaporator and condenser temperatures, since it has

a significant impact on the overall efficiency of the cycle. It can be seen that even

though the TMS using R1234yf has a very low compression ratio among the

refrigerants, it has the highest compressor work under baseline conditions due to

its highest mass flow rate, as shown in Fig. 46.6a, b. On the other hand, the TMS
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using DME has the lowest compressor work due to having the lowest mass flow

rate as well as a relatively low compression ratio under baseline conditions.

The systems using the rest of the studied refrigerants are calculated to have

similar but slightly less compressor work, compared to R134a, due to lower

compression ratios and significantly lower mass flow rates in the system as

shown in Figs. 46.6, 46.7, and 46.8.

Moreover, since the energy consumption of the compressor is also proportional

to the pressure ratio and refrigerant mass flow rate, the COP of the system also

varies for the same cooling loads and different refrigerants. Among the TMS

studied, all of the systems, except those using R1234yf, have lower exergy destruc-

tion rates and higher energetic and exergetic COPs compared to the baseline R134a

system for the range of evaporating and condensing temperatures. TMS using DME

has the highest energetic and exergetic efficiencies with 7.3 and 7.7 % higher than

the baseline R134a system, respectively. However, due to the high flammability of
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this substance, in order to reduce the associated safety concerns, a secondary loop

should be implemented to the TMS, where the conventional evaporator is replaced

by a secondary fluid heat exchanger, which transfers heat between the primary and

secondary loops. Thus, the overall efficiency of the system using this refrigerant

may decrease for more practical applications. The energetic and exergetic COPs

and exergy destruction of TMS with respect to evaporating and condensing

temperatures using various refrigerants can be observed from Figs. 46.9, 46.10,

and 46.11, respectively.

Once the TMS COPs are calculated for various refrigerants, the corresponding

indirect emissions and the sustainability indices are determined with respect to

the system parameters of the baseline model. The sustainability index is a good

indicator of how efficiently the resources are utilized in the TMS. Thus, it is

therefore directly related to the exergetic COP and exergy destruction rates
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associated with each TMS. Moreover, the indirect GHG emissions are produced

from electricity generation associated with the compressor and pump for the

TMS. Figure 46.12 shows the GHG emissions and sustainability index with

respect to the exergetic COP for the baseline TMS using R134a. As the efficiency

of the baseline TMS is increased, the power input required for the TMS will

decrease under the same cooling loads. Hence, the corresponding emissions will

decrease and the sustainability index will increase. It should be noted that the

emissions in Fig. 46.12a are determined based on the US average energy genera-

tion mix [50] and therefore the associated indirect emissions will be different

under other energy generation cases with different carbon intensities.

Figure 46.12b shows that the emissions produced from electricity generation

almost double under a high-carbon scenario, such as with coal. This reduces

significantly under a low-carbon scenario, where electricity is produced through a

natural gas combined cycle.
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Moreover, the calculated baseline TMS GHG emissions and sustainability index

are compared against TMSs using various refrigerants. Figure 46.13a, b shows that

the TMS using R1234yf generates the highest indirect emissions and lowest

sustainability index (6 and �1.6 % over the baseline TMS, respectively). The case

with DME generates the lowest indirect emissions and highest sustainability index

(�8.3 and 3.3 % over the baseline TMS, respectively), among the studied TMSs.

0.26

0.27

0.28

0.29

0.3

0.31

0.32

0 3 6 9 12 15

E
xe

rg
et

ic
 C

O
P

Evaporating Temperature (ºC)

R134a R290 R600

0.2

0.22

0.24

0.26

0.28

0.3

0.32

0.34

0.36

0.38

50 53 56 59 62 65

E
xe

rg
et

ic
 C

O
P

Condensing Temperature (ºC)

R134a
R290R600

R600aR1234yf
Dimethylether

a

b

Fig. 46.10 Exergetic COP of the TMS with respect to (a) evaporating and (b) condensing

temperatures using various refrigerants

902 H.S. Hamut et al.



1.3

1.5

1.7

1.9

2.1

2.3

0 3 6 9 12 15

E
xe

rg
y 

D
es

tr
uc

ti
on

 (
kW

)

Evaporating Temperature (ºC)

R134a R290
R600 R600a
R1234yf Dimethylether

1.5

1.7

1.9

2.1

2.3

2.5

50 53 56 59 62 65

E
xe

rg
y 

D
es

tu
ct

io
n 

(k
W

)

Condensing Temperature (ºC)

R134a R290
R600 R600a
R1234yf Dimethylether

a

b

Fig. 46.11 Exergy destruction of the TMS with respect to (a) evaporating and (b) condensing

temperatures using various refrigerants

46 Exergy Analysis and Environmental Impact Assessment. . . 903



1

1.1

1.2

1.3

1.4

1.5

1.6

300

400

500

600

700

800

900

1000

1100

1200

20% 23% 25% 28% 31% 35%

Su
st

ai
na

bi
lit

y 
In

de
x

G
H

G
 E

m
is
si
on

s 
(g

 C
0 2

-e
q/

kW
h)

Exergetic COP

Natural Gas Combined Cycle

U.S Average

Coal 

a

b

Fig. 46.12 (a) GHG emissions and sustainability index with respect to baseline TMS exergetic

COPs (b) under various carbon intensity of electricity generation

904 H.S. Hamut et al.



46.6 Conclusions

In this chapter, a TMS of an HEV composed of R134a refrigerant and 50/50 glycol

mixture battery coolant circuits was examined under different operating conditions

and compared against various alternative refrigerants such as R290 (propane), R600

(butane), R600a (isobutane), R1234yf (tetrafluoropropene), and DME, in terms of

efficiency and environmental impact. Based on the analysis, the following main

findings are obtained:

(a) The TMSs using R290, R600, and R600a were calculated to have similar

energetic and exergetic COPs, which are slightly over the baseline TMS. The

highest energetic and exergetic COPs are achieved by a TMS using DME (7.9

and 8.2 % higher than baseline, respectively), while the lowest energetic and
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exergetic COPs are achieved by R1234yf (4.9 and 4.2 % less than baseline,

respectively).

(b) All of the analyzed TMSs, except for the case using R1234yf, were calculated

to have lower environmental impact and sustainability indices than the baseline

TMS. However, the associated GHG emissions depend significantly on the

electricity production mix and can be doubled for all refrigerants under high-

carbon scenarios.

(c) The TMS using DME has the lowest GHG emissions (8.3 % lower than

baseline) and highest sustainability index (3.3 % higher than baseline). How-

ever, due to the high flammability of this refrigerant, secondary loop systems

should be added before calculating the overall system efficiency and environ-

mental impact associated with the refrigerant.
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Chapter 47

Green Building Approach in Turkish

Aviation Sector

Isil Yazar, Emre Kiyak, and T. Hikmet Karakoc

Abstract Nowadays, the idea of green building is a very popular concept. With the

increase in the number of unregulated buildings, unchecked usage of natural

resources, global warming, and environmental pollution, our lives suffer from

problems resulting from these reasons. Scientists focus their studies on decreasing

energy needs or using renewable energy sources due to the increased value of

energy and increases in energy requirements. In addition, the financial burden

caused by energy requirements is another factor to consider. Furthermore, energy

savings, more environmental system designs, and reduction of consumption costs

become important issues. Due to this, certificates are devised with certain deter-

mined provisions. Around the world there are many certificates relating to green

buildings, but there is no unique global certificate because of countries’ different

locations, geographical structures, resources, and so on. In Turkey, there is cur-

rently no green building certificate, but the Turkish Green Building Association,

established in 2007, continues its studies into developing such a unique certificate.

In Turkey, green building studies have grown rapidly in the aviation sector. In

this sector “Directorate General of Civil Aviation” awards companies “green

airport” and “green aviation company” titles according to their environmental

studies. In our study, we attempt to analyze green airport and green aviation
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company terms in respect of Turkish companies that have Green Company official

titles. The introduction deals with the theoretical background concerning green

building, green airport, green aviation company, and so on. The following section

gives information about Turkish green aviation companies and their studies related

to becoming green companies. In the conclusion section, the studies that have been

conducted by aviation companies and problems of the processes are considered.

Keywords Green buildings • Green aviation • Green airports • Energy • Green

certificates—licenses • Green building approach • Turkish aviation sector • Turkey

• Green building certificate • Green licenses • Istanbul • Antalya • Vehicle effi-

ciency • LEED • Transportation • Renewable

47.1 Introduction

Energy terms are used intensively in different areas of our lives. Transportation,

communication, illumination, heating, and suchlike are typical examples of these.

Failing in one of them causes problems and is waste of our time. Hence, it seems

that a life without energy is impossible. Furthermore, energy policy plays a vital

role in the mitigation of the impacts of global warming and the crisis of energy

availability [1]. From this view, the usage of renewable energy strategies becomes

an important point. It is vital for a nation’s social and economic development

[2]. Renewable energy strategies can make an important contribution to the

economies of countries. Thus, it should be encouraged by governments and other

authorities for more environmental and sustainable future [3]. Nowadays, there is

growing awareness about the importance of energy and the number of studies about

effective energy usage and renewable energy sources are on the increase. The term

“green building” has entered the literature as a main title for all sectors concerned

with this awareness.

Buildings are significant in terms of the economic and social developments of

cities, as well as their environmental impact, because they are responsible for a

large percentage of carbon emissions and use a considerable number of resources

and energy [4, 5]. Green building is the practice of creating structures and using

processes that are environmentally responsible and resource efficient throughout a

building’s lifetime from conception to design, construction, operation, mainte-

nance, renovation, and deconstruction. This practice expands and complements

the classical building design concerns of economy, utility, durability, and comfort.

A green building is also known as a sustainable or high-performance building

[6]. Green building movement can be seen in different sectors like medicine,

transportation, agriculture, and so on. They are adopted in various approaches

toward greening their activities by using certificate standards [7].

Individual countries have drawn attention to the importance of energy and have

prepared their own policies concerning green buildings. GBC (Green Building

Challenge), LEED (Leadership in Energy and Environmental Design), BREEAM
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(Building Research Establishment Environmental Assessment Method),

GREENSTAR (depends on LEED and BREEAM criteria), BEES (Building for

Environmental and Economic Sustainability), SBtool (Sustainable Building Tool-

Canada), ECO-QUANTUM (based on simulation model), ECOPROFILE, LCAid,

and CASBEE are examples of standards and certificates issued around the world

[8–12]. As we can see, there is no one unique global certificate because of

countries’ different location, geographical structures, resources, and so on [13]. In

Turkey, there is currently no green building certificate, but the Turkish Green

Building Association, established in 2007, has been continuing its studies into

developing such a unique certificate [14].

International aviation is growing rapidly, resulting in a rise in aviation green-

house gas emissions, and waste products [15]. To avoid this rise, the Directorate

General of Civil Aviation prepares a program for the aviation sector. In Turkey,

green building studies have grown rapidly in the aviation sector. In this sector “The

Directorate General of Civil Aviation” awards aviation companies with “Green

Airport” and “Green Aviation Company” titles according to their environmental

studies.

A Green Aviation Company is an environmental project developed by the

Directorate General of Civil Aviation. If an aviation company fulfills the

requirements of certain determined criteria, after audit it becomes a green aviation

company in Turkey. In addition, if all aviation companies at an airport have a green

aviation certificate, this airport is called a green airport in Turkey. Green aviation

companies or green airports that have certificates get discounts from the Directorate

General of Civil Aviation for other certificates of authority, and license, as well as

for certificate renewals. Discounts are 20 % for green aviation companies individu-

ally and 50 % for green airport aviation companies [16]. In Turkey, the number of

certificated aviation companies increases day by day, but there is no green airport

yet. Basic facilities about being green aviation company and green airport are

continued by the other aviation companies and airports.

47.2 General Requirements for Being Green Aviation

Company

The following are some of the requirements to become a green aviation company in

Turkey [17]:

• Companies should compile their environmental management system handbook.

It must include goals, strategies, obligations, risk analyses procedures, waste

management plans, responsibilities, and organizational knowledge of the com-

pany and so on.

• Exhaust emission measurement details and procedures, noise measurement

details and procedures, other adjustment details (describing waste type, waste
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temporary storage place, waste transportation, waste disposal details and

procedures), and so on.

According to the June 2012 dated data, total certificated aviation company

number is 16.4 of 16 is from maintenance companies and another 4 of 16 is from

terminal operators. Total number of maintenance companies is 34 and total number

of terminal operators is 7 (Figs. 47.1, 47.2 and 47.3).

47.3 Green Airports and Aviation Companies in Turkey

• TAV Istanbul Terminal Operations Corporation

• Turkish Technic Incorporated

• ATM Airport Construction and Management Incorporated

• Fraport IC Ictas Antalya Airport Terminal Investment and Management

Incorporation

Fig. 47.1 Comparison of

maintenance companies

Fig. 47.2 Comparison of

terminal operators
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47.3.1 TAV Istanbul Terminal Operations Corporation

This is the operation responsible for the Istanbul Atatürk Airport International

Terminal. TAV Istanbul was the first green aviation company in Turkey. It was

awarded the green company title on 1 February 2010 [18].

Purpose of Applying Certificate

The purpose of applying for this certificate is to reduce their effects on the

environment. Furthermore, they aim to make staff aware of the effective use of

resources.

Submission Process

Initially, according to the certificate requirements, a multidisciplinary study group

is formed to try to achieve the certification needs. After the completion of the

studies, the company makes a submission to the Directorate General of Civil

Aviation. Finally, the company is audited under the responsibility of Directorate

General of Civil Aviation and receives the Green Company Certificate. They

establish their sustainability report after they hold the Green Company Certificate.

Alternation Process

Firstly, the company evaluates its current condition and prepares a report, making

plans with regard to the certificate requirements. The environmental strategy, goals,

and purposes of the company are updated due to the certification plans. It forms a

0.69

0.13

2009

2010

ISTANBUL

RECYCLED WASTE
(1000 t)

Fig. 47.3 Percentage of

recycled waste
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waste management plan that involves all aspects of the company. Environment–

dimension–effect–risk analyses are carried out. Waste storage–transmission–

disposal conditions are reviewed according to a waste management plan and formal

requirements.

Storage conditions for domestic solid waste are reviewed and before the transmis-

sion process, domestic solid waste is stored temporarily at +4 �C. Plastic containers
begin to be used instead of metal containers for collecting waste. Containers were

labeled according to their contents. For waste recycling–disposal–transmission

operations contracts are arranged with licensed firms. For recyclable waste

(glass–plastic–chapter–metal and suchlike), triple decomposition boxes are started

to be used. For other waste, decomposition at the point of origin is established.

For dangerous waste (batteries, toners, cartridges, filters, and suchlike) appropriate

collection containers are prepared and they are begun to be transported in licensed

vehicles, finally being disposed of at licensed centers. Personnel are trained in

environment consciousness and waste management by TAV academics.

Difficulties of Process

Personnel attitudes toward waste management have critical role during this process.

At the start of the project, staffs are uninterested in the decomposition of waste at

the point of origin. By trainings and awareness-raising campaigns, this problem is

tried to solve.

47.3.2 Turkish Technic Incorporated

This is the technical maintenance responsible for Turkish Airlines [19].

Purpose of Applying Certificate

The purpose of applying for this certificate is to reduce their effects on the

environment. They aim to make the staff more conscious of using resources

effectively. In addition, their one another goal is to prepare an environment-

friendly, developing system for upcoming generations.

Submission Process

Since 2006, the company has been checking audits concerning its environmental

management certificate ISO 14001 studies. The company collects its studies as

required for application and then submits the documentation to the Directorate
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General of Civil Aviation. Eventually, the company is audited by the Director-

ate General of Civil Aviation and achieves the Green Company Certificate.

Alternation Process

With the ISO 14001 Certification, their studies are monitored periodically. The

company reviews its goal-realization conditions concerning environmental man-

agement every year. The HABOM Memorial Forest is constructed by the Turkish

Technic Incorporated in support of the fight against carbon emissions and global

climate changes. The organizational structure of the company is changed according

to the certificate requirements. A new environmental management department is

formed with two environmental engineers and a chemical engineer. They are

responsible for controlling-coordinating environmental studies, requirements, and

suchlike. Waste (except domestic waste) is grouped in green containers, red

containers (dangerous chemical waste), and blue containers (recycled waste).

These containers are transported by battery-operated vehicles to reduce the nega-

tive effects on the environment. Dangerous waste is stored in confined areas.

Transmission of the waste is carried out by licensed vehicles. Vehicles are licensed

by the Ministry of Environment and Urban Planning. Waste is disposed of by

companies that are accredited by the same Ministry. Medical waste is transported

in different containers to the municipality. Batteries are transported in different

containers to responsible companies. Waste such as aircraft tires, cartridges, and

toners are disposed of by licensed companies or recycled. According to a contract

between GE and the Turkish Technic Incorporation, scrap aircraft material and

components that are appropriate for recycling are sent to the company for recycling.

Industrial waste water that is formed from different plants like paint, coating, and so

on are stored and distilled in waste treatment plants and, after the distillation

process, it rejoins the city water network.

Emission measurements are periodically carried out by the Ministry-accredited

companies according to the regulations.

Noise level measurements are conducted by accredited companies periodically

every year and noise maps are formed. For noisy departments, walls are coated with

noise-absorbent panels so as to reduce noise levels. On the Web, a form is being

prepared for proposals and complaints.

Instead of fuel-operated cars, battery-operated cars are used for material transfer

operations. By the company, an emergency state handbook is prepared. It includes

emergency state plans, rules, sanctions, and so on. In plants and hangars, risk

analysis applications are carried out for new inputs. They are evaluated whether

or not they have a dangerous effect on the environment, before becoming a member

of the system. Every year on fifth of June (World Environment Day) certain

activities such as tree planting and competitions that relate to the environment are

organized by the company. Furthermore, with posters and announcements, staffs

are encouraged to gain environmental responsibility. Staff undergoes in-service

training triennially.
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47.3.3 ATM Airport Construction and Management
Incorporated

It is the operation responsible for Dalaman Airport International Terminal [20].

Purpose of Applying Certificate

In the short term, their purpose of application is to reduce harm caused to the

environment systematically and, in the long term, to eradicate the harm completely.

Furthermore, their plan is to make the staff be aware of the need to use resources

effectively.

Submission Process

The certification process starts as soon as correspondence is received from the

Directorate General of Civil Aviation. During 5 months, base studies are started and

maintained. Finally, the company is audited by the Directorate General of Civil

Aviation and receives the Green Company Certificate.

Alternation Process

In the alternation stage, dangerous waste is transported to disposal centers. In

addition, personnel are trained in the efficient use of resources, decomposition of

waste at the point of origin, as well as collection of dangerous waste with the

cooperation of the Mugla Directorate of the environment and city planning, every

year since 2010.

Difficulties of Process

At the end of this work, an important problem is found. The number of licensed

dangerous waste storage, transmission, and disposal centers are insufficient for

areas situated away from city centers.

47.3.4 Fraport IC Ictas Antalya Airport Terminal Investment
and Management Incorporation

It is the operation responsible for Antalya Airport Terminal [21].
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Purpose of Applying Certificate

Firstly, theDirectorate General of Civil Aviation projects have a priority for company

and so, company values theDirectorate General of Civil Aviation projects. They have

a parallel operation strategy with the Directorate General of Civil Aviation. Further-

more, the contents of this certificate (saving ecological equilibrium, preparing livable

environment) are intersecting with its policy. They plan to utilize the incentive

discounts. By this way, company aims to contribute to its economy.

Submission Process

Certification process starts in 2009. Base studies are maintained for 6 months.

Finally, the company is audited by the Directorate General of Civil Aviation and

receives the Green Company Certificate.

Alternation Process

Many innovations can be seen with the alternation process. There are some

adjustments about measurement and evaluation systematic like quality of air and

operation of waste treatment plant. Contracts are done about waste management

and transmission and disposal of dangerous waste. Water–soil analysis is done

properly. Organic waste is started to store regularly and so, recycling ratio is

increased. In 2011, 1.950 ton materials are recycled. Staff becomes conscious. In

2011, 760 employees are educated about environmental responsibilities. Value of

the company is increased. Energy saving is provided. It has positive effects to the

general economy. Costs are decreased.

Difficulties of Process

Eventually, the process results show that the number of alternative co-operating

companies is inadequate. For staff training, expended time interval is needed.

Sometimes the formal regulations are not practical because of the step-by-step

procedures. Suppliers are adapted to the subjects slowly. Their basic facilities level

is not enough for the subjects.

47.4 Conclusions

Being a Green Airport Company provides many advantages to a company. The title

increases the value of the company. The company also fulfills its legal responsi-

bilities. In addition, it utilizes payment discounts concerning certificates of author-

ity, licenses, certificate renewals, and so on. The common gain achieved by the
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company is teamwork studies. Studies cause staff to become closer within the

company. Staffs understand the team spirit and company spirit, and therefore they

work more carefully and conscientiously. The last and the most important result is

that the company becomes an environment-friendly structure reducing harmful

negative effect to our lives. Furthermore, according to the feedback from the

companies, it is understood that the most important problem that has been encoun-

tered relates to the inadequate number of licensed disposal centers and their

inadequate capacities.
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Chapter 48

Assessment of Energy Efficiencies

and Environmental Impacts of Railway

and Bus Transportation Options

Mine Sertsoz, Sule Kusdogan, and Onder Altuntas

Abstract In this study, energy efficiency and environmental impacts of railway

and bus transportation are applied in three steps. While comparison between

railway system and bus transportation options is discussed in first and second

steps, indirect, energy consumption changing of railway system with person num-

ber and gradient rate is studied in the last step, direct. Firstly, energy efficiency of

railway systems is compared with bus transportation in urban transportation in

Istanbul in terms of carbon dioxide (CO2). Then, energy consumptions and cost

analysis of both systems are evaluated by calculations on the basis of numerical

data, received from certain organizations. And finally, they are compared in terms

of the number of passengers and gradient rate energy consumptions by using

SimuX simulation program. Preferring railway systems in transportation becomes

more important because of best environment impacts (CO2 per capita will decrease

244.6 g), energy cost (bus transportation is 2.66 times lower than railway systems),

and energy efficiency (energy consumption with gradient value increases by 18.62

and with passenger number increases per capita by 3.63).

Keywords Energy efficiency • Railway systems • Carbon dioxide (CO2) emissions

• Cleaner environment • Tram and city bus transportation • SimuX simulation

program • Environmental impact • Bus transportation • Urban transportation

• Istanbul • Carbon dioxide • Energy consumptions • Cost analysis • Energy cost

• Energy efficiency
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IETT Istanbul electric tramway and tunnel establishments

OECD Organization for Economic Co-operation and Development

TEP Ton equivalent petrol

UIC International Union of Railways

UNCBD United Nations Convention to Biologics Diversity

UNCCD United Nations Convention to Combat Desertification

UNFCCC United Nations Framework Convention to Climate Change

48.1 Introduction

One of the negative impacts of the industrial revolution, which began in the

eighteenth century, is the environmental effects (the global temperature increase

in atmosphere and in oceans, decreased longevity, increased mortality, etc.), and

was observed since the end of the nineteenth century. At the end of the twentieth

century, the sources of these negative environmental impacts have been examined

and then many studies have been conducted on the measures for precaution, in

many fields.

The reasons of environmental problems and the solutions to these problems,

which passed local borders, were taken as agenda by the conference of United

Nations Human and Environment Conference in Stockholm in 1972. 20 years after

Stockholm Conference, United Nations Convention to Combat Desertification

(UNCCD), United Nations Convention on Biological Diversity (UNCBD), and

United Nations Framework Convention on Climate Change (UNFCCC) legalized

concepts of “sustainable development.”

Besides the other universal contracts, UNFCCC, accepted in 1994, is the most

known contract that emerges radical transformation in order to prevent the green-

house effects, based on human, energy, industry, transportation, agriculture, waste,

and forestry. Kyoto Contract, which was accepted in 1997 and gained validity in

2005, supports strong and reformist sanctions to prevent climate changes [1].

Many studies have been applied in the transport sector. According to reports of

Organization for Economic Co-operation and Development (OECD) countries, the

share of the transport sector, in total energy demand, was 24 % in 1971, whereas

this ratio is estimated to reach 37 % by 2020. For this reason, studies, conducted on

energy efficiency and environmental impact issues in the transport industry, will be

even more important [2].

To increase the consumption of energy per capita, developed with a measure of

development of countries for many years, the efficient use of energy has been

important. In the open literature about energy economics, the methods of Granger

[3] and Sims [4] have been constantly used in the causality relationship analysis

between energy consumption and economic growth. This relationship was firstly

discussed by Kraft and Kraft [5], who demonstrated that this is a one-way causality

from economic growth to energy consumption based on the US data for the
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1947–1974 period. After this study, many researchers [6–13] have used the same

methods in their studies.

In addition to the studies on energy economy, the studies have been guided to

monitor and measure CO2, caused by energy consumption. When CO2 emission,

varied with the total energy demand (the CO2 share of the transport sector in total

energy demand), was 19 % in 1971, this value is approximately estimated to reach

30 % by 2020 [2]. This result clearly shows the importance of the global warming

and other environmental impact analyses.

Today, passenger capacity, affordability, and environmental impacts are impor-

tant parameters in the determination of urban transportation vehicles. Selection of

transportation systems, such as railway systems, is important in terms of energy

efficiency and economic and environmental impact.

A study of Pietzsch [14], about passenger transportation, has indicated that the

consumed energy in highways is 3 times and in airways 5.2 times higher than

railways. According to a report issued by UIC (International Union of Railways),

while a train travels 5 km, a car can travel 1.7 km and a plane can travel only

1.1 km, using 1 kWh of energy [15].

Different energy consumption for the same distance directly affects emissions,

released into the environment. While the share of pollution caused by electric

railways is 5 %, it is about 85 % for highways. An electric train emits 1 kg of

CO2 in 42 km of travel, while the same amount of CO2 is emitted in 12 km by car

and in 7 km by plane [15].

The energy efficiency in transportation is handled in three different approaches

in this study. Firstly, railway and bus transportation systems are compared in terms

of CO2 emissions. (The example given here is the current transportation forms used

in the city of Istanbul. Usage ratio of the land transport in Istanbul is 87.3 %; usage

ratio of the railway transport is 10.17 %; and usage ratio of the sea transport is

2.53 % of total [16].) And then, railway and bus transportation systems are

compared base on the type of fuel used currently in terms of per capita cost of

transportation. Finally, the railway systems are compared in itself in terms of the

energy efficiency by changing their certain parameters.

In this study, the mathematical calculations were performed by two steps: (a) the

numerical data obtained from government institutions and (b) the digital data found

through simulation. It is possible to compare bus transportation and railway system

in terms of their environmental impact and costs—indirectly—energy efficiencies,

and it is also possible to see the—direct—effect of certain energy consumption

parameters on the energy efficiency.

48.2 Energy Efficiency

In the twenty-first century, the two indicators, concepts of energy efficiency (pro-

ducing much) and less energy consumption (reducing the energy intensity), are

used in the agenda (Fig. 48.1).
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Today, the oil and gas supply strategies are important milestones in both the

development of countries and their foreign policies because of the increasingly

strategic role of these resources as an energy source in world politics.

Despite all the efforts on the search and technology development for alternative

energy sources, it is expected to increase energy demand. Increasing energy

demand will largely be met by oil and natural gas again in the coming years, to

scientific estimates.

In the last decades, while the worldwide oil reserves have been determined to be

156.7 billion tons, which will run out in 41 years, natural gas reserves have been

determined to be 175.8 trillion m3, which will run out in 67 years. So for today,

depletion of oil and natural gas will be between 32 and 56 years, respectively [1].

While the world economy grows 3 % per year, the energy intensity decreases

1 % per year by means of the energy efficiency. If the average increase is 2 % per

year in the world energy consumption, this value will reach 12.3 billion TEP in

2015 and 15.1 billion TEP in 2025.

The world oil demand is expected to increase by 1.6 % per year in the next

30-year period. And the most important factor is expected to increase transport

demand because of this increase. Currently, 47 % of the total oil consumption is

originated from the transport industry, and this ratio will reach to 55 % by 2030.

About two of the three are expected to be originated from the non-OECD

countries [1].

Because of increasing energy demand, more reserves should be found and

trillions of dollars should be invested for usability of these resources. For instance,

in 2001, the world production of conventional oil was 72 million barrels/day and it

is estimated to be 120 million barrels/day in 2030. And also, the natural gas demand

was 2.5 billion m3 in 2000, and it is expected to be doubled to reach 5 trillion m3 in

2030. And the average annual demand growth will be 2.4 % [1].

Other
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production proportions
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The primary energy supply has been 99,840 million TEP, and the primary

energy production has been 26,779 million TEP in Turkey since 2006 and 73 %

of its energy needs are met by imported energy. In 2006, total energy consumption

of world was 11.4 billion TEP, and share of Turkey in this consumption was 0.8 %.

Ninety-three percent of the crude oil demand and 97 % of the natural gas have been

currently provided with imports. If the necessity is not supplied by local sources,

these demand rates will increase to 99 and 100 %, respectively, in 2020 [1].

48.2.1 Perspective on Energy Efficiency of Turkey
in the Transportation Sector

Passenger transportation is basically divided into three categories: highway, rail-

road, and airline. While these proportions are 95.5 % highway, 2.8 % railroad, and

1.7 % airline in Turkey [18], these are 44.5 % highway, 9.6 % railroad, and 6.6 %

airline in the European Union (EU) [19]. There is a more balanced condition in

passenger transportation in the EU than in Turkey.

To improve the energy efficiency in transportation, regulation has been

published in 2008 by the Ministry of Transportation in the Official Gazette called

“Principles and Procedures for Improving Energy Efficiency in Transport.” This

improvement can be held by mentioning the principles and procedures on estab-

lishment of the systems to reduce fuel consumption of motor vehicles, to increase

the efficiency standards in vehicles, to promote the public transport, and to increase

traffic flow.

This regulation deals with all kinds of transportation. Some transportation ways

are mentioned according to population density. Specific duties can be assigned to

municipalities for the use of public transport. It is stated in the first paragraph of

Article 6 of this regulation “in Order to Reduce the Energy Consumption Down to

Minimum in the Railway Transport, Priority is Given to the Electric Operation.”

The railway systems are mentioned here and it is referred to efficient use of

electricity.

This regulation, the coordination of the subsystems with each other, is weak

while the transportation subunits are under various ministries. And this causes late

realization of the decisions on transportation. Center is created to provide coordi-

nation of these subunits or to assign all under the same ministry. In this way, the

progress will be faster.

In recent years, countries searched clean energy in parallel with the increasing

importance on energy efficiency and environmental pollution. And this has been

reflected to the transportation sector in efforts to improve railway transport, and to

search on the efficient use of energy in railway systems as well.

Turkey has made great progress with important projects on this issue, through

the use of the railway system in both long-distance and local transport (for example,

Ankara–Eskisehir High Speed Trains, Ankara–Konya High Speed Trains, the
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Marmaray Project, Bursa Tram Line, Eskisehir Tram Line, and Kartal–Kadikoy

Subway Line in Istanbul).

48.2.2 System Descriptions

The technical information of the vehicle, used in this study, is shown in Fig. 48.2.

Passenger capacity was accepted as 280 because of standing passenger in this

information.

This figure shows the tram’s technical information which is used in this study. Its

manufacturer company is ABB and it has been used in İstanbul Transportation.

As for that the bus which is used for this study is Ikarus 260. Its passenger capacity

is 102 and it consumes 35 l diesels per 100 km.

48.3 Methodology

48.3.1 CO2 Emission Estimation Method

Energy industry, transport, and electricity consumption lead to emissions,

originated from heating. This is increasing in total emissions.

Fig. 48.2 Technical information of ABB tram
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The intelligent transport systems, developed by utilizing information and com-

munication technologies for efficient use and better presentation of the transport

system, can be used to contribute that improvement of air quality and environment,

in parallel with the energy efficiency [20].

The increasing greenhouse gas emission, originated from the transport sector, is

the main source of the energy sector. It is the only increasing sector in reality. The

amount of CO2 emissions of transport is 17 %, compared to other sectors [21]. In

this context, this study will be conducted to reduce the share of transport and thus to

reduce the amount of total CO2. Because of this increasing amount, calculation is

also important for the future.

• Annual CO2 propagation of İETT ¼ Annual diesel consumption of İETT �
CO2 propagation of diesel per liter

• Annual CO2 propagation of railway systems ¼ Annual energy consumption of

railway systems � CO2 propagation of coil per 1 kWh

• CO2 quantity per capita for IETT ¼ Annual CO2 propagation of İETT/annual

passenger numbers for IETT

• CO2 quantity per capita for railway systems ¼ Annual CO2 propagation of

railway systems/annual passenger number for railway systems

48.3.2 Cost Estimation Method

• For Tram:

Total energy consumption ¼ Energy consumption per km � length

Total cost ¼ Total energy consumption � cost per kWh

Cost per capita ¼ Total cost/person number

• For City Bus:

Total fuel consumption ¼ Fuel consumption per km � length

Total cost ¼ Total fuel consumption � cost per km

Cost per capita ¼ Total cost/person number

48.3.3 SimuX Method

SimuX software, developed by Turan Söylemez, was firstly used by Süleyman

Aç{kbaş on his PhD thesis. There are many aims of Simux (train performance,

transformer sizing, catenary sufficing, etc.) and some aims of the SimuX are tram’s

energy consumption by changing gradients and number of passengers [22].

Modeling of the railways is very complex; that is why manually solving is

almost impossible. Nowadays analysis, operating, and different factors are being

solved by SimuX simulation program for railways.
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48.4 Results and Discussion

48.4.1 CO2 Calculation Results and Discussion

Table 48.1 shows the various electricity generation and their CO2 emissions

according to some institutions. Average value in this table is these institutions’

average CO2 emissions.

Coil has the most and hydroelectricity has the least CO2 emissions. Contrary to

popular belief nuclear is the cleanest for environment after hydroelectricity.

But in this study only coil’s CO2 emission was used.

When we compare the data in 2009, the annual passengers who used railway

systems were about 466 million [27] and the annual passengers who used Istanbul

Electric Tramway and Tunnel Establishments (IETT) were about one billion

[16]. In addition, the total annual energy consumed by railway systems was about

6 million kWh [27], where the annual diesel oil quantity consumed by IETT was

about 98 million l [16]. The amount of CO2 produced per liter of diesel oil was

about 2.65 kg/l.

Calculation was made using Table 48.1 and the above numerical data and

Table 48.2 was constituted. Table 48.2 shows CO2 amounts for different forms of

electricity generation of railway systems and only diesel for IETT.

According to CO2 calculation results, the use of the railway system has the

lowest value in terms of CO2 emissions in each case. The amount of CO2 per capita

is decreasing by 244.6 g, even if the preferred fuel type is coal. It has been seen that

the railway transport should be the priority in Turkey instead of the bus transport.

For this case, the government needs to increase the railway transport by giving

incentives to the private sector or by its own. The efficient use of energy seems quite

logical in terms of the environmental pollution [28].

48.4.2 Cost Calculation Results and Discussion

Here, the energy consumption values found as a result of the simulation studies

performed before on tram and the energy consumption values of city bus are

compared in terms of the costs per capita. Some assumptions are listed as follows:

• Vehicles are traveling on a road with no gradients.

• Auxiliary energy consumption of the vehicles is zero.

Table 48.1 Amount of CO2 emissions in kg/MWh according to the forms of electricity generation

Coil Gas Solar PV Nuclear Wind Hydroelectricity

CRIEPI, Japon [23] 990 653 59 21 37 18

Paul Scherr Inst. [24] 949 485 79 8 14 3

IAEA [25] 968 440 100 9–21 9–36 4–23

Vattenfall AB [26] 980 450 50 6 6 3

Average 971 507 72 12.5 20 10
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• Both vehicles are loaded to full capacity.

• They travel equal distances, which is 5,570 m.

• The energy consumption is zero at the waits at bus stations.

The passenger carrying capacity of city bus is 102 people, and the amount of

diesel oil use is 0.035 l/km in the best conditions [29].

The passenger carrying capacity of tram is 280 people, and the preferred fuel

type is coal.

The energy consumption of tram was found as 4.46 kWh/km held with SimuX,

as listed in Table 48.3.

As a result of the analysis, while the cost of fuel per person for tram was

calculated to be 1.71 kurus, this value was found to be 7.49 kurus for city bus.

These results indicate that city bus is 4.38 times of higher cost than tram. (Since the

costs of infrastructure and superstructure are covered by civil engineering, these

could not be included in the calculation.) In addition, the maintenance cost for road

is 4.4 times than that for the railroad [30]. Thus, tram is more suitable transportation

system in both results—cost of fuel and maintenance.

48.4.3 SimuX Results and Discussion

While the gradient value increases from �5 to +5 %, the energy consumption value

increases by 18.62 times. (The tram works at full capacity.)

Table 48.2 The amount of CO2 per capita calculated by changing the transportation modes and

the fuel types

CO2 per capita by utilizing İETT (fuel: diesel) 257.5 g

CO2 per capita by utilizing railway systems (fuel: electricity, resource: coil) 12.9 g

CO2 per capita by utilizing railway systems (fuel: electricity, resource: gas) 0.9 g

CO2 per capita by utilizing railway systems (fuel: electricity, resource: nuclear) 0.08 g

CO2 per capita by utilizing railway systems (fuel: electricity, resource: wind) 0.2 g

CO2 per capita by utilizing railway systems (fuel: electricity, resource: hydroelectricity) 0.04 g

Table 48.3 Gradient and

energy consumptions (full

capacity)

Gradient (%) Energy consumptions (kWh/km)

�5 0.62

�4 1.03

�3 1.66

�2 2.41

�1 3.35

0 4.46

1 5.78

2 7.16

3 8.61

4 10.04

5 11.55
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As the weight of the vehicle, given in Table 48.4, increases by 11 % the energy

consumption difference increases by 10 % approximately. This is because of

Newton’s second law of motion. This law shows us that as mass increases, force

and energy consumption also increases (since our speed is constant always). The

example gradient was 0 % here; however this ratio will always be the same. Thus,

this simulation also confirms this law. The remarkable issue here is that if the

number of passengers increases from 50 to 250 people in a tram, despite the

increase in total energy consumption by 1.36 times, the energy consumption per

capita is 3.63 times lower.

48.5 Concluding Remarks

The conclusions of the research and calculations are listed below:

• Even if coal is used as the fuel to generate electricity, the amount of CO2 per

capita will decrease by 244.6 g in IETT.

• As a result of the cost analysis, the cost of fuel for tram is 1.71 kurus per capita,

while this value is 7.49 kurus for city bus, which is 4.38 times higher. Tram is

more suitable transportation system in both results—cost of fuel and

maintenance.

• While the gradient value decreases from 0 to �5 %, the energy consumption

decreases by 8.2 times. Besides, the gradient value increases from 0 to 5 %, and

the energy consumption increases by 2.6 times.

• While the gradient value increases from �5 to +5 %, that is, in ten units of

increase in gradient, the energy consumption value increases by 18.62 times.

• While the number of passengers increases from 50 to 250 people in a tram, the

total energy consumption increases by 1.36 times.

• And despite the number of passengers increased from 50 to 250 people in a tram,

the energy consumption per capita is 3.63 times lower.

Table 48.4 Passenger numbers’ energy consumption efficiency when gradient is 0 %

Passenger

number

Vehicle

height

Energy

consumption

(kWh)

Energy

consumption

distinction (%)

Vehicle height

distinction (%)

0 31,900 2.92

50 35,400 3.21 9.93 11

100 38,900 3.5 19.86 22

150 42,400 3.8 30.1 33

200 45,900 4.1 40.4 44

250 49,400 4.39 50.3 55
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22. Aç{kbaş S (2008) Çok Hatli Çok Araçli Rayli Sistemlerde Enerji Tasarrufuna Yönelik Sürüş
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Chapter 49

A Change in the Transportation Needs

Today, a Better Future for Tomorrow:

Climate Change Review

Leonard E.N. Ekpeni and Abdul-Ghani Olabi

Abstract No sooner than later, the world will be a living hell as a result of the now

escalating transportation effects on our climate. The pressure is now growing

towards their resultant effects to be totally eradicated in order to save our planet;

otherwise, the stabilisation of these effects, global warming, greenhouse gas emis-

sion and degradation, will need to be sought after. The world all over is at it now in

an effort to restore our climate, to save it from the effects of these catastrophes/

disasters.

On the proposition of the Kyoto Protocol in 1997, the main focus was to decrease

greenhouse emissions of mainly six gases—carbon dioxide, methane, nitrous oxide,

sulphur hexafluoride, hydrofluorocarbons and per fluorinated compounds (PFCs).

And transport alone accounts for over 26 % of global CO2 and has been regarded as

one of the few industrial sectors wherein emissions are still on the increase; on this

basis, researchers and policy makers are all at it to tackle the menace of climate

changes through provision of sustainable transport.

This chapter focuses on the new and developed technologies like the renewable

energy source, which will be an alternative to transport fuels to avoid the depen-

dence on petroleum the after effects of which are damaging to the world climate,

and may probably not be there forever to continue serving the world’s ever-

increasing population. While the long-term solutions are being sought, these

alternatives will make do for now.
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gases • Climate change • Transportation • Greenhouse gas emission • Degradation

• Catastrophes • Disaster • Carbon dioxide • Methane • Nitrous oxide • Sulphur

hexafluoride • Hydro fluorocarbons • Per fluorinated compounds • Renewable

energy source • Transport fuel

L.E.N. Ekpeni (*) • A.-G. Olabi

Biofuel Research Group, School of Mechanical and Manufacturing Engineering, Dublin City

University (DCU), Collins Avenue, Glasnevin, Dublin 9, Republic of Ireland

e-mail: leonardo55en@yahoo.com; leonard.ekpeni3@mail.dcu.ie; abdul.olabi@dcu.ie

I. Dincer et al. (eds.), Causes, Impacts and Solutions to Global Warming,
DOI 10.1007/978-1-4614-7588-0_49, © Springer Science+Business Media New York 2013

933

mailto:leonardo55en@yahoo.com
mailto:leonard.ekpeni3@mail.dcu.ie
mailto:abdul.olabi@dcu.ie


Nomenclature

Chemical Formula

CO2 Carbon dioxide

CH4 Methane

PFCs Perfluorocarbon

N2O Nitrous oxide

HFCs Hydrofluorocarbons

SF/6 Sulphur hexafluoride

Acronyms

GHGs Greenhouse gases

MFT Motor fuel taxes

Mtoe Million tonne

NGO Non-governmental organisations

PFCs Per fluorinated compounds

RES Renewable energy source

49.1 Introduction

Energy demand has been on the increase over the last decade due to the increasing

demand of the world population particularly in the transport sector of the economy.

As this demand increases, it tends also to increase the impact of the damaging effect

on our climate. To this effect, fossil fuel utilisation has threatened the world economy

in the areas of global climate change, world energy conflicts and energy source

shortages [1]. The damaging effects of the fossil fuels to the world’s climate through

greenhouse gases (GHGs) have also now led to the researchers in finding an alterna-

tive solution to the limited supply of fossil fuels currently not meeting the much-

needed demand [2] and this is predicted to near exhaustion within the next 50 years

[3]. Since transportation is needed by this oil, its reliance for the movement of goods

and services is inevitable as production and manufacturing activities revolve around

it [4]. This therefore means that the ever-increasing fossil fuel consumption will

result in the imminent petroleum production peak [5]. As transportation in the recent

years has become an issue of great concern due to the damaging effect of fossil fuel

use, the management of the health effects of climate change will require inputs from

all sectors of government and civil society as well as the collaboration betweenmany

academic disciplines and new ways of international cooperation that have until

now eluded us. A new advocacy is needed as soon as possible if not already in

place so as to bring together governments, international agencies, non-governmental

organisations (NGOs), communities and academics from all disciplines in adapting

to the resultant effects on transport through the new advocacy [6].
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To this effect, the development of alternative energy sources has become of

paramount importance to the world as a result, and has led researchers in finding

alternatives for energy use. It is imperative that the climate be preserved by changes

that are in place. Movement towards seeking more sustainable production methods,

waste minimisation, reduced air pollution, distributed energy generation, conserva-

tion of native forests, GHG emissions [7], and, most importantly, control over these

GHG emissions led to an agreement being made with the overall pollution preven-

tion targeted, hence the proposition Kyoto Protocol agreement [8].

In this chapter, focus is directed towards ways on reducing the emissions of CO2

in the environment from the way we live and use transportation, as doing this will

further help in saving the climate from global warming, depletion of the ozone

layer, and other vices that tend to interfere with the proper environmental living by

humans and by so doing, our good health will be restored.

49.2 Background: World Energy Conflicts

The discrepancy between energy and teaming population in the world has

aggravated in the conflicts currently being experienced worldwide. The love for

huge wealth particularly that generated from fossil fuels is on the other hand

pushing the world leaders of these oil nations to continuously stick on to power

when especially democracy is not being exercised in this country.

For over 50 years until now, the technological development in all sectors has

improved and has changed the entire performance as well as the needs of the world

including that of transportation. And these changes have been both positive and

negative; for example, on the positive side, it has resulted inmore stable and abundant

food supply while on the negative side, it has continuously added to our environmen-

tal degradation, more dependence on fossil fuel as well as lowering of our energy

efficiency which in other words added to the climate effects we are experiencing now

[9]. As this fossil fuel has become the main source of the world’s energy, it has also

been seen as a means of increasing the world’s conflict [10]. Through our current

energy need, and luxury goods and services especially those needing the use of

energy generated from fossil fuel has increased well long ago and as such, has also

added to the damaging effect of climate. Conflict over the control of valuable oil

supplies has been a persistent feature of international affairs since the beginning of

the twentieth century and as oil has become more scarce and valuable; this has also

increased the severity of its conflicts which has varied from one nation to another

[11]. Since this product is extremely lucrative in terms of export particularly to the

producing countries, they rely mainly on it as a major source of foreign revenue to

them; for Nigeria, Saudi Arabia and Iran for example it accounts for 90–95, 90–95

and 80 %, respectively, of foreign revenue. Also, because whoever that controls the

government of oil-producing states controls the allocation of oil revenues, these

governments tend to stay in power in any way possible so as to still remain as

benefactors to this product using means such as army rebellion, terrorism or coup

d’etat [11]. Overcoming this dependence on fossil fuel means that there should be
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alternative means as a basis for solving the current climate menace; otherwise, the

competition for oil will remain a source of conflict so long as the demand for this

fossil fuel rises faster than supply [11]; hence in consideration, renewable energy

sources (RES) are now being looked at so as to preserve the climate and protect the

environment. The negative effects of fossil fuel and other nonrenewable energy

sources have continued to be surfacing and in the transportation industry, our current

need for it has also shown a rise in themenaces that are resultant from such usage, like

the GHGs, CO2 emission, global warming, depletion of the ozone layers as well as

other variances that are detrimental to human health and environment. However

human activities are assumed to be responsible for almost all of the increase in GHGs

in the atmosphere since the last 150 years wherein the largest source of GHG

emissions from human activities, for example, in the United States, is from the

burning of fossil fuels for electricity, heat and transportation [12] but on a greater

scale, this can be reduced to the barest minimum through changing our ways of living

and shifting from the nonrenewable to renewable energy sources.

49.2.1 Energy Source Shortages

Amidst the current energy crisis, it is of great concern to show that the energy supply

source will not last for too long. The ever-growing population whose demand needs

to be met and the shortage in the supply source are some reasons for this current

situation. The environmental movement has been questioned of being the cause of

the nation’s energy crisis and the balancing of environment and energy factors will

be essential in determining policies to meet the demand of the crisis.

And as predicted by Dr. M. King Hubbert of Shell Oil in 1956, that US oil

production would peak in 1970; this was disregarded by most oil experts and in

furtherance to this [13], asserts it that in 2005, oil production stopped growing, and

the price of crude oil shot upward from $45 per barrel to $140 per barrel, we hit “peak

oil” otherwise known as the “Hubbert’s peak,” a geological limitation to the supply

of oil in the ground and with no additional supplies, a bidding war resulted in 2005

over the remaining oil in the ground. The eminent consequence of this is the high

prices of oil which on the other hand increase the prices of food as modern agricul-

ture is an energy-intensive business [13]. The oil shortage will not only cause energy

crisis in nations across the globe as it is being experienced now but also cause the oil

reserves being depleted and that again will make the price to rise sharply because of

its nearing exhaustion and as such the demand of the population cannot be met.

Apart from the effects on our climate and health resulting from its use, the way

of life needs to be adjusted to suit the current energy need through alternative

energy use of RES. This alternative has been considered necessary as the

implications from these shortages need to be addressed regardless of whether it

lasts another 40, 60 or 80 years as it is certain now that the resource is dwindling and

that competition over it will become more intense. As it is acclaimed now any

factors that threaten fossil fuel stability will result in the price rise and will, in

alternative, threaten investments as well [14].
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In another development, in guiding against this shortage of energy source the

best possible way is the minimisation of the associated risk [15] and despite the best

efforts to prevent a supply crisis, this cannot be totally prevented as one can still

occur. In cases like these, energy security thinking dictates minimising the impact

of the crisis on national security and economic welfare. Also strategic stockpiles,

which are often owned and managed by the government, is one of the most effective

ways to deal with a supply disruption crisis and/or a price shock. Although this has

not been used yet as in the case of shortages they are thought to be essential in the

minimisation of price impact during a crisis situation.

49.2.2 Renewable Energy Source Scenario

As the world’s climate is changing through the negative effects of GHG, global

warming and bio degradation, efforts are required to have all these corrected through

RES. Not only now but also in time to come this will play a major role in the world’s

climate revival as it has been tagged, the power for a sustainable future.

This has been categorised into three parts: renewable resources, nuclear

resources and fossil fuels [16]. Renewable energy studies is the most exciting

aspect in that it is inherently positive as it offers the possibility of solutions to

some of the society’s most difficult problems [16, 17].

49.3 Global Climate Change

Twenty-first century’s climate change (CC) is now unequivocal [18] and has

become a dominant issue that has arguably been thought of, and the earth’s climate

has changed over the years due to the warming and cooling of the cloud as depicted

in [19, 20], which are termed as primary concerns for humanity in the twenty-first

century as they may affect health through different pathways; typical examples are

as a result of vector-borne diseases, increased floods and droughts and increased

frequency and intensity of heat waves, to mention a few.

Maintaining the atmospheric new equilibrium means that there will be changes

to its compositions which will ultimately require balance in the achievement of the

global climate change.

Since this has become a global problem, it therefore also requires a global

response that embraces the interests and needs of all countries [21]. The world no

longer sees it as an environmental problem alone, instead as an economic, trade and

security issue which has increasingly dominated global and national policies as its

impacts have become more severe.

It has also been considered as the potentially most important environmental

problem that concerns energy, either greenhouse effect or global warming [21, 22].

Global warming is referred to as the measured increase in the average tempera-

ture of the earth, caused by the build-up of some GHGs in the atmosphere which has
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accumulated over time from the land use changes and fossil fuel combustion

continually [23]. Figure 49.1 above depicts the GHGs under the Kyoto Protocol

and their main generators as source. The first three have been estimated to account

for 50, 18 and 6 %, respectively, of the global warming effect arising from human

activities [18]. Just to note that GHG from the air transport has been exempted from

the protocol (Figs. 49.2, 49.3 and 49.4).

Greenhouse Gases

Carbon Dioxide (CO2)

Methane (CH4)

Nitrous oxide (N2O)

Perfluorocarbons (PFCs)

HydroFluoroCarbons

(HFCs)

Sulphur hexafluoride
(SF/6)

Main Sources

Fossil fuel combustion (e.g. Road transport, energy industries, other industries, residential,
commercial and public sector), forest clearing

Agriculture, landfill, gas leakage, coal mines

Agriculture, industrial processes, road transport, other

Industry (e.g Aluminium production, semi-conductor industry)

Refrigeration gases, industry (as perfluorocarbons)

Electrical transmissions and distribution systems, circuit breakers, magnesium production

Fig. 49.1 Greenhouse basketed under the Kyoto Protocol and their main generators as modified

from [18]

Fig. 49.2 Annual earth estimate and global mean energy balance; energy is transferred to the

atmosphere via warming the air in contact with surface through long-wave radiation which is

absorbed by clouds and GHG as modified from [12]

938 L.E.N. Ekpeni and A.-G. Olabi



Solar radiation powers
the climate system

Some solar radiation
is reflected by the
Earth and the
atmosphere

About half the solar
radiation is absorbed by
the Earth’s surface and

warms it Infrared radiation is
emitted from the
Earth’s surface

Some of the infrared radiation passes
through the atmosphere but most is

absorbed and re-emitted on all
directions by greenhouse gas

molecules and clouds. The effect of
this is to warm the Earth’s surface

and the lower atmosphere.

ATMOSPHERE

EARTH

The Greenhouse Effect
Sun

Fig. 49.3 Natural greenhouse effect with an idealised model as modified from [12]

Fig. 49.4 UK energy sectoral consumption as modified from [25]
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49.4 Transportation Roles in the Society

When the Kyoto Protocol was proposed in 1997, transportation was considered as

the key sector that needed to be tackled. This was to have GHG emissions down; the

figure shows that percentage level of the 1990 level to 2008 level has been up by

47.5 % for CO2 worldwide [21]. The reason behind this increment is oil being the

dominant fuel source for transport movement accounting for over 84 % of the total

energy use by the transport sector. For example in the UK alone, the transport

industry has also seen a dramatic change with figures climbing 47 % from 28.1

million tonne (Mtoe) in 1970 to 59.7 Mtoe in 2006 [24]. The population and the

increase in consumer goods available have led to an increase in road haulage and

personal transport needs.

This overdependence on oil makes transport a major GHG contributor and still

one of the industries where emissions are still on the rise [25].

The impact of transport on the global climate is not limited to vehicle emissions

as the production and distribution of fuel from oil, a “wells-to-wheels” approach,

produce significant amounts of GHG in it [26].

Figure 49.5 below indicates the energy use by end user wherein transport

accounts for more as compared to others in the sectors, from 28,174 in 1970 to

59,780 in 2006 for UK data.

Also in the United States from Fig. 49.6, the transportation sector accounts

directly for 28 % of the total GHG emissions in 2006, hence making that sector

the second largest source of GHG emissions, while electricity generation taking the

lead at 34 %. Almost 97 % of transportation GHG emissions results as direct

combustion of fossil fuels, as the remaining are due to CO2 from electricity (for

rail) and hydrofluorocarbons (HFCs) emitted from vehicle air conditioners and

refrigerated transport, as shown in Fig. 49.6 [27].

Fig. 49.5 Final energy use by end user as modified from [25]
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The end-use emissions of CO2 depicted in Fig. 49.7a, b indicate that the energy

consumed in the transportation activities came from petroleum products, while

more than 60 % of the emissions resulted in gasoline consumption for personal

vehicle use [27].

The remaining are thought to be from heavy-duty vehicles and jet fuel in aircraft.

It is estimated that transportation accounts for 28 % of emission of the GHG in the

United States and 26 % worldwide.

Transportation sectors generally are experiencing expansion and there is also a

general trend that considers the modes that are experiencing the most growth to be

the most polluting. Air transports show the highest among all transport modes

(motor car, aviation, road freight, rail, ship, walking and cycling) [28]. Motor

cars and aviation are favoured mode of transportation. This has resulted in the

actual energy consumption and CO2 emissions from aviation significantly more

damaging than the others despite the fact that they appear to be lower when

compared to those of motor cars; but on the other hand, aviation is the biggest

contributor to climate change. It is environmentally damaging than the CO2 emis-

sion figures that are presumed, because other GHGs are being released straight into

the upper atmosphere, where the localised effects can be more damaging than the

effects of just CO2 only [29].

49.4.1 Transport Mitigations

The world’s value for material wealth has led to the present infrastructure not being

able to curtail with the large increases in the number of vehicles and as such,

congestion is now becoming an ever-increasing problem in so many towns and

cities of the world. This has contributed not only to the air pollution and CO2

Fig. 49.6 Percentage of GHG emission in the United States, 2006 (all gases in Teragram

[Tg] CO2) as modified from [27]
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emissions but also to a great significant economic consequence [21]. To tackle this

menace of reducing the damaging effect of CO2 emission from our road, there must

be shift of car ownership to the use of public transports as this will reduce the

number of vehicles on the road. For the effectiveness of this measure, policies need

to be put in place like offsetting the affordability of car possession via indirect tax

implementations or having to increase parking charges at some destinations or fuel

tax levies [30].

Aviation on its own poses a greater problem when compared to other transpor-

tation means in that it emits the gases like CO2 and nitrous oxide directly into

Fig. 49.7 (a) End-use sector emissions of CO2 from fossil fuel combustion as modified from

[27]. (b) CO2 emissions from fossil fuel combustion by sector and fuel type as modified from [27]
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troposphere and stratosphere. Although the emission impact will vary as it is

dependent on where the aircraft is flying the NOx emission in the troposphere

upper layer results in more ozone for radiative forcing than the same quantity

released at the surface because some gases have an increased effect at altitude [31].

For the road freight, its growth has become an environmental and economic

burden in terms of GHG emissions. About 45 % of transportation energy used in

freight can be cut down by half through technological advancement of the devel-

oped and well-improved fuel efficiency [32].

Cycling and walking is overall the best to the environment in terms of saving our

climate; this is zero carbon emission and environmentally friendly. This should be

encouraged at all levels not only for climate sake but also for the good health of

every individual and for this to be properly considered, every local authority, school

and business even within family cycle should consider “soft” transport policy

measures to encourage these [33]; but for longer journey, other alternatives should

be sought.

49.5 New Generation/Developed Technologies

49.5.1 Fuel Cell

Towards the technological advancement to save the climate, fuel cell has been

developed. This uses hydrogen as its fuel for powering vehicle. And as a sustainable

energy supply with little or no hydrocarbons use, it is preferred to fossil fuels

because it is a clean and environmentally friendly fuel which produces water instead

of GHG when combusted [1]. Though some methods of producing hydrogen gener-

ate GHG, there are methods to capture and sequester the CO2 that is generated [34].

The most suitable source of hydrogen production is water because it is clean,

renewable and abundant [2]. Water dissociates into oxygen and hydrogen at high

temperatures through the reaction below:

H2O$ H2 þ 1=2O2

49.5.2 Biofuel

This is otherwise known as the sustainable fuel with no effect of CO2 to the

environment. It works by recycling the natural occurring products such as the

conventional crops, bioethanol from sugarcane and biodiesel from vegetable oils;

this usually delivers a 10–90 % reduction on a well-to-wheels or crop-to-car basis

when compared to conventional fuels like gasoline and diesel [34]. Apart from the

reduction of CO2 emission into the atmosphere, the use of non-intensively farmed

crops or waste enhances the GHG emission savings, thereby increasing the overall

availability of potential and production cost improvement.
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49.5.3 Battery-Powered Electric Vehicle/Hybrid

This is the zero emission of CO2 at source and provides the advantages of electric

propulsion by requiring fuel cell, that is, the energy management system being used

in the optimisation of the fuel economy of both engines since electric and combus-

tion engines work better under different driving conditions.

49.5.4 Carbon Tax and Audit (Carbon Footprint)

This is a means towards reducing CO2 of every individual contribution to the

environment also known as the footprint and its audit is the first step towards this

development of carbon strategy. And as most nations have implemented these,

particularly in the EU, Japan, United States and Canada, it reduces CO2 emissions

in two ways: by increasing the prices of fossil fuels—this in a way will encourage

more efficient use of energy through stimulating the development of zero-emission

technologies and, on the other hand, by changing the relative prices—this will

encourage a proper shift in consumption from coal and oil to cleaner burning

natural gases which are environmentally friendly. As compared to motor fuel

taxes (MFT), carbon tax has a number of advantages:

• This is less regressive as compared to MFT.

• It promotes global and local environmental quality while revenues are being

raised.

• Shifting from the single-fuel energy taxes towards carbon tax implies that a

required level of revenue can be raised at a lower tax rate [35].

And trading of emissions across all sectors of the economy addresses this by

allowing emitters to purchase carbon offsets from businesses that are able to lower

their own emissions below their allocation. On this basis, it will be a considerable

idea to design a climate policy that would tap all possible avenues to limit net CO2

emissions. For example, offsetting emissions by storing carbon in soils, forests and

other forms of biomass in the United States will have the potential in offsetting

about 10–20 % of the US emissions in the next 10–15 years from now at relatively

low cost [36].

49.6 Conclusion

The reduction of CO2 emissions will never cease to be of major concern for as long

as fossil fuels are still the main form of energy usage across the globe. The way

forward is the implementation of these new-generation and developed technologies

as explained above which will gradually take over fossil fuel and nuclear energy. It

would be impossible to unite the entire world to tackle the issue of climate change/

944 L.E.N. Ekpeni and A.-G. Olabi



global warming because only a fraction of the entire world accepts the threat that it

poses. In a gradual process, the shift of direction from fossil fuel and nuclear energy

to alternative energy source (RES) will become acceptable by all and sundry. In the

meantime, it will require people in authority to enforce any actions that are required

for its implementation. As the world is in the midst and continuation of a period of

drastic change four decades after the oil crises of the 1970s, everything from new

information technologies to the rise of genetic engineering and the breakdown of

traditional social structures are reshaping modern economies and lifestyles at an

unprecedented pace [37] including the improvement of transportation and transpor-

tation systems over the period till date. Also in the implementation and further

improvement of these ideas and plans, it should be borne in mind that certain

changes should be in proper place to improve the overall efficiencies and goals

towards making this a huge success.

Some or parts of these changes are as follows: technological change, which

includes incremental technologies so as to make vehicles more technically efficient

than they are today and at the same time lessen their fuel consumption/distance

travelled: these will to a greater extent significantly reduce transport CO2 emissions

over short to medium term though the term of transportation usage and improve-

ment of transport need as to quality and CO2 emission has drastically reduced as

compared to what it was 15–20 years ago. In essence, these technologies will

further make transport systems and infrastructure more efficient, through reducing

the need for vehicle travel to more efficient routing if the need be for it to be used as

well as better in use fuel efficiency and mode switching; and new lower carbon fuels

and fuels lower in GHGs on a well-to-wheels basis [38]. Development and

improvement of hybrid cars and design of lower CO2 emission aircraft has also

become part towards this global issue of energy-efficient and sustainable develop-

ment. As zero-emission vehicles continue to exist, this will be a history of alterna-

tive petroleum vehicles, which will continue to meet the needs of the people and, as

a result, reduce the overdependence on fossil fuel usage. These aircraft engines are

expected to cut fuel consumption compared by 15 %, lower emissions of NOx and

reduce the noise footprint by 75 % [39].

Also to consider in terms of change is the behavioural change; this tends to

contribute greatly to the reduction of CO2 emissions or saving energy through the

framework of improving city living or its quality of life and as a result estimating

the potential contribution of integrated pricing; this will be through pricing of road

use decrees promulgated and enforced by the appropriate authorities; they will be in

charge with calculating the national road user charging scheme, and others to

consider in the behavioural change will be soft factors and land use planning in

reducing travel [40].

However, the potentials for carbon rationing should never be dismissed; as this is

a system wherein tradable CO2 emission permits would have several effects on the

overall well-being and climatic change of the environment through free yearly

allocated CO2 budget given to individuals, and through the optimisation of their

travel patterns within the budget will assist in improving the emission of CO2 and

GHGs released.
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On the general view in this study, the overall success of the change in the

transportation needs today so as to result in a better future for tomorrow lies in

the creation of awareness to all and sundry across the globe through proper

communication channel and dissemination of information by way of education in

different languages to the over seven billion population across the globe while

efforts are still being made and researches carried out to devise more meaningful

ways in tackling this global menace.
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Chapter 50

Emission Analysis of a Commercial Aircraft

for Different Ranges

Hakan Aydın, Onder Turan, T. Hikmet Karakoc, and Adnan Midilli

Abstract In this chapter the lower take off cycle and total flight fuel consumptions

and emissions of B737-400 commercial aircraft for selected routes are being

calculated and evaluated for specified flight parameters. For case studies

Eskisehir–Istanbul, Trabzon–Istanbul, and Ankara–London flights are selected as

short-, medium-, and long-range flights with having 350, 980, and 3,270 km flight

distances. The primary emissions released to environment are CO2, CH4, N2O,

NOx, CO, and SO2. During Ankara–London flight with aircraft maximum takeoff

weight operation (68,040 kg), B737-400 consumes 12,660 kg fuel and as a result

40,000 kg of CO2, 1.296 kg of CH4, 1.62 kg of N2O, 116.7 kg of NOx, 211.5 kg of

CO, and 12.66 kg of SO2 are emitted into environment.
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MTOW Maximum takeoff weight, kg

LW Landing weight, kg

PL Payload, kg

TOW Takeoff weight, kg

50.1 Introduction

The main objective pursue in this chapter is to reveal the hazardous emissions

exhausted to environment from commercial aircraft and to emphasize the society,

aircraft, and engine manufacturer to improve the efficiencies in order to decrease

the emission rates. For case studies, a widely used medium-range commercial

aircraft (B737-400) is selected and its operation in short-, medium-, and long-

distanced flights for various takeoff weights are theoretically investigated per

aircraft performance data. In this regard, Eskisehir–Istanbul, Trabzon–Istanbul,

and Ankara–London routes are selected as short-, medium-, and long-distanced

flight case studies having 350, 980, and 3,270 km flight distances. The flight

analyses are executed based on flight parameters for ISA condition, climb speed

at 280 Kt/0.74 Mach, cruise speed at Mach 0.78, cruise level at 31,000 ft, and

descent speed at 250 Kt/0.74 Mach. The fuel consumptions for each part of flight

phase including lower take off (LTO) cycle are found out per aircraft takeoff

weight. The emissions are obtained for both LTO cycle and complete flight, and

the results are presented in tables. The primary emissions released to environment

are CO2, CH4, N2O, NOx, CO, and SO2. About 12,660 kg fuel is consumed during

B737-400’s Ankara–London flight at 68,040 kg takeoff weight operation and also

approximately 40,000 kg of CO2, 1.296 kg of CH4, 1.62 kg of N2O, 116.7 kg of

NOx, 211.5 kg of CO, and 12.66 kg of SO2 are emitted into environment during

complete flight.

The negative effects of exhaust emissions on environment from commercial and

military aircraft have been focused in the recent years. Despite the gradual increase

of oil prices in last decades, the aviation industry continues to grow and this trend is

expected to continue in years to come. Though there is continuous improvement in

fuel efficiency of the new engines and aircraft, the expected growth in air traffic

implies that this emission source in the future will increase in importance [1]. Pas-

senger traffic on scheduled airlines increased by 60 % in the past 10 years and

forecasts indicate a 5 % per year growth rate for the next 10–15 years [2].

In this chapter B737-400 aircraft fuel consumptions and emissions are being

calculated and evaluated per B737-400 performance manual for selected flight

parameters and flight routes with respect to aircraft takeoff weights [3, 4]. The

flight and LTO cycle emissions and fuel consumptions are presumed per B737-400

emission rates listed in Table 50.1 [2]. The results are listed in Tables 50.2, 50.3,

and 50.4.
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50.2 Background

Air transportation is a significant source of pollution that impacts both local air

quality and the global climate. Air transportation-sourced emissions are carbon

dioxide (CO2), water vapor (H2O), nitrogen oxides (NOx), unburned hydrocarbons

(HC), carbon monoxide (CO), sulfur oxides (SOx), and particulates. Local air

quality is affected, for example, by CO and NOx which are precursors of tropo-

spheric ozone, a toxic compound. Furthermore, NOxs are a key ingredient of smog

and acid rain, which aggravates asthma and affects forests and wildlife, respec-

tively. On the other hand, tropospheric ozone as well as CO2 are greenhouse gases

which contribute to global climate change [5, 6].

The aviation sector consumes approximately 13 % of the total fossil fuel used in

transportation, which corresponds to roughly 2–3 % of the total fossil fuels used

worldwide [2]. In the European Union, greenhouse gas emissions from aviation

increased by 87 % between 1990 and 2006 [7].

Table 50.1 B737-400 commercial aircraft LTO cycle emissions (kg) [2]

CO2 CH4 N2O NOx CO SO2 LTO

2,480 0.08 0.1 7.19 13.03 0.78 780

Table 50.2 B737-400 Eskisehir–Istanbul LTO cycle and flight emissions (kg) [2]

TOW Payload CO2 Fuel cons. CO NOx SO2 N2O CH4

LTO cycle 41,360 2,265 2,003 630 10.53 5.81 0.63 0.081 0.065

58,100 18,664 2,380 750 12.50 6.89 0.75 0.096 0.077

Total flight 41,360 2,265 5,372 1,700 28.40 15.60 1.70 0.22 0.170

58,100 18,664 6,310 1,997 33.30 18.40 2.00 0.25 0.20

Table 50.3 B737-400 Trabzon–Istanbul LTO cycle and flight emissions (kg) [2]

TOW Payload CO2 Fuel cons. CO NOx SO2 N2O CH4

LTO cycle 43,300 2,265 2,067 650 10.86 5.99 0.65 0.08 0.067

60,200 18,530 2,448 770 12.86 7.1 0.77 0.1 0.079

Total flight 43,300 2,265 11,092 3,510 58.64 32.35 3.51 0.45 0.359

60,200 18,530 13,098 4,145 69.24 38.2 4.14 0.53 0.424

Table 50.4 B737-400 Ankara–London LTO cycle and flight emissions (kg) [2]

TOW Payload CO2 Fuel cons. CO NOx SO2 N2O CH4

LTO cycle 50,470 2,265 2,210 695 11.61 6.41 0.7 0.09 0.07

68,040 17,420 2,591 815 13.61 7.51 0.82 0.1 0.08

Total flight 50,470 2,265 32,722 10,355 173 95.45 10.25 1.33 1.06

68,040 17,420 40,000 12,660 211.5 116.7 12.66 1.62 1.296
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As a result, the aviation sector is increasingly becoming an important source of

GHGs and its impact on local air quality and global climate change is expected to

increase in the future. IPCC’s medium-range estimate forecasts that by 2050 the

global aviation industry, including aircraft emissions, will emit about 3 % of global

carbon dioxide and about 5 % of the potential warming effect of all global human-

generated emissions [8].

Figure 50.1 shows the primary exhaust emissions from aircraft engine. Carbon

dioxide is direct result of fuel burn. For every gallon of jet fuel burned, about 21 lb

of carbon dioxide is emitted. Reducing the amount of fuel burned, therefore, also

reduces the amount of carbon dioxide emitted. Water vapor emissions and certain

atmospheric temperature and humidity conditions can lead to the formation of

contrails, a cloudlike trail of condensed water vapor, and can induce the creation

of cirrus clouds. Both contrails and cirrus clouds are believed to have a warming

effect on the earth’s atmosphere. Aircraft also emit other pollutants that affect local

air quality.

50.3 Methodology and Analysis

In this chapter the following steps are performed:

1. Selection of aircraft and flight routes.

B737-400 commercial aircraft and Eskisehir–Istanbul, Trabzon–Istanbul, and

Ankara–London flight routes are selected for case studies.

2. Calculation of flight parameters:

Flight parameters (e.g., fuel consumptions, flight time) are calculated for short-,

medium-, and long-range operation of B737-400 commercial aircraft per aircraft

performance data.

Fuel

Air

Thrust/Torque

Exhaust
emissions
(CO2, H2O, O2,
N2O, CH4,
NOx, CO, SO2)

Fig. 50.1 Mass, energy, and emission flows of aircraft engine (modified from [4])
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3. Calculation of LTO cycle and total flight fuel consumptions for all case studies.

4. Calculation of LTO cycle and total flight emissions:

LTO cycle and total flight emissions for all case studies are derived per B737-

400 emission rates [2]. The results are presented in Tables 50.2, 50.3, and 50.4.

50.4 Emissions

Table 50.1 presents the LTO cycle fuel consumption and emissions for B737-400

commercial aircraft. These rates will be used as reference for both LTO cycle and

total flight emission calculations. As seen in Table 50.1, CO2 is most weighted

emission emitted into environment and 2,480 kg of CO2 is produced as of 780 kg

LTO cycle fuel consumption. However, only 80 g of CH4 is generated during LTO

cycle.

In this chapter flight emissions will be classified into two categories for LTO

(landing/takeoff) cycle and total flight emissions. LTO cycle emission contains all

activities near the airport that take place below the altitude of 3,000 ft (1,000 m).

This includes taxi-in and out, takeoff, climb-out, and approach-landing [1]. The

total flight emission includes all emissions emitted into environment during com-

plete flight that contains LTO cycle, climb and descent above 3,000 ft, and cruise

flights. LTO cycle and total flight sections are shown in Fig. 50.2.

Landing airportTake-off airport

Flight fuel consumption

Cruise

Descent 

Parking
LTO cycle

3000 ft 

Climb

Fig. 50.2 Total flight and LTO cycle (modified from [1])
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50.5 Results and Discussion

B737-400 fuel consumptions of complete flights and LTO cycle are calculated for

accepted flight parameters for short-, medium-, and long-range flight case

operations with the help of B737-400 climb, cruise, and descent performance

curves [3]. The calculated LTO cycle and complete fuel consumption values are

presented in Tables 50.2, 50.3, and 50.4. Having had the fuel consumptions, LTO

cycle and total flight emissions for all investigated flight cases are then obtained per

referenced LTO cycle emission rates specified in Table 50.1. B737-400 flight and

LTO cycle emissions for selected flight parameters are also presented in

Tables 50.2, 50.3, and 50.4 for Eskisehir–Istanbul, Trabzon–Istanbul, and

Ankara–London flight cases.

50.5.1 B737-400 Eskisehir–Istanbul Short-Range
Flight Emissions

For short-range flight case Eskisehir–Istanbul is selected which has 350 km flight

distance. The LTO cycle and total flight fuel consumptions along with the

emissions are obtained for two calculated B737-400 aircraft TOW as 41,360 kg

and as 58,100 kg. TOWwith 41,360 kg enables 2,265 kg of payload (25 passengers)

transportation and 58,100 kg takeoff weight is limited max. takeoff weight for this

flight case that 18,644 kg of payload can be transported. In short-distanced flights

the aircraft cannot generally take off with max. takeoff weight (MTOW) due to

max. landing weight (MLW) limitation; that is the case for B737-400 in Eskisehir–

Istanbul operation. These two specified takeoff weights and flight parameters for all

investigated flight cases are calculated by using B737-400 operational manual

performance curves [3]. B737-400 Eskisehir–Istanbul flight path LTO cycle and

total flight emissions are listed in Table 50.2 which are calculated per emission

index presented in Table 50.1 [2].

Regarding LTO cycle emission rates as noted 2,380 kg of CO2 is emitted into

atmosphere as a result of 750 kg LTO cycle fuel consumption for 58,100 kg TOW

and about 7 kg of NOx is emitted. Looking at the total flight emissions, flight fuel

consumption and CO2 emissions are recorded as 1,997 and 6,310 kg, respectively,

for 58,100 kg takeoff weight operation. Meanwhile, CH4 is emitted as only 0.2 kg

which is the least amount among the emissions.
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50.5.2 B737-400 Trabzon–Istanbul Medium-Range
Flight Emissions

Trabzon–Istanbul having 981 km flight distance is selected as medium-range flight

case for B737-400. Similarly, the emissions are calculated for two flight cases with

43,300 and 60,200 kg of takeoff weights. Obtained LTO cycle and total flight

emissions are listed in Table 50.3. Regarding the LTO cycle the minimum emission

is CH4 as 67–79 g per TOW. CO emission changes around 11–13 kg. At maximum

payload (18,530 kg) flight operation case the CO2 emission is about 13,100 kg.

50.5.3 B737-400 Ankara–London Long-Range
Flight Emissions

Ankara–London flight with 3,270 km flight distance is a long-range flight case for

B737-400 commercial aircraft. In this chapter LTO cycle and total flight emissions

are calculated for 50,470 and 68,040 kg of takeoff weights. With longer flight

distance the fuel consumption increases accordingly. 68,040 kg is MTOW for

B737-400 and 17,240 kg payload is transported in this flight.

Total flight CO and N2O emissions reach to 211 and 1.6 kg, respectively, for

68,040 kg of TOW. The total flight fuel consumption changes around

10.3–12.6 tons per TOW. In about 40,000 kg of emission rate for 68,040 kg of

TOW, CO2 is the most weighted emission. Table 50.4 presents the LTO cycle, total

flight fuel consumptions, and exhaust emissions per aircraft TOW.

50.6 Conclusion

Among the emissions released from B737-400, CO2 and CO have the greater

influence on the global atmosphere. It is noticed that the LTO emissions do not

change much for all the investigated cases since LTO cycle includes only the flight

path below 3,000 ft; hence flight distance does not make any contribution on the

LTO cycle emission. On contrary the total flight emissions increase significantly in

long-distanced flights due to higher fuel consumption. This chapter highlights the

significant amount of emissions released to environment as a consequence of air

transport.

The primary emissions from aircraft engines are CO2, CH4, N2O, NOx, CO, and

SO2 which have hazardous impact on the environment. LTO cycle fuel consump-

tion of B737-400 for MTOW (68,040 kg) in Ankara–London flight is computed as

815 kg. Besides 2,591 kg of CO2, 13.6 kg of CO, 7.5 kg of NOx, 0.82 kg SO2, 0.1 kg

of N2O, and 0.08 kg of CH4 are emitted into environment. The total flight fuel

consumption is found as 12,660 kg which leads to formation of 40,000 kg CO2

50 Emission Analysis of a Commercial Aircraft for Different Ranges 955



emission. The released emissions CO, NOx, SO2, N2O, and CH4 are obtained as

211, 116, 12.6, 1.6, ad 1.3 kg in B737-400 Ankara–London flight for MTOW

operation. Having tens of thousands of civil and military airplane flying in the

world every day, the negative impact of emissions into environment is getting more

and more severe and needs to be get controlled. It is required that these emissions

should be decreased as much as possible. Although the aircraft and their engines’

efficiency get better thanks to technological improvements, the emissions from

aviation and their hazardous effects in the world will continue to increase as a result

of the upcoming air traffic. In addition to engine and airframe efficiency improve-

ment efforts the sustainable fuel energy sources as an alternate to classical fossil

fuels should be supported as remedy.
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Chapter 51

Effect of Cavitation in Ships

on the Environment

Munir Suner and Onur Birdal

Abstract Ships are the most important transport tools worldwide in respect to their

huge cargo carrying capacities and enabling the connections between distant lands.

Although shipping transportation is the most economic transportation mode, there

could be large amount of operational costs as a result of hard conditions of these

environment. Ship’s hull, propeller, machineries, and equipment work in contact

with liquid flows. As it is well known, cavitation is one of the main reasons of

material fatigue and corrosion, which occurs due to decreasing of the pressure

below the saturation pressure of the liquid. The prevention of cavitation on propel-

ler, on rudder, in pumps, in pipes, and in fittings such as valves and elbows leads to

lower depreciation costs of the equipment. Also cavitation-based damages could

detain the ships from their sail, leading to crucial costs for the shipping companies.

Thus cavitation reduction methods should be determined and implemented. In this

study, the effect of cavitation on total energy loss and damage on world seas and

maritime transportation are presented.
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51.1 Introduction

Oceans and seas have been the most widely utilized areas by men throughout the

history of mankind because transportation of freight via both blue water and inland

waterways has always been the most essential issue while people are engaged in the

businesses of transportation of the goods which they need [1].

As it has been known, CO2 emissions depend on fossil fuel consumption. Gener-

ally, the energy used in ships is originated from fossil fuel [2–6]. It has been estimated

by scientist that the energy source life is 50–60 years. Every single ton of oil

consumption produces 3.14 tons of CO2. Approximately, 3 % of energy consumption

in the world is done by the ships. According to IMO 2009 [7] report, through the

international shipping, ships produce 823 million tons (2.7 % of world’s anthropo-

genic CO2 emissions), and from domestic and fishing ships (ships above 100 GT)

1,019million tons of CO2, which was 3.3% of world’s anthropogenic CO2 emissions

that year. More than 35 % of the energy losses in the ships are a result of the

mechanical energy losses and 10–20 % of these losses are due to cavitations [8–10].

As stated before to meet energy demand this will result in the use of more use of

energy fossil fuel. As a result of the burning of fossil fuel new emissions to damage

surrounding will arise; thereby maximum burning will cause CO2 to emerge. The

other emission gasses are NOx, which pollute environment. Their effect on envi-

ronment is enormous, and are hard to control. The realization of them depends on

heat of the cylinder of the engine. They arise as a result of the oxygen molecules in

the air, which they burn. Where the temperature is high in the cylinder they emerge

when the mix with air is in enough concentration. Another compound to emerge is

SOx, which depends on the amount of sulfur in the fuel. It is known to be poisonous

and a reason for acid rain. Apart from these, these pollutants cause CO and some

solid particles.

Innumerable sorts of sea vessels such as passenger ships, dry cargo ships, and

chemical tankers sail all around the world to carry all sorts of goods to meet the

demands of people. Depending on the utilization purposes of those sea vessels, their

piping systems, fittings, and forms of their connecting links differ from each other

significantly. Transportation of approximately 90 % of the merchandise launched

on the world trade markets is put into practice by means of merchant ships [11].

Those cavitation problems that can be observed in merchant ships occur owing

to some errors which originate from operational misconduct and some mistakes

made regarding their equipment. The problems of cavitation often result in sub-

stantial amount of increase in equipment costs because cavitation decreases the

efficiency and productivity within the systems of sea vessels due to the scourge in

equipment and ship components. Although the amount of loss such problems cause

in the long run is quite essential, sufficient precautions are not usually taken. Not

many sources and findings have been encountered while conducting researches in

this respect [12].

The study conducted by S.D. Sharma and others in 2003 [13] helps us a lot to

understand the commencement of cavitation seen on propellers, measurement of

958 M. Suner and O. Birdal



the sound of cavitation, the number of cavitation, geometry of propellers, and

cavitation of turbulence better with those findings they obtained [14, 15].

During the survey conducted in 2010, resistance rates of cast iron and other

metals to cavitation were studied and the findings were compared with the resis-

tance measurement rates of carbon steel [16].

In another survey conducted by X. Y. Li and others in 2004 [17, 18], the usage of

copper–manganese and aluminum alloys which were exposed to cavitation was

studied in the welding method used while repairing the propellers of vessels.

In a research conducted in 2005, the cavitation and its different kinds which

occur in the rudder tillers of ships owing to the speed of propellers which increases

in proportional to the rate of acceleration of ships while sailing in full speed have

been observed and studied [19].

In this study, the problems caused by cavitation which occurs in ships and also

how and where the cavitation accrues, the effects on general operation, as well as

the precautions to be taken to avoid the negative consequences of such cases are

considered thoroughly.

51.2 Theory

51.2.1 Definition and Calculation of Cavitation

As known, cavitation occurs while fluidal substance flows somewhere if the pres-

sure of the liquid decreases to a level much lower than steam pressure. Liquid

vaporizes and the particles of gas and minerals in the liquid creates some bubbles

during the flow of liquid. Later those bubbles explode when they arrive at high-

pressured areas due to being closely pressed together and such cycles repeat

themselves over and over again. This incident is called cavitation. They damage

the surfaces they touch, cause abrasion, and scour around and create the effects of

vibration. Such incidents occur merely in fluids and may result in great harm and

loss in ships.

Consequently, the efficiency of the system decreases, costs of operating ships

increase significantly, and finally the whole system becomes inactive. Cavitation

appears in different ways in respect to its formation.

When Bernoulli’s theorem is applied (as in the case of Eq. 51.1) to this matter,

the relationship of pressure–speed between two points can easily be observed. As

long as the speed increases, the static pressure decreases as a result of which the risk

of cavitation goes up:

ρ
2
v21 þ ρgh1 þ P1 ¼ ρ

2
v22 þ ρgh2 þ P2 (51.1)

Cavitation appears where and when the static pressure of the fluid at a certain

point is equal to the pressure of steam and much lower. Since linear velocity
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increases as long as the rated speed or gyre increases in propellers, the dynamic

pressure increases and therefore, the risk of cavitation will also increase:

Pm ¼ e cavitation starts

Pm < e cavitation exists

Pm > e cavitation does not exist

P1 � PM
ρ
2
v21

¼ 1� v2M
v21

� �
¼ ΔP

q
(51.2)

ΔP

q
¼ σ (51.3)

It is necessary to be aware of those factors which cause cavitation so as to avoid

cavitation. Local pressure, depth, pressure of evaporation, density, heat, velocity,

and mass flow rate are primary factors which create and boost cavitation.

51.3 Cavitation in Vessel Components

The main engine and the propeller which are connected together with a shaft enable

the sea vessel to float and move away. Other systems comprise auxiliary ship

machines and piping systems. These piping systems contain 10 various kinds of

pumps and approximately 100 different kinds of valves. Any sort of defect, failure,

and malfunction likely to occur within these systems may not only decrease

productivity of the system itself, but it may also affect the whole system. Cavitation

that can be observed in ships is one of the significant reasons to cause decrease of

efficiency and productivity. Cavitation is seen on propellers which are one of the

most essential components to enable ships to move and also during the phases of

shrinks, contractions, and expansion within the valves and pumps in the piping

systems which are also some other essential components of ships. Those various

ship components on which cavitation is seen will be dealt with separately in

different sections. Those components which are likely to be exposed to cavitation

are illustrated in Fig. 51.1.

51.3.1 Propellers

As it is known, sea vessels are provided with impulse by means of a major machine

which is composed of either a diesel engine or a steam turbine. One of the most

essential components of a ship is the propeller or the impeller. Any hazardous

impact and damage likely to accrue on the propeller will directly affect the
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efficiency of a sea vessel. The distribution of pressure around the propeller of a ship

is very important because the angle of attack of the blade of a propeller affects the

distribution of pressure. The geometry of the propeller must be modified accord-

ingly in case it changes. That is to say, according to the formula, r0 � r � R, the

hub of the propeller blade must be as small as possible (Figs. 51.2 and 51.3).

Cavitation occurs on the end, face, back plate, and root of blades of propellers

which provide ships with impulse to move. The blades are the most essential parts

of propellers.

Cavitation in Propellers

The cavitation which accrues on propellers can be classified into two different ways

depending on their location and physical appearance when they occur (Fig. 51.4).

P0

Propeller
Main Axualirity

Shaft

Reduction

· Pump,
· Valves, 
· Pipe and Fittings,
· Elbows, 
· Narrowing and expansion

P

Fig. 51.1 Main components of a sea vessel and its systems which are likely to be exposed to

cavitation

ro

Göb

Cavitation zone

R

Fig. 51.2 The blade cross

section of a propeller of

a ship
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The cavitation which occurs in propeller changes depending on the geometry of

blade cross section. They are in the forms of wing cross section, moon cross section,

segmental cross section, and shuttle cross section. As it is seen in Fig. 51.3, the

value to be obtained from the equation ΔP
q
is a non-dimensional coefficient and is

larger than the number of cavitation; in that case, the incident of cavitation begins

and it can be observed. The cavitation which occurs in propeller changes depending

on the geometry of blade cross section. They are in the forms of wing cross section,

moon cross section, segmental cross section, and shuttle cross section. As it is seen

in Fig. 51.3, the value to be obtained from the equation ΔP
q

is a non-dimensional

coefficient and is larger than the number of cavitation; in that case, the incident of

cavitation begins and it can be observed (Fig. 51.5).
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Prevention of Cavitation on Propellers

The activity of reducing the cavitation observed in propellers to the lowest level or

suppressing it completely can be achieved by manufacturing the propellers properly

and operating the sea vessels accurately. The simplest practice to achieve to handle

the problem of cavitation is to make the propeller run in places where the pressure

of the fluid is much higher. This can be accomplished by increasing the vessel

draught after evacuating the ballast water of the sea vessel when the ship is empty

and adjusting the vessel trim to the poop/stern of the sea vessel. Thus, it will be

possible to reduce the risk of cavitation for the ship by maintaining the pressure of

the liquid in areas where the propeller of the ship runs much higher than the

pressure of steam. While a ship is sailing away normally, the outer casing and the

propeller of the ship are exposed to all sorts of dirt and pollution constantly owing

to sea creatures. This sort of pollution on propellers causes decline of efficiency,

proficiency, as well as cavitation. Both the propeller and the outer casing of the ship

under the water must be examined from time to time and if it is necessary, all sorts

of dirt and pollution must be cleaned off in order to avoid cavitation which occurs

due to pollution of the propeller.

It is also possible to protect both the outer casing of the ships and their propellers

by benefitting from some special designs to avoid cavitation during the phases of

ship construction procedures. Besides, some small steering fins as many as the

number of propeller blades must be used on the hub of the propeller so as to make

them stand in a certain angle in order to protect the ship from the cavitation of hub

vortex. Therefore, those small steering fins will protect the ship from the vortex

likely to occur around the hub of the propeller.

Fig. 51.5 Various areas exposed to cavitation on propellers. (The propeller photographs were

taken from Ç{nDemir Shipyard and Tersan Shipyard in March 2012 (a, d–f), in June 2009 (b, c))
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In order to avoid root cavitation that can be seen around propellers, some holes

must be drilled so that they are located in the same position of those cross sections

near the root starting from the pressure side to the suction side. The vortexes which

occur around the root can be avoided in this way.

Finally, some retarding nozzles are used on propellers in order to avoid cavita-

tion. The retarding nozzles decrease the power of water currents coming to the

propeller but increase the pressure on the propeller itself. Thus, the risk of cavita-

tion declines. One disadvantage of those nozzles is that they decrease the efficiency

of propellers a little bit.

51.3.2 Pumps

Those systems which facilitate the transfer of liquids from one place to another are

called pumps. The plunger pumps are utilized in bilge piping system, in the fuel

pumps within the cycle of diesel engines but those diaphragm pumps are used as the

chemical dosage pumps of boilers. Those rotating pumps widely used in ships and

in the cycles where they are utilized are gear pumps in oil and fuel cycles, lobe

pumps, screw pumps within the cycles of oil, clay and bilge piping, vane-type

pumps, and plunger pumps that are used in hydraulic systems. The most common

types of pumps used in ships are centrifugal pumps.

Cavitation in Pumps

Cavitation is most widely seen in centrifugal pumps due to three reasons. The

working principle of centrifugal pumps is to enable the fluid flow into the pump

with the help of vacuum which occurs on the hub of the propeller. If the pressure of

the liquid goes below the level of steaming during this vacuuming activity, the

propeller accelerates the sucked liquid while sending the liquid to the cycle.

Meanwhile, as it was stated earlier, if the pressure decreases while the speed is

increasing according to the Bernoulli’s law, it results in turbulence and those

turbulences which accrue around cause decrease of pressure at those places where

they occur. Also cavitation causes wear. Contaminated fluid is released as a result

of wear of metal parts (Fig. 51.6).

How to Avoid Cavitation in Pumps

Principally ENPYmust be increased in order to avoid cavitation seen in pumps. The

suction cycle must be kept clean in order to achieve this because ENYP decreases as

the cycle losses increase owing to the pollution of suction cycle. This can be

accomplished by turning up the valve in the suction cycle completely, reducing

those losses within the suction cycle, increasing the diameter of the suction cycle,
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and reducing the height of suction. Besides, the mass flow rate cavitation of return

must be adjusted accurately and properly.

51.3.3 Valves

Valves are components which are used in order to adjust the direction, mass

flow rate, and pressure of those fluids that flow in the cycles of fitting systems.

Valves are some of the most significant components of cycles. The geometrical

shapes of valves are the most important factors that affect cavitation. Cavitation

accrues depending on the geometrical forms and speed and that is why sufficient

amount of knowledge should be obtained about the inner structures of valves

(Fig. 51.7).

There are various kinds of valves depending on their geometrical shapes and

components in their structure. The most widely used types of valves in ships are

explained here. Among one of the most essential components of valves located

within the fitting systems of ships is valves. Tens of different fitting cycles exist in

ships and approximately 100 different kinds of valves occur in those piping

systems. Sluice valves, globe valves, global valves, butterfly valves, conical valves,

and snifter valves or bucket valves are the most common types of valves used in

ships. The geometrical shapes, running pressures, and the sort of fluids to be used

are the basic factors to affect cavitation here.

Fig. 51.6 An impeller exposed to suction cavitation. (The impeller photographs, viewed were

taken in April 2012 at Tersan Shipyard)

Fig. 51.7 Main structure of a valve and its components. (The valve photographs viewed were

taken in March 2012 at Tersan Shipyard)
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51.3.4 Cavitation in Valves

In valves, cavitation causes loud noises, extreme vibrations, wearing out, fatigue,

and decrease of efficiency and productivity. That is why it is necessary to stop

vibration somehow. Preventing the actualization of cavitation is achieved in two

phases and the first phase commences during the construction process. That is why

selecting the right sorts of valves is very important and it requires keeping in mind

those calculations of cavitation while providing ships with valve equipment. Proper

operation is as essential as the selection of accurate types of valves for their

effective functions. Those calculations performed by those manufacturer

companies and information offered in their manuals should be utilized correctly.

The cavitation in valves usually actualizes while turning on those valves at low

levels and during the phases of turning off the valves because a sort of low-pressure

region occurs behind the valve discs as it results in cavitation (Fig. 51.8).

When low pressure occurs, the pressure of the fluid decreases, the fluid starts to

vaporize, and some bubbles appear. When those bubbles touch the metal surfaces,

they blow up and as a result of these series of explosions cavitation actualizes. Once

it is understood that a valve has started running with cavitation, an analysis of

cavitation test should be applied and the level of progress of the cavitation must be

measured or calculated. Thus, it will be possible to prevent the progress of cavita-

tion towards further phases. Cavitation occurs in valves in three steps. The first step

is the starting point of cavitation. It may be possible to hear the slight explosion

noises of those bubbles as a result of the initial activities of cavitation formation.

Cavitation does not cause any damage on the valve and its system at this stage.

However, it results in wearing out and dynamic fatigue of the material in the long

run. The second step starts when cavitation begins to harm the valve. Some noises

and vibration which accrue may be observed at this step. The third step starts when

the amount of cavitation boosts and wears out the valve intensively and shortens the

functional life-span of the valve. Valves continue running by making excessive

amount of noise and vibration. While conducting the analysis of tests, the cavitation

structure of the valve is calculated and the obtained outcome is compared with those

values provided by the manufacturer.

valve disc

ure
Flow

Low pressure aria

Fig. 51.8 The low-pressure region that occurs behind the valve disc
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Calculation of Cavitation in Valves

While performing the analysis of tests in valves, the equation of cavitation figures is

calculated according to the number of 4:

σ ¼ Pu � Pv

Pv � Pd
(51.4)

σ: cavitation figure of the valve

Pd: the rate of pressure after the valve disc of the fluid (Pa.)

Pv: the rate of steaming pressure at the current temperature of the fluid (Pa.)

Pu: the rate of pressure before the valve disc of the fluid (Pa.)

As it can be seen in the equation, the bigger the cavitation figure gets, the less the

possibility of cavitation. Generally the cavitation figure is 2.5 when cavitation

begins:

Cv ¼ Qffiffiffiffiffiffi
ΔP

p (51.5)

It is essential to determine the lowest level of turning on points of valves in order

to maintain conditions to make the valves operate without any cavitation and also to

make sure not to go below these proportional rates.

Prevention of Cavitation in Valves

The pressure of the fluid declines to its lowest level right after the valve disc. Later

it rises again after it comes out of the valve and when it goes into the cycle. If more

than one valve is used in a serial connection system, this sudden decline of pressure

is divided into respective valves and thus the decrease of pressure in valves much

lower than the steaming pressure is prevented. The bigger the cavitation figure gets,

the lower the risk of cavitation decreases. As it can be seen in Eq. 51.4, the pressure

of the fluid flowing out of the valve can be increased in order to increase the figure

of cavitation. In order to create this situation, back/counterpressure should

be created to increase the pressure at the exit of the valve (Pd) at the place where

sonar will be utilized and thus the figure of cavitation will get bigger. Another

method of preventing the damages of cavitation is to use valves coated with durable

materials. Although it is the most practical method to prevent cavitation, it is costly.

51.3.5 Cavitation in Pipe Bends/Elbows, Expansions,
and Contractions

Bends are screwed/threaded or welded fitting connection components bearing 90 or

45� angles at their pipe connecting parts. Pipe bends or elbows are the most widely

used pipe joints. The fact that diameters of pipes and fittings at certain places
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decrease in pipe bends and elbows as a result of narrowing or contracting in pipe

elbows especially in orifices and orifice nozzles causes decrease of pressure with

the acceleration of velocity of liquid. The decrease of pressure causes the pressure

of the fluid go down much lower than the steam pressure and this case results in

cavitation. That is why pipes and pipe elbows must be used very carefully in such

systems. Usage of pipe elbows should be avoided as much as possible because

narrowing and contractions of pipes and elbows increase the mass flow rates of

fluids, which causes much faster pressure decrease.

As seen in Fig. 51.9 as long as the mass flow rate of the liquid increases, the

difference of pressure at the point where narrowing and contraction occurs also

goes up and the pressure of the fluid decreases towards the level of steam pressure.

Meanwhile, cavitation begins to accrue. Those air bubbles that occur at narrowing

parts of elbows or pipes create cavitation because the number of these bobbles

boosts at high mass flow rates although very few air bubbles occur at the beginning

as seen in Fig. 51.10.

Bends or pipe elbows may be in various angles, especially in those elbows with

90� and much larger angles cause local losses at sudden curves as a result of which

the problem of the likelihood of turbulence increase comes out and the risk of

cavitation rises here.

Low flowrate

Cavitation Point

High Flowrate

Fluid Steam PressurePv

P
S

Fig. 51.9 Flow rate–cavitation relationship

Fig. 51.10 Cavitation in fittings and in 90 and 180� elbows. (The elbow photographs viewed were

taken in March 2012 at ÇanDemir Shipyard)
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Besides, at places where the logic of siphon is valid, sudden pressure change is

likely to appear at the peak points of the system when the pressure goes to the

lowest levels and this is the case if pressure rises suddenly when cavitation is

inevitable.

As the sudden pressure decrease is likely to occur at high levels at steep cornered

elbows, again similar problems may arise. An example of this event is seen in

Fig. 51.11. That is why smaller angled elbows must be used because there is less

cycle loss in elbows with smaller angles. The important thing to consider here is to

prevent the pressure from going down to the level of steam pressure. Sometimes

some small fins are used in fittings and pipe elbows to get rid of this problem.

51.4 General Conclusions and Suggestions

As a conclusion, we may say that higher cavitation will lead to higher energy losses

and fuel consumption. This increase in energy losses and fuel consumption will

lead to higher CO2 emissions, which results in temperature increases. Increase of

CO2 will be % 0.1155 (3.3 � 0.035 � 0.1). If cavitation is prevented, it decreases

consumption of fuel % 60 and this is approximately % CO2 0.040425, and the other

emission gases will also decrease.

Cavitation will lead to depreciation of the systems, which lead to the wear of the

materials. The worn materials will pollute the water and lead to toxicity.

The cavitation leads to early depletion of parts of the systems, and this results in

the production of the same materials again and again.

Cavitation causes vibration and noise pollution. This leads to deterioration of

vibration calibration of electronic systems on board. Cavitation causes a decrease in

human motivation, and it also threatens the health of people working on board.

A ship is a highly complex structure composed of several propellers, bow and aft

thrusters, many pumps (30–100), hundreds of valves, hundreds of fittings and

elbows, and several other hull and machinery parts; and therefore, massive energy

Fig. 51.11 Cavitation on vertical side of ship. (The vertical side photographs viewed were taken

in May 2012 from M/V Sismik-1)
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losses occur in all of these parts and furthermore these parts also depreciate and

hold corrosion due to the above-summarized cavitation effects. During the opera-

tion of the ships and during their construction, hydrocarbon products are exten-

sively used and furthermore massive emissions are produced, which greatly damage

the environment. In this context prevention of cavitation will both decrease the

depreciation in these parts and furthermore greatly eliminate corrosion effects,

which overall will decrease the emissions to the air and help the mankind to

preserve the natural resources of the earth.

• Cavitation may cause losses of mechanical energy up to 15–20 % in total. This is

a considerable amount of cost for business management.

• Cavitation causes wearing out and even makes those materials impossible to

benefit from.

• Cavitation causes dynamic fatigue, extra management cost, and loss of

materials.

• Due to decrease of efficiency of propellers, the speed of the ship is affected

negatively.

• Cavitation results in decrease of mass flow rate in pumps, wearing out at wings

as well as narrowing expanding in valves and elbows. As a result of this, quite

risky explosions and leakage may occur in fitting systems.

• Avoiding the realization of big losses caused by cavitation is a must.

• If the staff of the ship is not aware of such risks, they may use wrong parts such

as valves, elbows, and connection parts and this may increase the possibility of

cavitation. To avoid this, the staff must be provided with enough knowledge on

such matters. Of course, this will enable the ship owners to make big profits in

the long run.

• Those parts which are likely to decrease the efficiency of ships and cause leakage

must be replaced with new ones immediately. This is impact of cavitation on

business management expenses.

Task of preventing cavitation at site commences while selecting the right sort of

equipment during the process of ship construction. Naturally it is more expensive to

use materials which are strong enough to avoid cavitation in ships. However, in the

long run it is more beneficial to use better quality equipment while constructing the

ship because all those parts and equipment which work properly and do not cause

any cavitation will definitely decrease the expenses of running that ship. Therefore,

running the ship will cost less in the long run. To illustrate, an expensive valve can

be used for many years without causing any problem if it is of the best quality.

Assuming that a valve is worn out in a few years’ time due to cavitation, it will

decrease the productivity and the efficiency of the whole system and of course such

valves must be replaced frequently and this will result in some extra cost for the

management. Besides, repairing or replacing such equipment which malfunction

will take time and create costly expenses and delays at delivering freight on time.

There are thousands of parts and components used while building ships and this

shows how big problems the staffs of ships have to face and deal with.
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Some special designs should be made in order to avoid cavitation in ships

before constructing ships. It is also possible to protect both the outer casing of the

ships and their propellers by benefitting from some special designs to avoid

cavitation during the phases of ship construction procedures. Besides, some

small steering fins as many as the number of propeller blades must be used on

the hub of the propeller so as to make them stand in a certain angle in order to

protect the ship from the cavitation of hub vortex. Therefore, those small steering

fins will protect the ship from the vortex likely to occur around the hub of the

propeller. In order to avoid root cavitation that can be seen around propellers,

some holes must be drilled so that they are located in the same position of those

cross sections near the root starting from the pressure side to the suction side. The

vortexes which occur around the root can be avoided in this way. Finally, some

retarding nozzles are used on propellers in order to avoid cavitation. The retarding

nozzles decrease the power of water currents coming to the propeller but increase

the pressure on the propeller itself. Thus, the risk of cavitation declines. One

disadvantage of those nozzles is that they decrease the efficiency of propellers a

little bit. In order to reduce the cavitation at the lowest levels seen around

propellers, the propeller must be made to operate in deeper levels of water than

the water surface. To facilitate this, the trim of the vessel should be set towards the

stern of the ship and the vessel draught should be increased. Besides, the under-

water parts of the ship should be checked and when it is necessary, it should

be cleaned properly. Especially the levels of turbulence should be reduced. Since

decreasing the gyre/rotation speed will decrease the velocity and it prevents the

absolute pressure from going much lower than certain values, this is one of

those precautions to be considered.

The suction cycle should be kept clean, the height of suction should be reduced,

the diameter of the suction cycle should be increased, the losses within the suction

cycle should be reduced, the turbulence should be decreased, and the valve in the

suction cycle should be turned on completely. Besides the mass flow rate of the

fluid must be adjusted accurately.

One of those cavitation methods used in valves is to utilize more than one valve

in a serial system. One of the most significant precautions is to select and fix the

right sort of valve. Apart from this, another valve to reduce the amount of flowing

liquid into the system should be used at the exit section. All those equipment

aforesaid should be selected properly in order to reduce the risk of cavitation in

valves.

While trying to avoid the actualization of cavitation in elbows of pipes, utmost

care should be taken to select the right sorts of elbows with definite angles to the

fitting system. Using steeply curved elbows, sudden curves and expansions should

be avoided. Turbulence should be considered thoroughly and parts with convenient

cross-sectional areas should be used. Besides, using wings or fins in some fitting

elbows affects cavitation positively. There should be definite conical angles at

expansions and narrowing and those conical angles should be minimized under

provided circumstances.
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Chapter 52

Effective Ship Ballast Water Treatment

System Management

Levent Bilgili, Kaan Ünlügençoğlu, and Uğur Buğra Çelebi

Abstract Shipping runs the major part of world trade. Using ballast water is the

most common way to stabilize a ship after loading and unloading the cargo. Taking

ballast water after unloading the cargo would increase the ship’s weight. Therefore

draught of the ship increases to the level before unloading. Increased draught may

be required for proper propeller immersion or any other function. Similarly, ballast

water discharging after loading would decrease the draught and thus, the total

resistance would reduce. Ballast water is also used by submarines to submerge

and emerge as the sole way.

Besides its great effect on ship stability, ballast water causes an important

problem. While a ship loads ballast water from any sea, it also loads some endemic

species to its tanks. When the ballast water is being discharged, these species are

moved into another ecology in which they may behave as invasive species. These

species may have a great effect on the local ecological system. Besides, discharging

ballast water in different water mass may cause the moving of some solid or liquid

harmful materials.

By Marine Environment Protection Committee, International Maritime Organi-

zation has studied on this issue. Besides, ballast water systems are being regulated

by national and international rules.

To provide these effects some new technologies are being developed such as

new and more effective filters. In this chapter, the importance of ballast water

treatment systems and new technologies is investigated and presented. Treatment

systems, their effects on water issues, and the costs and benefits of the systems are

mainly focused.

Keywords Marine environment • Ballast water • Ballast water management •

Ballast water operation • Marine pollution
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Nomenclature

Acronyms

BWE Ballast water exchange

BWM Ballast water management

BWPS Ballast water performance standard

EU European union

IMO International maritime organization

MEPC Marine environment protection committee

MTB Marine testing board

OOE Open-ocean exchange

USA United States of America

USD United States Dollar

UV Ultraviolet

52.1 Introduction

Ship stability is one of the main problems that naval architectures must solve.

Stability is so important that it has an effect on ship’s safety at sea and at port—

during loading and unloading—and especially when an accident occurs.

The ballast water has many functions for ships such as submerging the propeller,

providing the adequate stability, helping the propulsion, and maneuvering and

reducing the stresses on ship.

Using ballast water is the most common way to provide the adequate stability.

During cruising, due to using fuel, the ship becomes lighter and thus the value of

draught decreases. Lower draught may cause lack of stability due to the changes on

the center of buoyancy and center of gravity. To prevent this risk, ballast water is

taken to the ballast tanks to supersede the fuel used. Filling the port-side and

starboard-side ballast tanks with different amounts of water can prevent capsizing

in extraordinary conditions. Ballast water is also used by submarines to submerge

and emerge.

Although it has a vital part for ship stability, ballast water has a bad effect for

especially marine environment, at the same time. During loading ballast, some

endemic species are also taken with water. When the ballast is discharged, these

organisms are moved into another ecology in which they behave as invasive species

and they may cause harm to human health, ecosystem, and economy.

The ballast water operation for a ship is illustrated in Fig. 52.1.
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The unintentional introduction of nonnative species via ships’ ballast water has

been well documented and in response to this problem the International Maritime

Organization (IMO) and Marine Environment Protection Committee (MEPC) have

worked for several years on an International Convention for the Control and

Management of Ships’ Ballast Water and Sediments [1].

Ballast water loading Cargo Hold

Ballast tanks

Cargo unloading

Ballast water loading Cargo Hold

Ballast tanks

Fuel using

Ballast water unloading Cargo Hold

Ballast tanks

Cargo loading

Departure
Minimum load-App. Maximum ballast

Operation
Maximum ballast

Arrival
Maximum load-minimum ballast

Fig. 52.1 Ballast water operation
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In the recent studies, apart from harmful effects such as consequences of

shipping disasters, shipping activity exerts other negative influences on the envi-

ronment: e.g., sea pollution through the discharges of oily water and sewage water

from vessels; air pollution from exhaust gases emitted from the vessel’s machinery;

pollution of water and marine organisms from toxic protective underwater hull

coatings; and ballast water discharging causes a very harmful effect to the environ-

ment due to the translocation of harmful organisms and pathogens [2].

Ships also transfer organisms that are associated with the hulls and other under-

water surfaces. Aswith ballast water, a diverse range of organisms has been described

from the hulls of ships. Organisms attach to the underwater surfaces of vessels while

in port, and can colonize other ships or harbor infrastructure at subsequent ports of

call. A first step in assessing the potential risk of invasions associated with shipping

is to characterize the magnitude of ship arrivals, the volume of ballast water

delivery, and the origin (sources) for both arrivals and ballast [3]. Ballast-mediated

bioinvasions into freshwater, estuarine, andmarine habitats have altered the structure

of host ecosystems and have caused a significant economic losses [4].

Economic losses are caused by the expenditure spent to prevent the harmful

effects by translocation of the invasive species by using or retrofitting the filters, to

abolish the organisms once they are translocated. Besides, invasive species are the

reason of death of the species that have economic benefits. Keeping the vessel’s hull

clean is another reason for the economic loss.

A wide variety of organisms that are transported in ballast water in ocean trade

vessels may establish themselves in new environments when discharged from the

ship and alter or impact the receiving ecosystems. Invasive marine species are one

of the greatest threats to the world’s oceans. The total amount of ballast water

unloaded from ships in international trade was estimated to be 2,200 Mton in 2000.

Untreated ballast water discharged by ships in national trade is estimated to be

1,300 Mton, resulting in global annual amount of 3,500 Mton [5]. In addition, it is

estimated that approximately 3,000–4,000 species are moved into another ecosys-

tem by ballast water [6]. The USA receives more than 79 million metric tons of

ballast water from overseas each year, and over 10 billion metric tons of ballast are

transferred annually across the world [7]. According to a study, the total annual

economic cost of invasive species to the USA is $137 billion [8].

Besides the effects on economic issues and marine ecosystem, ballast water

movement may create an important impact on global warming and climate change.

Recent studies show that moss oxygen production could cause ice ages through-

out history. While ancient moss started to spread on land, they absorbed CO2 from

the atmosphere and produced some minerals that could dissolve the rocks they were

growing on. As a result, the rocks reacted with the atmospheric CO2 and formed

new carbonate rocks in the ocean. These new formed rocks weathered phosphorus

and iron to the ocean and this supported the increasing quantities of nutrients and, as

a result, algal blooms. An ice age may take place due to Earth’s surface’s CO2

absorption may cause cooling on land and atmosphere [9].

As a result of the ballast water movement, some species can move and settle in

some ecosystems where they behave as invasive species and they can damage the
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endemic algae population. If the amount of CO2 absorption increases in parallel

with the algae and moss population, fewer amounts of algae mean more CO2. In

these conditions, it can be estimated that ballast water movement has an indirect

effect on global warming and climate change due to the positive effects on the CO2

increasing rates.

On the other hand, some other researches show that if warming rates keep on

increasing, the survival rates of organisms in ballast water and ships’ hull will

increase, as well [10].

Since the ballast water indicates a big problem for both economic and environ-

mental issues, national and international organizations have made some regulations.

The IMO’s proposed regulation of discharged ballast water has brought several

issues to the forefront. Recent studies have been done about the development of an

independent, international Marine Testing Board (MTB), funded by ship owners,

regulators, and interested parties with the endorsement of national and international

regulatory bodies and environmental organizations for (1) the development of

standardized international performance protocols, (2) field testing, and (3) certifica-

tion of ballast water treatment technologies. The proposed MTB is a process to

expedite the implementation of international standards and regulations, and the

subsequent testing, certification, and regulatory approval of new ballast water

treatment technologies [11].

On this issue, recent studies were carried out before the IMO standard was

agreed, so only a broad indication of whether the results achieved the standard

was given. The aim of the Convention is to reduce the risk of introducing nonnative

species and, in order to achieve this, ballast water treatment standard will be phased

in over time based on the age and size of vessels [12].

52.2 Investigations on Ballast Water Treatment System

Management

Ballast water treatment is an issue that concerns to prevent translocation of the

harmful and invasive organisms during loading and unloading of ballast water.

Open-ocean exchange (OOE) is a basic ballast water management method that uses

a very simple way, discharging the water taken at harbor to the ocean and taking the

ocean water instead. An acceptable and successful treatment needs to prevent

harmful organisms from ballast water while discharged water must be nontoxic.

The system must be economic, as well.

Ballast water management is a complex issue raising the challenge of merging

international regulations, ship technical solutions, and ecological conservation. Inter-

national regulations by nature take a relatively long time to enter into force; hence

regional and national regulations tend to be developed to meet more local demands.

Such developments are ofmajor concern to the shipping industry,whichmust operate

across different jurisdictions. Ecological awareness that forms the public opinion

now demands measures to reduce the risk of invasive species introductions [5].
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A well-organized and appropriate ballast water management system, which

depends on the route and the form of the ship, may reduce the amount of the ballast

water. Ballast water operation should not be done in the shallow and still waters due

to the population density of the organisms.

52.2.1 Ballast Water Treatment Systems

A number of approaches or technologies for treatment of ballast water have been

considered or evaluated including thermal techniques, deoxygenation, ultraviolet

irradiation and filtration/separation, and advanced oxidation techniques [13]. Other

methodologies involve also chemical treatments (biocides), which are an attractive

alternative due to their potential for destroying a wide range of organisms and

relatively easy applicability to existing and future vessels. However, most of the

biocides were developed for drinking water or sewage treatments instead of salt

water applications. Therefore efficacy of these biocides in ballast waters has to be

addressed [14].

Invasions via ballast are limited by the survivorship of organisms during pas-

sage. Ballast management today relies primarily on OOE of ballast water. The

flushing of ballast tanks that contain estuarine or coastal water with oceanic water is

widely believed to significantly reduce the risk of bioinvasions by physical dis-

placement and by biocidal effects [4].

Besides OOE, a non-technological method, which has begun to set some

standards about ballast water for IMO, there are few treatment systems developed

and under development. High-temperature heat treatment is one of the effective

methods that is used and discussed for a long time.

It is also important that OOE is not always biologically effective and is not

always possible to perform due to ship safety and operational issues involved.

These operational considerations and safety aspects indicate that a portion of the

ballast water transported annually will have to be treated by other methods or

discharged as untreated ballast water. Slamming and tank sloshing increase the

risk of causing structural damage to the vessel. From an economical viewpoint, the

global ballast water amount discharged into open sea is estimated to be around

2,788 Mton and this represents an annual treatment cost of USD 40–60 million [5].

The heat treatment of ballast water has been widely advocated as a possible

treatment regime based on theoretical and laboratory/small-scale trials. Various

methods of heating the ballast water on board vessels have been used previously.

There are concerns over the physical impacts of dealing with large volumes of

heated water, the energy costs of heating the water, and the possible environmental

impacts of hot water discharge. There are also additional concerns over the engi-

neering implications of storing large volumes of heated water in ballast tanks [1].

Ozone has been used as a disinfectant in drinking water since the late 1800s. It is

also applied in wastewater treatment as an oxidant and disinfectant and its use is

increasing. In some recent studies, the use of ozone for ballast water treatment was
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investigated on a laboratory scale. Due to the requirements that the treatment

system must be environment friendly, economic, and applicable, the goal when

using biocides such as ozone is to use a minimum concentration for the removal of

organisms in the ballast tank and to have the toxicity decay to a minimum level

during the voyage before ballast is discharged [7]. According to a recent experi-

mental study, the ozone-based ballast water treatment system provides a 99 %

reduction in the amount of zooplankton [8].

Deoxygenation is a different and useful method to kill the organisms in ballast

water. In a recent experimental study, zooplankton abundance decreased in all the

tanks during the trial with a rate of 40–65 % per day. Phytoplankton amount also

tended to decrease [12].

In recent studies, the physical processes associated with removing ballast tank

contamination by continuous flushing is examined [15].

Sonication is another method to kill the organisms. Although it is proved that

ultrasound systems kill the bacteria and zooplankton, the applicability is unclear

[13]. In recent studies it was shown that ultrasound technique was able to kill less

than 40 % of zooplankton. Besides, the cost of the system was unacceptably high

[16]. In a different study, the system’s operating frequency was approximately

19 kHz and the percentage of success was around 90 % [13].

In a previous study, an innovative filtration technology, using waste-tire-made

crumb rubber as filter media, was developed to remove indigenous organisms from

ballast water. Compared with conventional granular media filters crumb rubber

filters weigh less. However, crumb rubber filtration alone did not achieve the target

removal of invasive species proposed by the IMO. Experiment results show that this

filtration system has removed 54–84 % of phytoplankton and 46–72 % of zooplank-

ton. The results changed according to the dosage of coagulant [17]. According to a

different study that uses chemical and biocides to treat ballast water, killing rate

could be raised up to >90 % [14].

Translocation of invasive species via ballast water is an international issue.

Thus, besides national and local restrictions, organizations such as IMO have

brought stricter rules about carrying ballast water.

Ballast water exchange can reduce the risk of invasions, the practice of which is

subject to ship safety limitations. Mechanical separation techniques including

filtration and cyclonic separation are ineffective against sediment bacteria and

viruses. Heat treatment, ultraviolet (UV) radiation, and electric pulse applications

are physical treatments with no chemical doses, but their disinfection efficiencies

are claimed to be limited. Chemical treatments using chlorine, chlorine dioxide,

or hydrogen peroxide are effective disinfectants; however, the undesirable

by-products produced are of health concern. Ozonation is a convenient method

for ballast water treatment as no chemicals need to be stored on board or made

available at ports for ships to use. Nevertheless, some microorganisms have

shown high resistance to ozonated seawater [18].

In a recent study, the various methods have been compared for their success for

eliminating the different types of organisms that have different sizes. Ballast

exchange and filtration methods are the best solutions for treating almost all
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organisms that can be carried by ballast water. Chemical solutions are not effective

for the organisms which are relatively large. Using heat is only effective for the

relatively large organism such as fishes. UV light technique is only effective for

microscopic organisms such as planktons, larvae, and bacteria [19].

52.2.2 Regulations on Ballast Water Treatment

As a first effort, the International Guidelines for Preventing the Introduction of

Unwanted Aquatic Organisms and Pathogens from Ships Ballast Water and Sedi-

ment Discharges were adopted at the 31st Session of MEPC in July 1991. It became

clear shortly thereafter that species’ movements in ballast water cannot be

completely prevented and it was agreed that work on this matter should

be continued at IMO to minimize the transfer of organisms in ballast water. As a

consequence, the Guidelines for the Control and Management of Ships’ Ballast

Water to Minimize the Transfer of Harmful Aquatic Organisms and Pathogens were

adopted by Resolution A.868 (20) [20].

Some recent studies focused on the ballast water management (BWM) issue in

European seas in light of the European Union (EU) Maritime Policy and EUMarine

Strategy. The lack of effective BWM tools means that this issue remains a chal-

lenge. The Convention introduces two different protective regimes as a sequential

implementation: 1. Ballast Water Exchange (BWE) Standard (regulation D-1)

requiring ships to exchange a minimum of 95 % ballast water volume; 2. Ballast

Water Performance Standard (BWPS) (Regulation D-2) requires that the ballast

water discharged has the number of viable organisms below the specified limits [2].

In Table 52.1, standards regarding ballast water exchange and ballast water

performance are presented. Standards are set according to the ships’ building date

and ballast water capacity.

The BWPS as outlined in Regulation D-2 stipulates that ships meeting the

requirements of the Convention must discharge:

– Less than ten viable organisms per cubic meter greater than or equal to 50 μm in

minimum dimension.

– Less than ten viable organisms per ml less than 50 μm in minimum dimension

and greater than or equal to 10 μm in minimum dimension [20].

Table 52.1 Planned phase in of the Convention standards regarding ballast water exchange

(Regulation D-1) and the more stringent ballast water performance standard (Regulation D-2)

[modified from [20]]

Ships built BW capacity [m3] 2009 2010 2011 2012 2013 2014 2015 2016

<2009 1,500–5,000 D1–D2 D2

<2009 <1,500; >5,000 D1–D2 D2

�2009 <5,000 D2

�2009; <2012 >5,000 D1–D2 D2

�2012 >5,000 D2
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The newly adopted International Ballast Water Convention sets maximum

concentrations of ten viable organisms per m3 for organisms larger than 50 μm
and ten viable organisms per ml for organisms larger than 10 μm and less than

50 μm in the minimum dimension [17].

If there is no ballast water treatment system, MEPC suggests the exchange of the

ballast water at sea to reduce the risk. Convention indicates that BWE must be

carried out when the ship is at least 200 nm far from the nearest coast and in water at

least 200 m in depth. The areas in which exchanging is allowed must be monitored

frequently for the possibility of invasive effects. The ballast water treatment

systems must be examined strictly for approval. Both land-based and ship-board

tests must be taken.

52.3 Conclusions

Due to the stability problems, ballast water seems to be a vital part of ships. Using

ballast water is the most common way to stabilize a ship after loading and

discharging the cargo. Besides its great effect on ship stability, ballast water causes

an important problem. Every sea or big water mass has a different habitat and

ecological system. While a ship loads ballast water from any sea, it also loads some

endemic species to its tanks. When the ballast water is being discharged to provide

the required stability, these species are moved into another ecology in which they

behave as invasive species. Once they are moved, it would be an important problem

to get rid of them. These species may have a great effect on the local ecological

system. Besides, discharging ballast water in different water mass may cause the

moving of some solid or liquid harmful materials.

Ballast water treatment systems may be effective solutions for translocation of

invasive species. Local and international organizations have some important works

on this issue. IMO brought some strict rules and regulations. While new problems

occur, MEPC adopts new resolutions for solution. Due to invasive species’ proved

impact on economic losses, shipping companies developed new technologies for

ballast water treatment systems.

Although these actions have an important effect on reducing the harmful effects

of ballast water translocation, future of the shipping industry is in need of new and

devastating ideas such as ballast water-free ships.
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Chapter 53

Coal as a Component of Sustainable

Energy Portfolio

Muhammad A.A. Khan and Ali Muhtaroğlu

Abstract Sustainable production and use of energy is currently a critical problem

area for the world. The emissions from fossil fuels have valid environmental concern

as reported by various scientific studies. This chapter reviews the geographical

distribution of world coal reserves at the year-end 2010, and provides an overview

of the opportunities for this most carbon-intensive fuel to be exploited in an environ-

mentally benign way. Clean coal technologies (CCTs) are studied for both coal

production and use. The potential of the CCTs is evaluated by focusing on five top

coal producers of the world. Two of the examined producers are from the developed

world, i.e., the United States and Australia. The remaining three are the developing

countries, China, India, and South Africa. The status of the CCTs is outlined in

the context of ongoing projects, and future prospects. Evidence for sustainable

development capacity is provided with respect to “the three pillars of sustainable

development,” i.e., economic development, social well-being, and environmental

sustainability. Economic appeal of coal-based energy is also demonstrated through

comparative analysis against various other fuel options. The study concludes that

unlike popular belief, production and use of coal can be relatively clean. Immediate

deployment of CCTs can enable coal to remain in world energy mix at least until the

end of this century. Incorporating the new and advanced technologies to coal produc-

tion and use can reduce its emissions close to zero level in not-too-distant future.

Keywords Sustainable energy • Clean coal technologies • Sustainable

development
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Acronyms

BP British petroleum

CBM Coal bed methane

CCS CO2 capture and storage

CMM Coal mine methane

DTI Department of trade and industry, London

IEA International energy agency

IGCC Integrated gasification combined cycle

NMA National mining association

USEPA United States Environmental Protection Agency

WCA World Coal Association

WCI World Coal Institute

53.1 Introduction

Coal is considered to be the oldest fossil fuel used by mankind. It stands second

with its 26.5 % share in world’s primary energy as shown in Fig. 53.1 [1]. One

reason of using coal is its vast geographical distribution across the world. However,

accurate estimation of coal reserves is found to be a tricky exercise owing to the fact

that data quality of these reserves is poor both on global and national levels. It is

true that coal is abundant, affordable, safe and secure, and easy to transport and

store, but it is also the most carbon-intensive fuel for electricity, and poses techno-

logical challenges when considered in the context of sustainable global growth.

It is observed that energy demand has grown strongly and will continue to

increase, mainly in developing countries where energy is needed in economic

growth and poverty alleviation. Renewable energy utilization is growing at a fast

pace, but still represents only a small proportion of the world energy mix due to

high cost, whereas coal has been heavily consumed for centuries. The price per unit

energy from coal is relatively lower and more stable than other fuels. This is one of

the main reasons coal has remained the fuel of choice for electricity generation at

global level and is likely to remain so for several decades. Regardless of the well-

recognized fact that coal is an environmentally harmful energy source due to CO2

emissions 1.3 times more than oil and 1.7 times more than gas, the consumption of

coal is expected to rise by 1.9 % per year between now and 2030 [2]. Almost three-

quarters of the coal produced are used in fueling power or cement plants. Steel

industry also utilizes it as a vital resource in production.

The use of fossil fuels in a sustainable manner is in debate for several years. In

particular, coal’s environmental impact always remains a key concern as one of the

major contributors to climate change and global warming. Much work is already

done over the last two decades to reduce the environmental impacts of coal, and

research in this area is under way for making it part of a sustainable energy

portfolio.
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In this study, the sustainable development of coal is investigated. Five major

coal-producing countries are selected for analysis, two from the developed (the

United States and Australia) and the other three from the developing (China, South

Africa, India) block of the world. An assessment of the global coal reserves is done

based on the data collected by British Petroleum (BP) at the year-end 2010. Clean

coal technologies (CCTs) are then briefly introduced, followed by a detailed

discussion on the role of these technologies in coal production and use, their present

status, and future prospects. The evidence of coal’s sustainable development is

provided in light of the three pillars of sustainability, namely, economic develop-

ment, social well-being, and environmental sustainability. A comparative analysis

is presented to demonstrate the economic appeal of coal-based energy compared to

other fuel sources. Conclusions and recommendations are summarized at the end of

the chapter.

53.2 Background: World Coal Reserves

Proved coal reserves at year-end 2010 are estimated at 860 billion tons (Gt), which

represents about 118 years of production at the current rate. When compared with

the estimates published in 2008, these numbers are 34 Gt and 4 years higher [3].

According to BP statistical review of world energy, the proved reserves are

distributed in five regions of the world, namely, Europe and Eurasia, Asia Pacific,

North America, the Middle East and Africa, and South and Central America as

shown in Fig. 53.2 [4]. However, it is evident from the figure that world reserves for

coal are concentrated in thirds. One-third is located in Europe and Eurasia (35.4 %),

dominated by Russia (18.2 %), to which Germany (4.7 %), Kazakhstan (3.9 %), and

Ukraine (3.9 %) can be added; one-third is located in Asia Pacific (30.9 %), where

the reserves in China (13.3 %) alone are almost equal to the sum of reserves in India

(7 %) and Australia (8.9 %); and one-third is located in North America (28.5 %),

dominated by the United States (27.6 %). The Middle East and Africa represent less
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than 5 % of the total, with the bulk of coal wealth in South Africa. South and Central

America holds only 1.5 % of world reserves. A detailed distribution of major

reserves is shown in Fig. 53.3.

The total of 860 billion tons (Gt) breaks down into 405 Gt of hard coal

(anthracite and bituminous coal) and 455 Gt of brown coal (subbituminous coal

and lignite). The main application of hard coal is in the steel industry and power

generation whereas brown coal is normally used as onsite fuel. With this classifica-

tion of coal, the reserves are distributed in the world as shown in Fig. 53.4.

Clearly, Asia Pacific contains 39 % of hard coal, dominated by China (15.3 %),

and Europe and Eurasia contains 47 % of brown coal, dominated by Russia
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(23.6 %). North America shares equal amount of hard and brown coal (~28 %), and

the Middle East and Africa area has hard coal (8 %) only. South and Central

America area has 2 and 1 % of hard coal and brown coal, respectively.

53.3 Clean Coal Technologies

CCTs enable improvements in coal’s performance as an energy source, and at the

same time reduce its environmental impacts. These technologies contribute to

different stages of coal production and use which may include extraction, prepara-

tion, storage, transportation, and use in power stations, steel mills, and other

industrial applications. The following sections discuss the sustainable practices

associated with coal production and use in detail.

53.3.1 Clean Coal Technologies in Coal Production

Coal is normally extracted by two different types of mining: “surface or open cast

mining” and “underground or deep mining.” The type of mining is selected based

on the geology of the coal deposit. These processes cause harm to land, surface

water, groundwater, and even air quality [5]. The impact can however be reduced

through CCTs. Some of these techniques are already adapted in different parts of

the world, and many of them are still in research and development phase.

For the purpose of this study, two broad areas of CCT in production are

studied: (a) advanced coal preparation and cleaning techniques, and (b) coal mine

methane (CMM).

Advanced Coal Preparation and Cleaning Techniques

The coal is extracted from mines with a rich content of mineral matter. It needs to

be separated from these minerals for its proper functioning and end use. Normally

the sequence of processes adapted for this purpose consists of coal pretreatment,

cleaning, sizing and classification, dewatering and tailing treatments, and water

clarification [6]. These processes result in high-quality processed coal that can be

used commercially without environmental constraints. The plants fired by this coal

in general have better environmental performance in terms of reduced SO2, CO2,

and particulate emissions. The amount of combustion ash can also be decreased

using these techniques.

Coal cleaning processes are usually categorized by the size of coal. According to

technology status report of cleaner coal technology program [6], coal can be

divided into coarse coal (>25 mm), small coal (25–3 mm), fine coal (<3 mm),
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and ultrafine coal (<0.15 mm). The processes of cleaning different types of coal are

listed in Table 53.1.

DTI London [6], under the cleaner coal technology program, categorizes the

international markets for coal preparation and cleaning technologies as:

– Industrialized nations such as the United States, the UK, Australia, Germany,

and South Africa, in which various coal preparation and cleaning techniques are

in operation and are further researched by institutions and manufacturers.

– Nations in transition and development such as China, Ukraine, Kazakhstan, and

Russia, in which lack of capital is a major constraint in technological advance-

ment and indigenously developed tools with minimal processing are used for

coal preparation and cleaning.

The fraction of extracted coal which is processed and cleaned varies from region

to region. Similarly, the process and technology employed depend upon the type of

coal available for cleaning. Table 53.2 summarizes the cleaning processes for the

selected coal-producing countries. It is observed that by using these processes,

power plants today emit 90 % less pollutant (SO2, CO2, particulates, and mercury)

compared to plants in 1970s. Moreover, regulated emissions from coal-based power

generation have decreased to nearly 40 % since 1970s, while the use of coal has

tripled over the same time [7].

Coal Mine Methane

Methane can be extracted from coal seams that never experience mining, in which

case it is called coal bed methane (CBM). Methane can also be extracted during and

after the coal mining process, and referred to as CMM. CMM is simultaneously

considered a mining hazard, a greenhouse gas, and a possible energy source [8].

According to International Anthropogenic Methane Emissions [9], underground

coal mines liberate an estimated 29 to 41 � 109 m3 of methane annually, of which

less than 2.3 � 109 m3 are used as fuel. There are several reasons to practice

methane extraction during and after coal mining. In the first place, it increases

mine safety. Fatalities and ventilation requirements can be reduced with improved

working efficiency in less time. Another important reason is that it supports global

sustainability. It is a clean fuel as compared to coal because it produces only half the

Table 53.1 Coal cleaning

processes
Coal type Cleaning process

Coarse coal Dense medium separation

Jig washing

Small coal Jig washing

Dense medium cyclone

Fine coal Spiral concentration

Teeter-bed separation

Ultrafine coal Froth floatation
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amount of CO2 as compared to coal combustion on an energy equivalent basis, with

no SO2 and particulate emissions [10].

The selected countries for this study are among the top sources of CMM.

Table 53.3 summarizes the amount of methane liberated annually by underground

mining activities, the recovered amount, and its primary use. It can be observed that

China is the primary source of CMM with 14 to 24 � 109 m3 of methane, but the

United States recovers more of the extracted methane than China, i.e.,

700 � 106 m3. India releases the least amongst all, but has potential for CMM.

Some projects are in research and development phase in India, such as Moonidih

and Sudamdih in Jharia Coalfields, and National Coal Company’s CMM project.

53.3.2 Clean Coal Technologies in Coal Use

CCTs also play a significant role in efficient coal use. The sustainable use of coal is

discussed under two categories in this study: (a) clean fuels from coal and (b) CO2

capture and storage.

Table 53.2 Coal preparation and cleaning technologies (source of data: [6])

Country Coal preparation and cleaning techniques

Australia 64 Plants in 1998, capacity >600 t/h

Main technologies include

1. Dense medium (DM) separation

2. Teeter-bed separation

3. Column floatation for fine coal

China 1,570 small coal preparation plants, capacity <3,000 t/a

73 coal preparation plants >1.5 Mt/a

Main technology used is jig washing

India Total 24 coal preparation plants

Main technologies include

1. Dense medium (DM) separation

2. Dense medium (DM) cyclone

South Africa 58 coal-processing plants in 1996

Main technologies include

1. Dense medium (DM) cyclones

2. Spiral concentrators since mid 1980s

3. Froth floatation

USA Main technologies include

1. Dense medium (DM) cyclone (more than 50 %)

2. Jig washing

3. Froth floatation and spiral concentrators for fine coal

4. Column floatation for recovery and cleaning of ultrafine coal

Note: t/h and t/a in Table 53.2 refer to tons per hour and tons per annum, respectively
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Clean Fuels from Coal

Coal can be used sustainably by minimizing its direct combustion in the atmo-

sphere. Coal has the potential to be converted into liquid and gaseous fuels, the

combustion of which yields less pollutants than the combustion of coal itself. The

conversion of coal into liquid fuels enables many countries to reduce their oil

imports and at the same time reduce its environmental impacts. Coal-to-liquid

conversion is found to be more promising compared to coal-to-gas conversions

due to the cost and transportation issues associated with it.

Coal Liquefaction

Coal can be readily converted into a variety of liquid fuels which in turn offer a host

of advantages. For example the liquid fuel derivatives of coal are ultra-clean,

sulfur-free products, are low in aromatic hydrocarbons (such as benzene), and

reduce vehicle emissions such as oxides of nitrogen, particulate matter, volatile

organic compounds, and carbon monoxide [11]. One example of these fuels is

dimethyl ether (DME). It is a domestic fuel, noncarcinogenic, and nontoxic to

handle, and emits fewer amounts of carbon monoxide and hydrocarbons to the

atmosphere. Some of the coal liquefaction projects from the countries under

discussion are highlighted in Table 53.4.

Table 53.3 CMM potential (source of data: [10])

Country CMM potential

Australia 594 to 1,162 � 106 m3 of methane are liberated

70 to 122 � 106 m3 of methane are recovered

Primary use: Electricity generation

China 14 to 24 � 109 m3 of methane are liberated

561 � 106 m3 of methane are recovered

Primary uses

1. Heating and cooking at mine facilities and nearby residences

2. Used by the glass and plastic industry

3. Power generation

India 576 � 106 m3 of methane are liberated

No coal mine methane recovery programs are in place

South Africa 1.1 � 106 m3 of methane are liberated

Normally exploration is done not for the purpose of methane recovery

USA 4.2 � 109 m3 of methane are liberated

0.7 � 109 m3 of methane are recovered

Usually sale to gas distributors to earn profit
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Coal Gasification

Coal gasification can provide an affordable energy supply with high efficiencies

and near-zero pollutants. Normally, coal is converted to gas using integrated

gasification combined cycle (IGCC). An IGCC plant uses up to 40 % less water,

and 90 % of mercury emissions can be captured compared to conventional plants.

Emissions of oxides of nitrogen (NOx) are reduced by at least a third, sulfur oxides

(SOx) by more than two-thirds, and particulates down to almost zero [12].

An IGCC plant does not use conventional natural gas as fuel. Instead, it uses

a synthetic gas produced via gasification of another feedstock which is normally

coal or petroleum residuals. The IGCC plant breaks down the coal into its chemical

constituents such as carbon monoxide (CO), hydrogen (H2), and some other

gaseous compounds, instead of burning it directly. The CO is converted to CO2

and can be captured if there is a provision of doing so, but for conventional

coal-fired plants, it is always emitted to atmosphere. The resulting gas is called

synthetic gas (or syngas), consists mostly of hydrogen, and is used in power

generation. Syngas possesses the ability of polygeneration, i.e., it can produce

commercial by-products such as methanol, ammonia/fertilizer, hydrogen, and sub-

stitute natural gas [13].

IGCC is relatively a new technology, and different projects are in research and

development phase. One of such projects is FutureGen, USA. This project claims to

Table 53.4 Coal liquefaction projects (source of data: [11])

Country Coal liquefaction projects

Australia Monash Energy Project

Capacity: 62,000 bbl/day

Products: Coal-derived diesel and other liquids

Expected year of operation: 2010

Location: SE Australia

China Shenhua Energy Group Project

Capacity: 50,000 bbl/day

Products: Jet fuel, gasoline, and diesel fuels

In operation since 2007

Location: North China’s inner Mongolia autonomous region

India No coal-to-liquid (CTL) projects have been formally proposed yet but its high-ash,

low-quality coals well suited to conversion

South

Africa

Sasol CTL Project (I, II and III)

Capacity: 112,000 bbl/day

Products: Coal-derived fuels for vehicles and commercial jets

In operation since 1955

Location: Sasolburg and Secunda

USA DKRW Energy’s CTL Project

Capacity: 11,000 bbl/day and expected to rise by 40,000 bbl/day

Products: Various fuels—primarily diesel

Location: Medicine Bow, Wyoming
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be the world’s first coal-fueled near-zero emission power plant. According toWorld

Coal Institute [12], the project will use coal gasification technology with combined

cycle electricity generation and CO2 storage. It is expected that the plant will be

economically feasible by producing low-cost electricity and hydrogen from coal

with almost zero emissions. A detailed time line of FutureGen is presented in

Fig. 53.5.

CO2 Capture and Storage

The amount of CO2 is continuously increasing in the atmosphere due to energy

production and use. According to World Energy Outlook [14], the global energy-

related CO2 emissions will be 57 % higher in 2030 than in 2005. In this alarming

situation, CO2 capture and storage is the only technology which seems capable of

mitigating the greenhouse gas emissions, especially CO2 emissions from large-scale

fossil-fueled plants. Coal-fired plants can significantly reduce their emission by

integrating CCS. This integration can be done in three ways, namely, pre-combustion,

post-combustion, and oxyfuel combustion.

Pre-combustion capture involves gasification of coal prior to combustion as

discussed earlier in sect. 3.2.1.2. The resulting CO2 is then compressed into a

supercritical fluid so that it can be transported for geological storage. Post-

combustion involves separation of CO2 from exhaust gases resulting from coal

combustion. For oxyfueling the combustion of coal is carried out in an oxygen-rich

environment, rather than air, without allowing nitrogen to enter into the combustion

chamber. The resulting stream of CO2 can easily be captured, compressed, and

stored. However, this technique is still in the demonstration phase.

The coal producers are now working to incorporate CCS in their coal-fired

plants. The current status along with future prospects of CCS is discussed for the

five countries under consideration and the projects which are in development phase

are briefly summarized in Table 53.5.

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

Alliance
Established

Site
Monitoring

Siting, Environmental Review 
and Planning

Project Structuring and
Conceptual Design

Design
Facility Construction

Plant Startup and
Testing

Full Scale Plant Operations

Fig. 53.5 FutureGen time line (source: modified from [12])
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53.4 Coal and Sustainable Development

The extraordinary dependence of world on coal brings about the need of

sustainability in its use. Sustainable development is a broad concept, and is founded

on three pillars—economic development, social well-being, and environmental

sustainability. Coal has an active participation in all three pillars and much work

is in progress to exploit it in a more sustainable manner.

53.4.1 Economic Development

Coal is a major contributor in world’s economy. According to World Coal Associ-

ation [15], coal produces 41 % of world’s electricity, which is double compared to

its competitors, gas and hydro, and it is also used in 70 % of world’s steel

production today. Coal mining is done in over 50 countries and this industry

employs around seven million people, 90 % of which are in developing countries

[16]. Moreover, developing countries are found to be export oriented in the coal

industry which helps them to earn foreign hard currency while saving in import

costs. World Coal Association estimates that coal generates around $7 billion per

annum in export revenues for developing countries and saves them $60 billion or

more in energy import costs every year.

Table 53.5 CO2 capture and storage projects (source of data: [14])

Country CO2 capture and storage projects

Australia 1. ZeroGen Project 2. FutureGas Project

Location: Brisbane, Queensland Location: South Australia

Capture method: Pre-combustion Capture method: Post-gasification

Expected year of operation: 2017 Expected year of operation: 2016

China 1. China–Australia Collaboration 2. China–Japan Collaboration

Location: Huaneng, Beijing Location: Heilongjiang, NE—China

Capture method: Post-combustion Capture method: Post-combustion

India Indian CO2 sequestration Applied Research Network is established in 2007

No current project

South Africa South African center for Carbon Capture and Storage established in 2009

South Africa emits over 400 million tons of CO2/year

It is estimated that 60 % of these emissions can be captured

USA 1. FutureGen Project 2. Texas Clean Energy Project (TCEP)

Location: Meredosia, Illinois Location: West of Odessa, Texas

Capture method: Pre-combustion Capture method: Pre-combustion

Expected year of operation: 2012 Expected year of operation: 2014
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53.4.2 Social Well-Being

Adequate energy access to all is a global challenge today. According to World

Energy Outlook [17], 1.6 billion people in developing countries do not have

electricity and around 2.4 billion people rely on primitive biomass fuel for cooking

and heating. Coal offers some solutions to these problems. For example, in China

over the past 15 years, around 700 million people are served by coal-based

electrification. The electricity production in China is raised by 1,000 TWh, 84 %

of which is coal fired. Besides electrification, coal industries run on workforce from

local communities in which they operate. These companies emphasize education

and skill development programs. They contribute to school needs, or help

administrators of the area by developing some management programs. An educated

and skilled local community helps in attracting further investment and thus sustains

the people even after mine closure.

53.4.3 Environmental Sustainability

The coal industry realizes that its extraordinary consumption may degrade the

environment, and therefore measures are taken to improve the coal’s environmental

performance steadily. Power plant builders are now capable of working at an

efficiency level beyond 40 % and are further trying to achieve 50 %. The green-

house gas emissions can be expected to be lower by 10–20 % by operating power

plants at these enhanced efficiencies. In its report “The role of coal as an energy

source,” WCI narrated that the United States has reduced its sulfur emissions by

3 % every year since 1980 despite rising coal use, and Germany has also reduced its

NOx and particulate emissions by over 80 % since 1980s [16].

Figure 53.6 clearly demonstrates the movement of coal in sustainable energy

portfolio. It can be observed that the technological advancements can reduce

the CO2 emissions from coal up to 99 %. As discussed earlier, some of the CCTs

are already incorporated in coal production and use, and are able to reduce about

25 % of CO2 emissions. However, significant research and development in newer

CCTs is ongoing. It is expected that the advanced carbon capture and storage

projects will be operational in around 10 years from now which can reduce the CO2

emissions by ~99 %.

53.5 Economic Appeal of Coal-Based Energy

An important factor that keeps coal in the global energy portfolio is its superiority

in providing a stable cost for electricity generation compared to other fuels.

A comparative analysis is done by Morgan et al. to identify the most cost-effective

form of energy production among nuclear, coal, natural gas, wind, solar, and hydro
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[18]. Construction, production, and decommissioning costs (where necessary) are

taken into account. The results of the analysis are shown in Fig. 53.7. Although

hydroelectric is found to be most cost effective with 30 cents/kWh, it has some

geographical and environmental limitations such as biodiversity impact and reloca-

tion of people. Coal and nuclear are nearly equal with 40 cents/kWh, but nuclear

production has certain decommissioning cost and risks. Therefore, coal production

and utilization using CCTs can be the most attractive option for energy generation

since all other sources such as natural gas, wind, and solar have high cost per kWh.

53.6 Conclusions and Recommendations

The future global energy portfolio will include widespread use of coal as a primary

energy source. The sustainability issues associated with this energy source are

discussed in this chapter. The sustainable practices in both developed and develop-

ing countries are analyzed. The key conclusions and recommendations from this

study are as follows:

• Coal plays an important role in sustainable energy systems for the foreseeable

future due to plenty of advantages associated with it. CCTs are needed to be

deployed immediately both in developed and developing world if coal is to

remain in the global energy portfolio for later part of the century.

Zero emissions

Advanced technologies

Efficiency improvements of existing plants

Coal upgrading

U
p

 t
o

 5
%

U
p

 t
o

 2
2%

C
O

2 
R

ed
u

ct
io

n

U
p

 t
o

 2
5%

U
p

 t
o

 9
9%

Carbon capture and storage. Significant
international R&D efforts ongoing. FutureGen
project aims to have demonstration plant
operational within 10years

Very high efficiencies and low emissions from
innovative technologies such as Integrated Gasification
Combined Cycle (IGCC),Pressurized Fluidized Bed
Combustion (PFBC), and in the future Integrated
Gasification Fuel Cells (IGFC). IGCC and PFBC
operational in USA, japan and Europe. IGFC at R&D
stage.

Conventional coal-fired subcritical generation has improved
significantly in its efficiency (38-40%), so reducing
emissions. Supercritical and Ultrasupercritical plant offer
even higher efficiencies (already up to 45%). Improved
efficiency subcritical plants operate around the world.
Supercritical and Ultrasupercritical plant operate
successfully in japan, USA, Europe, Russia and China.

Inlcude coal washing/drying, briquetting.
Widespread use throughout the world

Technological Innovation

Fig. 53.6 Coal-fired route to CO2 reduction (source: modified from [15])

53 Coal as a Component of Sustainable Energy Portfolio 997



• The techniques, such as coal preparation and cleaning, CMM, and coal-derived

clean fuels, are already employed in different countries, and more advanced

technologies like IGCC with carbon capture and storage (CCS) are under

development to be operational in a couple of years.

• More improvements are required in environmental performance of the coal.

Although improved coal technologies provide increased efficiency with reduced

emissions to date, accelerated technological advancements can lead to near-zero

emissions. An example of such a technology is FutureGen which was expected

to be in operation by 2012.

• Coal has a great contribution in the three pillars of sustainable development.

This development could be more effective by establishing well-defined policies

specific to each pillar.
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Chapter 54

Adsorption Capacity, Towards Carbon

Dioxide, of a Chemically Activated Coal

Abdelhamid Addoun, Larbi Temdrara, and Aissa Khelifi

Abstract The chemical activation of a low-rank coal by alkaline hydroxides and

carbonates, successively, carries the formation of activated carbons characterized

by a very developed porous texture and highly microporous. Indeed, the micropo-

rous volume can reach the value of 0.63 cm3 g�1 and the pore size distribution,

deduced from the technique of immersionnal calorimetry into liquids of increasing

molecular dimensions, shows that the average diameter of these pores is of the order

of 0.7 nm. This distribution is perfectly suitable to the adsorption of the carbon

dioxide at room temperature so that the adsorption capacities, at this temperature, of

the prepared activated charcoals towards this greenhouse gas are very important

(0.68 g/g, i.e., 0.68 ton/ton). Otherwise, the obtained results show that the alkaline

hydroxides are more effective than the corresponding carbonates.

Keywords Activation • Adsorption • Immersional calorimetry • Greenhouse gas

• Adsorption capacity • Carbon dioxide • Chemically activated coal • Chemical

activation • Alkaline hydroxides • Carbonates

Nomenclature

CO Carbon monoxide

CO2 Carbon dioxide

c Constant

E0 Characteristic energy, J/mol

GHG Greenhouse gas
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HCl Hydrochloric acid

hi Specific enthalpy of immersion, mJ/m2

K2CO3 Potassium carbonate

KOH Potassium hydroxide

Lm Minimal width of the pore, nm

Me Low-rank coal

N2 Nitrogen gas

ppm Parts per million

SCO2
Dubinin and Radushkevich (DR) apparent specific area, m2/g

Se External surface, m2/g

SN2
Brunauer, Emmett, and Teller (BET) specific area, m2/g

Tc Critical temperature, �C
TPD Temperature-programmed desorption

Vm Molar volume, cm3/mol

W(L) Micropore volume filled, cm3/g

W0 Total micropore volume, cm3/g

Greek Letters

α Thermal expansion coefficient, K�1

β Affinity coefficient

-ΔH Enthalpy of immersion, J/g

ϕ Pore diameter, nm

54.1 Introduction

As it is widely known, activated carbons are used for the removal of pollutants from

drinking water or wastewater and from air. The use of these materials as adsorbents

of inorganic and organic pollutants is due to their unique versatility resulting from

their high surface area, porous structure, high adsorption capacity, and surface

chemical nature, which can be appropriately modified by physical and chemical

treatments to enhance the extent of a given adsorption process [1]. It is known that

phenol is the most frequently occurring contaminant in industrial wastewaters.

Preparative methods for porous carbons are conventionally classified into phys-

ical and chemical activation. The former is carried out in two heat treatment steps:

carbonization in an inert gas up to a given temperature followed by activation in an

oxidant gas. The latter is carried out in a single heat treatment step in the presence

of an added chemical. Among the activating agents, one cites the phosphoric acid

which is one of the commonly used agents for the activation of various precursors

[2–6]. The formation of highly microporous carbons by pyrolysis of various types

of precursors (lignites, green cokes, coals) in the presence of potassium and sodium

hydroxides and carbonates is now well documented [7–10]. Alkaline and carbonate

hydroxides were also used in the chemical activation of coals [8, 11]. Considering
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their very developed microporous texture, the activated carbons would retain no

negligible amounts of carbon dioxide whose critical temperature is relatively high

(31 �C). On the one hand, carbon dioxide plays a crucial role in the cycle of life,

including providing the necessary carbon for plants to produce organic food,

balancing the heat radiation of the earth, balancing the calcium carbonates in

soils and oceans, and buffering water and soils. On the other, it is admitted that

the rising CO2 levels are degrading the environment and damaging global

ecosystems; the residence time of this greenhouse gas (GHG) in the atmosphere

lasts around 100 years [12].

Otherwise, as world population rises, human-induced environmental pressures

mount. By some measures, one of the pressing environmental issues is global

climate change related to the rise of atmospheric concentrations of CO2 and other

GHG [13]. Scientists know that carbon dioxide is warming the atmosphere, which

in turn is causing sea level to rise, and that the CO2 adsorbed by the oceans is

acidifying the water [14]. World CO2 emissions from fuel combustion account for

about 70 % of GHG emissions and 80 % of the total CO2 emission [15]. The

emission of CO2 in the energy sector is expected to grow from 29 billion metric tons

in 2006 to 40.6 billion metric tons in 2030. Coal share in the world CO2 emission is

also expected to grow from 42 % in 2006 to 45 % in 2030 [16].

The concentration of atmospheric carbon dioxide since preindustrial times has

increased from about 280 parts per million (ppm) to over 380 ppm [14, 17]. The rate

change climbs about two molecules every year [14]. The case for attributing the

recent global warming to human activities rests on the following undisputed

scientific facts [17]. Carbon dioxide is a GHG that warms the atmosphere. Indepen-

dent measurements demonstrate that the increased CO2 in the atmosphere comes

from burning fossil fuels and forests. Since preindustrial times, global average

temperatures have increased by about 0.7 �C, with about half of the warming

occurring over the past few decades [17]. Therefore, the environmental changes,

due to human activities, require fast actions to reduce the harmful effect to the

environment and to prevent further damage to the global climate system.

The purpose of the present work is to investigate further the development of the

microporous texture of a heat-treated coal in the presence of alkaline hydroxides

and carbonates and to compare the adsorption properties of the resulting charcoals,

towards the carbon dioxide, a GHG.

54.2 Theoretical

The enthalpy of immersion of a microporous carbon is given by the relation [18]

� ΔHi J:g�1
� �

mi
¼ βE0W0 1þ αTð Þ ffiffiffi

π
p

2Vm
(54.1)
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where β, E0, W0, α, Vm, and T being the affinity coefficient of the given liquid, the

characteristic energy of the solid, the total volume of the micropores accessible to

the adsorbate, the thermal expansion coefficient and the molar volume of the liquid

filling the micropore system and the temperature of the experiment, respectively.

The contribution of the wetting of the external surface, Se, is hiSe, where hi
represents the specific enthalpy of immersion of the open surface. The experimental

enthalpy of immersion is therefore

� ΔHi expð Þ ¼ βE0W0 1þ αTð Þ ffiffiffi
π

p
2Vm

� hiSe (54.2)

and it follows that for a liquid acting as a molecular probe, the micropore volume

W(L) filled is given by

WðLÞ ¼ � ΔHi expð Þ � hiSe½ �:2Vm

βE0

ffiffiffi
π

p
1þ αTð Þ (54.3)

Table 54.1 lists the essential data of a series of organic liquids and CO2 used as

molecular probes. These data are taken from literature [19–22].

Otherwise, the theoretical pore size distributions are calculated from the

equation

dW

dϕ
¼ �2W0c ϕ� Lmð Þ: exp �c ϕ� Lmð Þ2

h i
(54.4)

deduced from

W ¼ W0 exp �c ϕ� Lmð Þ2
h i

(54.5)

where c, ϕ, and Lm being a constant, the pore diameter, and the minimal width of

the pore, respectively.

Table 54.1 Properties of the organic liquids used as molecular probes

Vm (cm3 mol�1) β α (10�3 K�1) L (nm)

Carbon dioxide (CO2) – 0.35 – 0.28

Benzene (C6H6) 88.90 1.00 1.24 0.41

Cyclohexane (C6H12) 108.00 1.04 0.95 0.54

Carbon tetrachloride (CCl4) 96.50 1.05 1.22 0.63

α-Pinène (C10H16) 158.80 1.70 1.02 0.80

Perchlorocyclopentadiene(C5Cl6) 159.50 1.90 1.17 0.88
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54.3 Experimental

A low-rank coal Me (volatile matter: 32.4 % daf; ash: 3.4 %) was ground with

alkaline hydroxide KOH and carbonate K2CO3, successively. The rate is defined as

the ratio, r, of the adjuvant weight (hydroxide or carbonate alkaline) on the weight

coal. Untreated, alkaline hydroxide-treated and carbonate-treated coal samples

were carbonized in a stream of nitrogen (6 l h�1) at a heating rate of 5 K min�1

up to 1,073 K and maintained for 1 h at this temperature. After carbonization, the

alkaline salts were removed by refluxing in diluted HCl and the char was then

washed with distilled water until the silver nitrate-negative test was obtained and

finally oven-dried at 383 K during 4 h and kept in hermetic bottles to protect

them from air and humidity. The untreated pyrolyzed coal, the hydroxide-treated

and pyrolyzed coal, and the carbonate-treated and pyrolyzed coal are noted as

Me (r ¼ 0.0), Me-KOH (r ¼ 0.5, 1 or 2.2), and Me-K2CO3 (r ¼ 0.5 or 1.2),

where Me designates the coal.

Adsorption isotherms of N2 at 77 K and CO2 at 293 K were determined using a

volumetric apparatus (Micromeritics ASAP 2010). The surface and pore

characteristics of the carbons were determined by measurement of the BET specific

area, SN2
, obtained from N2 adsorption and the Dubinin–Radushkevich micropore

volume and surface, W0 and SCO2
, deduced from adsorption of CO2 at 293 K.

The cross-sectional area for the N2 molecule was taken as 0.162 nm2. The

retained characteristics of the carbon dioxide, at 273 K, are as follows: saturated

vapor pressure 34.40 MPa, cross-sectional area 0.18 nm2, and density of adsorbed

phase 1.038 g ml�1 [23].

The TPD method was used to determine the amounts of CO and CO2 evolved

upon heating under a flow of nitrogen up to 800 �C; a quadrupolar mass spectrom-

eter was used to analyze the gases evolved during TPD.

The enthalpies of immersion were determined at 293 K with a calorimeter of the

Calvet type (Setaram MS 70), described previously by Stoeckli and Kraehenbuehl

[24]. The liquids (HPLC grade, from Aldrich) were used in this study.

54.4 Results and Discussion

54.4.1 Porous Texture

The nitrogen adsorption isotherms at 77 K of the carbonized impregnated coals

Di-KOH and Me-KOH are shown in Fig. 54.1 and those of the carbonized

nonimpregnated coal Me (r ¼ 0.0) and the carbonized impregnated coals

Me-KOH and Me-K2CO3 in Figs. 54.2 and 54.3, respectively.

The values of the BET specific surface area, SN2
, and the micropore volume and

the micropore surface, W0 and SCO2
, are given in Table 54.2.
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It is seen that the alkaline hydroxide is more effective than the corresponding

carbonate. Otherwise, in the case of KOH, W0 reaches considerably larger values.

Thus for KOH content of 2.2 (r ¼ 2.2), a highly activated carbon is obtained since

their BET and Dubinin specific surface areas, SN2
and SCO2

, are of the order of 1,550

and 1,660 m2 g�1, respectively. Furthermore, an enlargement of the micropore size

simultaneously occurs along with the increase of the pore volume [20]. Hence, it

appears that upon carbonization of this coal in the presence of KOH, an activation

process also takes place. These observations can be explained as follows [8]:

– Dispersion step:

2KOHþ > CH2 ! K2CO3 þ K2Oþ 3H2 (54.6)
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Fig. 54.3 Carbon dioxide adsorption isotherms at 273 K, in Dubinin’s coordinates, of the

carbonized nonimpregnated coal Me (r ¼ 0.0) and impregnated coal Me-K2CO3

Table 54.2 BET specific surface area, SN2
; micropore volume, W0; and Dubinin specific

micropore surface area, SCO2

SN2
—BET (m2/g) W0 (cm

3/g) SCO2
—DR (m2/g)

Me (r ¼ 0.0) 0.5 0.17 436

Me-KOH (r ¼ 0.5) 703 0.39 1,002

Me-KOH (r ¼ 1.0) Nd 0.528 1,352

Me-KOH (r ¼ 2.2) 1,554 0.650 1,661

Me-K2CO3 (r ¼ 0.5) Nd 0.2405 615

Me-K2CO3 (r ¼ 1.2) Nd 0.322 823
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K2CO3 þ 2C ! COKþ CKþ CO2 (54.7)

– Activation step:

K20þ C ! 2Kþ CO (54.8)

K2CO3 þ 2C ! 2Kþ 3CO (54.9)

Indeed, the larger the amount of KOH or K2CO3, the larger the activation

process will be. Moreover, KOH is more effective than K2CO3.

54.4.2 Pore Size Distribution

The histograms of the micropore volumes, W, are shown in Figs. 54.4, 54.5, and

54.6. They were calculated from the enthalpies of immersion by using Eq. (54.3).

Considering the sample obtained after carbonizing of the coal Me, it appears that in

the absence of KOH, the micropore volume is rather low. Moreover, the micropo-

rous texture of this carbon is not accessible to benzene, indicating the presence of

very narrow pores of less than 0.41 nm in size. On the other hand, after carboniza-

tion in the presence of KOH (r ¼ 0.5), one obtains a significant micropore volume.

For this sample, the nitrogen adsorption isotherm is of type I (Fig. 54.1), the sign of
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a microporous texture with no appreciable external (non-microporous) surface area.

Figures 54.4, 54.5, and 54.6 show the micropore distributions resulting from the

volumes W(L) accessible to the different molecular probes. These volumes were

calculated from the enthalpies of immersion, by using Eq. (54.3) with Se ¼ 0.

There appears to be a widening of the micropore system, since molecules as large as

C5Cl6 can penetrate to some extent into the porous texture. Otherwise, by increas-

ing the amount of KOH, r, to 2.2, the micropore volume of the resulting sample,

Me-KOH (r ¼ 2.2), will become even higher and correspond to a well-activated

carbon. In this case, immersion calorimetry indicates that the micropores are

completely accessible to C5Cl6, the largest molecule of the series. This result

illustrates the activation process occurring during carbonization of coal in the

presence of KOH.

54.4.3 Amounts of Adsorbed CO2

On the basis of combined adsorption and immersion techniques, and for strongly

activated carbons, the initial adsorption stage corresponded essentially to secondary

filling, i.e., to adsorption on the walls of wide pores followed by their gradual filling

[25]. Thus, assuming the density of adsorbed phase of CO2 equal to 1.038 g ml�1,

the adsorbed amounts by the prepared activated carbons can be calculated; they are

shown in Table 54.3 and in Fig. 54.7.

One notices that the adsorbed quantities of CO2 can reach important values.

Indeed, the activated carbon Me-KOH (r ¼ 2.2), which corresponds to a well-

activated carbon because of its high micropore volume and its wide micropore

diameter, can adsorb until 0.68 g/g, i.e., 0.68 ton/ton. At 293 K, the kinetic energy

of CO2 molecules is sufficient to overcome the potential barrier of the constrictions

in the micropores [26]. Therefore, in our case, the coal Me treated by potassium

hydroxide can be an excellent precursor for the production of activated carbons to

trap and to store carbon dioxide.

Table 54.3 Adsorbed amounts of CO2 by activated carbons

W0 (cm
3/g) Adsorbed amount of CO2 (g/g)

Me (r ¼ 0.0) 0.17 0.177

Me-KOH (r ¼ 0.5) 0.39 0.405

Me-KOH (r ¼ 1.0) 0.528 0.550

Me-KOH (r ¼ 2.2) 0.650 0.680

Me-K2CO3 (r ¼ 0.5) 0.2405 0.250

Me-K2CO3 (r ¼ 1.2) 0.322 0.334
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54.5 Conclusion

From these results it appears that potassium hydroxide is more effective than the

corresponding carbonate and the larger the amount of KOH or K2CO3, the larger

the activation process will be. Indeed, the most developed and the widest porosity is

obtained with the KOH-activating agent. Otherwise, one notices that the adsorption

capacities, at room temperature, of the prepared activated charcoals towards the

carbon dioxide, a GHG, can reach high values (0.68 g g�1, i.e., 0.68 ton/ton).

Therefore, the coal Me can be an excellent precursor for the production of activated

carbons for trapping and storage of carbon dioxide, the harmful effects and

damages of which caused to environment have been known and proven.
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Chapter 55

Integrated Coal Power Plant and Cu–Cl

Water Splitting Cycle for Greenhouse

Gases Reduction

Calin Zamfirescu, Ibrahim Dincer, and Greg F. Naterer

Abstract In this chapter, a pulverized coal-fired power plant is integrated with a

hydrogen-producing Copper–Chlorine (Cu–Cl) thermochemical cycle for emission

reduction of greenhouse gases and cogeneration of hydrogen and electricity. A new

furnace design is developed wherein low pressure steam at 900 K is generated as

well as high pressure steam at 800 K. The low pressure steam is used to transfer heat

to the Cu–Cl cycle for the endothermic high temperature reactors of hydrolysis and

thermolysis. The chapter analyzes the system integration and performance in terms

of efficiency and carbon dioxide emissions per unit of generated hydrogen. The

specific carbon emissions are compared with a gasification system and with an

integrated system of a nuclear supercritical water cooled reactor (SCWR) and

Cu–Cl cycle. Although the SCWR system has a lower carbon footprint, the coal-

based hydrogen system is thermodynamically more efficient. Also, the hydrogen

generation efficiency with an integrated coal power plant and Cu–Cl cycle is

compared to hydrogen production from coal gasification. It is found that the

integrated system is less efficient but has more than 50 % less carbon footprint.

Keywords Emission reduction • Coal-fired power plant • Cu–Cl water splitting
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Nomenclature

Bi Biot number

cp Specific heat, J/kgK

ex Specific exergy, kJ/kg
_E Energy rate, kW
_Ex Exergy rate, kW

EF Emission factor, kg CO2/GJ

f Dimensionless factor

Fo Fourier number

GCV Gross calorific value, MJ/kg

h Specific enthalpy, kJ/kmol

H Total enthalpy, kJ

HHV Higher heating value, MJ/kg or MJ/mol

k Thermal conductivity, W/mK
_m Mass flow rate, kg/s

n Molar fraction

NCV Net calorific value, MJ/kg
Q Heat flux, kJ
_Q Heat flux rate, kW

Pr Prandtl number

r Radius, m

Re Reynolds number

REF Relative emission factor

S Entropy, kJ/K

T Temperature, K

w Weight fraction
_W Work rate, kW

Greek Letters

α Heat transfer coefficient, W/m2K

η Energy efficiency (coal utilization fraction)

ε Emissivity

ν Stoichiometric number

ψ Exergy efficiency

θ Excess temperature, K

σ Stefan–Boltzmann constant

1014 C. Zamfirescu et al.



Subscripts

0 Reference state

A Ash

c Convection

C Fixed carbon

cal Calandria

d Destroyed

daf Dry, ash-free basis

g Gas

i Index, or input

ign Ignition

k Index

M Moisture

o Output

P Products

r Radiation

R Reactants

ref Reference case

VM Volatile matter

Superscripts

0 Standard state

ch Chemical

55.1 Introduction

Coal is the most abundant among the fossil fuel resources. The world energy supply

depends highly on coal combustion although the associated carbon dioxide

emissions to the atmosphere by flue gas stacks contribute majorly to environmental

pollution and global warming. Coal-fired power plants are mature technologies and

they are used in nearly every country of the world.

In the past few decades, significant efforts have been made in the scientific and

technical community towards improvement of coal-fired power plants for enhanc-

ing their efficiency and reducting their specific carbon emissions. Exergy analysis

has been widely adopted in recent years as an important method of identifying

irreversibility losses and efficiency improvement possibilities. Several case studies

of exergy methods in fossil fuel based energy systems are described by Dincer and

Rosen in Ref. [1]. The most significant exergy losses occur in the coal-fired steam

generator. As indicated by a case study by Regulagadda et al. in Ref. [2], the exergy

destruction in the steam generator of a coal-fired power plant represents over 85 %
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of the total exergy destruction. In another example it is analyzed the coal-fired

power plant from Nanticoke (Ontario) and found that the exergy destruction in the

boiler represents close to 80 % of the total exergy destruction [3]. Sengupta

et al. analyzed in Ref. [4] a 210 MW coal-fired power plant and concluded that

the exergy destruction in the steam generator is over 60 %.

The high level of exergy destruction in the coal-fired boiler occurs because there

is a large temperature difference between flue gas temperature profile and the

temperature of water and steam along the heat transfer surface. As reported in [5]

for a pulverized coal-fired furnace, the maximum flue gas temperature occurs just

above the upper level burner which normally is about ¼ of the furnace height; this

temperature could be around 1,500 K. The temperature decreases to 1,000 K at the

highest point of the combustion channel, while the stack gas temperature is around

450 K. On the other hand, water is supplied to the combustion channel at a pressure

of about 16 MPa and ~500 K. By heat addition, superheated steam is generated at

~800 K; the saturation temperature is ~620 K. The average pipe wall temperature of

coal-fired burners across the boiling section is ~650 K [6].

In general, a gas-solid reaction such as a combustion process of coal powder is

difficult to analyze. The combustion process is highly influenced by coal rank, its

moisture content, and its ash content. According to the so-called coal rank, which

expresses the geological maturity of coal, there are four categories of coal: lignite,

sub-bituminous, bituminous, and anthracite. A review of heating value correlations

and chemical exergy correlations and specific emissions for coal as a function of the

rank is given in [7]. The gross calorific value of coal varies from 13 MJ/kg to

~34 MJ/kg; chemical exergy (which is sensitive to moisture content) varies from

about 5 MJ/kg to ~25 MJ/kg; and the specific GHG emissions of coal combustion

are in the range of 70–140 kg CO2 equivalent per GJ on a net calorific value basis.

Note that two main combustion technologies are used currently for coal-based

power plants, namely, those of pulverized coal boilers and fluidized bed boilers.

Although the two technologies are different in regard to transport phenomena, the

transient heat and mass transfer from a combusting coal particle to the surroundings

are relatively similar in both cases.

The combustion process of coal particles involves drying, devolatilization, and

chemical reactions. There is intense heat transfer between the solid particle—which

is consumed during the reaction—and its surroundings. The heat transfer occurs by

combined conduction, convection, and radiation. The main modeling assumptions

are similar to those identified in a previous study [8]:

• Internal heat generation due to chemical reaction occurs at a constant rate.

• The thermo-physical properties of coal remain constant during the process.

• The coal particle is assumed spherical.

• The heat transfer is radial and one-dimensional.

• Just before pulverization, the particle has a uniform temperature distribution.

Pulverized coal-fired furnaces are crucial to the utility industry. Typically,

pulverized coal-fired furnaces comprise a coal mill which grinds coal to form

small powder-like particles conveyed with primary air to the pulverization point
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where ignition occurs and bulk combustion air (preheated to ~600 K) is supplied.

The combustion process occurs within seconds [9]. Thereafter, thermal energy of

the hot flue gases is transferred to water and steam mainly by radiation heat

exchange, whereas water and steam flow through a complex network of pipes

which forms a large heat transfer surface area. Many design parameters are impor-

tant to obtain a high efficiency of this type of furnace, namely, coal particle size

distribution, rate of reaction of the devolatilization and oxidation processes, tem-

perature evolution of coal particle, gas phase velocity, temperature of primary and

secondary air, and other factors [10].

A dimensionless parameter (Ncom) that describes the ignition process in

pulverized coal-fired burners was discussed in Ref. [10]. This parameter represents

the ratio between excess temperature at the ignition and initial temperatures. The

excess temperature represents the difference between the ignition temperature and

the initial coal particle temperature. The operating range is identified where Ncom in

the range of 1.1–1.8. After ignition, the coal temperature increases due to oxidation

while hot flue gases are generated.

A method to improve the coal-fired boiler efficiency is to use coal gasification as

a first step and then combustion of the produced syngas in a second step. A case

study was presented by Dincer and Zamfirescu Ref. [11] where it was shown that by

applying gasification, the LMTD (log-mean temperature difference in the furnace)

can be substantially reduced. The carbon footprint of power plants can be reduced

by using oxyfuel combustion as a method to facilitate carbon dioxide separation

from flue gases. A review of carbon capture methods with oxyfuel combustion in

energy systems was presented in Ref. [12].

This chapter presents a new method to enhance the coal-fired boiler efficiency by

system integration with a Cu–Cl cycle for water splitting and hydrogen generation.

Instead of generating electricity only, in the new approach, the coal-fired power

plant works synergistically with a Cu–Cl chlorine water splitting plant to ultimately

produce electricity and hydrogen with reduced GHG (greenhouse gas) emissions.

The Cu–Cl water splitting cycle is currently being investigated in several

research centers around the world especially with a focus on nuclear based hydro-

gen production. A recent review on the Cu–Cl cycle and its development was

presented in Refs. [13–15]. Particular attention is given to the integration of a

Supercritical Water Reactor (SCWR) with a Cu–Cl cycle and steam Rankine cycle.

The Cu–Cl cycle has two thermochemical reactors (for CuCl2 hydrolysis and

CuO∙CuCl2 thermolysis) and one electrochemical cell for hydrogen production by

CuCl chlorination with HCl. All intermediate chemical compounds are recycled,

while only water is consumed and oxygen and hydrogen are generated.

In the first part of this chapter, some necessary background information is given

on the design and modeling of coal-fired furnaces, pulverized coal combustion

process, and Cu–Cl water splitting plant. Subsequently, the integrated system and

furnace concept proposed herein are described in detail. Further, the analysis and

modeling aspects are discussed. The results section has three parts including:

(1) furnace assessment, (2) integrated system efficiency and carbon footprint, and

(3) emission comparison of the system with a nuclear based Cu–Cl water splitting

plant. Point (3) represents the main focus of the chapter.
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55.2 Background

Thermodynamic design and analysis of coal-fired power plants involve the

prediction of thermal properties of coals including their calorific values, chemical

exergy, and specific emissions. This type of general analysis provides information

on maximum system efficiency and the minimum (theoretically possible) emissions

per unit of power production; information which is crucial as a starting point of

design and feasibility study.

The design of coal furnaces requires correlations for estimating the thermody-

namic properties of products from coal combustion. The combustion process of

coal starts by a physical–chemical process of devolatilization during which the

volatile matter is released from solid material during heating. Devolatilization is an

initial stage of a pyrolysis process. At the same time, tar is produced by distillation

of organic compounds such as hydrocarbons from coal (which are a combination of

aromatic and aliphatic chains). The solid material remaining after devolatilization

and tar release is denoted as char.

The gross calorific value of coal can be correlated with the coal composition

from proximate analysis according to the recent correlation [16]:

GCV ¼ 0:35wC þ 0:33wVM � 0:11wM � 0:03wA

where w represents the weight fraction and C, VM, M, A are subscripts indicating

fixed carbon, volatile matter, moisture, and ash content, respectively. Based on the

GCV, the net calorific value of coal can be determined provided that the weight

fraction of hydrogen is known from the ultimate analysis. The following correlation

shows how NCV can be estimated [17]:

NCV ¼ GCV 1� wMð Þ � 2:444wM � 21:839wH 1� wMð Þ

Although coal can be approximated as a carbon–hydrogen blend in view of deter-

mining its specific entropy and chemical exergy,more elaborate predictivemethods are

available. The ultimate analysis of coal is required in order to predict the specific

entropy according to Eisemann et al. [18] based on the following four factors:

f 1 ¼
nH2

nCN
; f 2 ¼

nO2

nCN
; f 3 ¼

nN2

nCN
; f 4 ¼

nS
nCN

; nCN ¼ nC þ nN2

where n represents the molar fraction of a chemical element among H2, O2, N2, S.

The correlation for specific entropy is expressed as follows:

s0daf ¼ 37:165� 31:477e�0:564682 f 1 þ 20:1145 f 2 þ 54:3111 f 3 þ 44:6712 f 4

where s0daf is the specific entropy of coal in kJ/kg.K on a dry, ash-free basis at

standard pressure and temperature conditions. The chemical exergy of coal can be
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calculated based on s0daf and GCV according to the equation proposed by

Kaygususzin Ref. [19] as follows:

exchdaf ¼ GCV � T0 s0daf þ f 1sO2
� nCsCO2

� 1

2
nH2

sH2O � nSsSO2
� 1

2
nSsN2

� �

þ nC exchCO2
þ 1

2
nH2

exchH2O
þ nS exchSO2

þ 1

2
nN2

exchN2
� f 2 exchO2

where exchdaf represents the chemical exergy of coal on a dry, ash free basis, expressed

in the same units as GCV, MJ/kg. The chemical exergy of coal on an as-received

basis—also called wet basis—can be estimated as a function of exchdaf , ash and

moisture content according to the equation given in [20], namely:

exch ¼ 1� wM � wAð Þexchdaf þ
wM

MH2O

exchH2O

where MH2O and exchH2O
are the molecular mass and chemical exergy of water,

respectively.

In a coal-fired power plant, it is important to determine the quantity of emitted

GHG per unit of power produced. The ratio between the stoichiometric quantity

obtained at coal combustion and the chemical exergy of coal can be used to estimate

the minimum emissions which are obtained in the extreme case when the plant

operates at the Carnot efficiency and ideal combustion process. This emission factor

can be expressed with the following equation:

EF ¼ 44

12

wC

exch

where 44 kg/kmol and 12 kg/kmol are the molecular masses of carbon dioxide and

carbon, respectively.

The heat transfer from coal particles involves the heat conduction equation

according to:

@2θ

@r2
þ 2

r

@θ

@r
þ q000

kc
¼ 1

a

@θ

@t

where θ ¼ T(r) � T is the excess temperature defined based on the local particle

temperature T(r) at the radial coordinate r and the initial particle temperature Ti;
also, q000 is the heat generation due to the chemical reaction, kc is the thermal

conductivity of coal, and a is the thermal diffusivity of coal. The following boundary

conditions exist at any local radius r, particle periphery (r ¼ R), and time t:

θ r; 0ð Þ ¼ 0, ∂θ 0; tð Þ=∂r ¼ 0, and k ∂θ R; tð Þ=∂r½ � þ αθ R; tð Þ ¼ 0

where α is the apparent heat transfer coefficient which includes the effects of forced

convection from spherical particles and thermal radiation.
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In the heat conduction equation, the thermal diffusivity of coal is calculated

based on the relation a ¼ kc/(ρc cp,c) where—as indicated in Ref. [8]—the

thermal conductivity and specific heat of coal can be estimated as a function of

temperature by

kc ¼ 0:19þ 2:5� 10�4 � T � 300ð Þ;
h
W=mK

i

cp;c ¼ 1:15þ 2:03� 10�3 � T � 300ð Þ � 1:55� 10�6 � T � 300ð Þ2;
h
J=kgK

i

8
<
:

The analytical solution of the transient heat transfer equation was reported by

Kilic et al. in Ref. [8] and can be expressed in a series form such as θ(t) ¼ 1 � ∑
[∏Aij(Fo,Bi,α)] where each term of the series is a product of Aij coefficients and

each coefficient depends on various parameters such as the Fourier number (Fo),
Biot number (Bi), and the apparent heat transfer coefficient (α).

The Cu–Cl cycle for water splitting consists of a number of physical and

chemical reaction steps that are performed in a loop. There are many variants of

this cycle, but the one adopted for the analysis in this chapter is presented in

Table 55.1. This table shows the cycle steps with the associated temperature and

the required energy input. Energy is provided both as heat and electricity. The

amount of thermal and electrical energy required to generate one mole of hydrogen

using this cycle is shown. Accordingly, one needs ~150 kJ/mol of heat at over

820 K, ~182 kJ/mol at a temperature over 670 K, ~123 kJ at a temperature over

~500 K, and ~53 kJ/mol of electrical energy.

55.3 Integrated System and Furnace Description

Amodified furnace concept with pulverized coal is introduced as a main component

of an integrated system that couples a steam Rankine power plant with a Cu–Cl

water splitting cycle to the same source of energy. A low pressure steam reheater is

the first heat exchanger in the flue gas stream.

Table 55.1 Main processes of the copper–chlorine (Cu–Cl) water splitting cycle

Process Chemical equation T (K) ΔH
Electrochlorination E: 2CuCl(aq) + 2HCl(aq) ! H2(g) + 2CuCl2(aq) 350 52.3*

Dehydration T: CuCl2 aqð Þ þ nH2OðlÞ ! CuCl2 � mH2O sð Þ
þ n� mð ÞH2O; n > 7:5

473 122.2

Hydrolysis T: 2CuCl2 � nH2O sð Þ þ H2O gð Þ ! CuO � CuCl2 sð Þ
þ 2HCl gð Þ þ nH2O gð Þ; n ¼ 0� 4

650 181.8

Thermolysis T: CuO � CuCl2(s) ! 2CuCl(l) + 0.5O2(g) 800 149.4

Note: E electrochemical step, T thermochemical step, ΔH reaction enthalpy or Gibbs energy (*)

in kJ/mol H2

Source: Ref. [21]
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The integrated system functions as follows:

• Heat of flue gases is transferred to the water preheater, boiler, superheater, and

reheaters of the steam Rankine plant; simultaneously heat of the flue gases is

transferred to a low pressure steam reheater that conveys thermal energy to the

Cu–Cl plant. A new coal-fired furnace concept with a better temperature profile

match between hot and cold streams is introduced.

• The Cu–Cl plant generates hydrogen and oxygen from water and the hydrogen is

stored in a compressed form, while oxygen is used to conduct an oxyfuel

combustion process with pulverized coal. In order to fulfill the need of oxidant,

additional oxygen is generated from air using an air separation unit (ASU).

• The steam Rankine cycle generates power in which a part is supplied to the

electrochemical reaction within the Cu–Cl cycle.

• Since oxyfuel combustion is applied, the oxygen supply rate can be adjusted such

that a very limited amount of oxygen is present in the stack gases, which is

composed of mainly carbon dioxide and steam. The stack gas is therefore partially

recirculated and partially cooled to condense water and capture carbon dioxide.

Figure 55.1 illustrates the coal-fired furnace concept which integrates the Ran-

kine power plant with Cu–Cl water splitting plant. Coal is pulverized at the lower

A

B

Low pressure steam
from/to Cu-Cl plant

Superheater 
and reheaters

section

Boiler 
(convective section)

Economizer
(preheater)

Pulverizers (burners)

Oxygen blower
(from Cu-Cl and ASU)

Coal grinder

Gas recycling
blower

Bottom ash

Fly ash
removal

To after-
treatment

D

E

F

Calandria boiler
(radiative section)

C

Fig. 55.1 Pulverized coal furnace for integrated copper–chlorine water splitting plant with steam

Rankine power plant
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part of the furnace where it devolatilizes and ignites in an oxidative atmosphere.

The average temperature of gases at the lower part of the furnace (below point A in

the figure) is typically around 650–700 K. A calandria boiler system with pipes

at the lower half of the furnace is installed. Heat transfer by radiation occurs between

the hot gases and the pipes (with boiling water) placed at the channel periphery. In

the first part of the combustion process, the volatiles are oxidized while the temper-

ature of coal particle increases. Subsequently, carbon oxidizes and the flue gas

temperature increases further. This process occurs approximately between locations

A and B in the figure. In point B, coal particles are completely consumed and the

flue gas temperature reaches its maximum value (around 1,200 K).

Between states B and C (see Fig. 55.2), hot flue gas exchanges heat by convec-

tion and radiation with low pressure steam in a heat exchanger linked to the heat

supply circuit for the Cu–Cl cycle. In this heat exchanger, superheated steam is

reheated from 800 to 900 K. In the path of flue gases, it follows two reheaters and

the superheater of the steam Rankine power plant. In point D, the flue gas tempera-

ture reaches about 950 K. Furthermore, heat is transferred to the last segment of

boiler (states D–E in the figure); note that state E at 820–850 K corresponds to the

pinch point. It follows the economizer after which the flue gas temperature

decreases to about 550 K. A part of the combustion gases—comprising mainly

carbon dioxide, steam, and oxygen—is recirculated back to the combustion zone.

The other part passes to the after-treatment section where gases are cleaned,

particulate matter is extracted, further cooling water is condensed and carbon

dioxide is captured.

Figure 55.2 represents the integrated system of a coal-fired power plant with a

Cu–Cl cycle for hydrogen production. The heat generated by the combustion
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Drum
Vessel

Calandria HX

SH

8

BOILER

ECONO-
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Fig. 55.2 Integrated system of coal-fired power plant with a Cu–Cl water splitting cycle for

hydrogen production (only the power plant and heat supply system to the Cu–Cl cycle are

represented; bold lines represent a flue gas stream flow corresponding to Fig. 55.1)
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process is transferred via multiple heat exchangers to the working fluid of the

steam Rankine plant and to the Cu–Cl water splitting cycle. Radiative heat

transfer exists at the bottom part of the furnace (until the maximum flue gas

temperature point, B, in Fig. 55.1) between the hot gas and walls flanked with

calandria pipes where forced convection boiling occurs. This process is

represented in the diagram from Fig. 55.2 by the “Calandria HX.” Furthermore,

hot flue gases in state B (see Fig. 55.2) pass through the low pressure steam

reheater and then are diverted to the superheating heat exchanger (SH) and the

reheater heat exchangers (RH1 and RH2), connected in parallel at the hot stream

side. Next the flue gas is directed to the boiler (D–E) and then the economizer

(E–F). The lowest grade heat recovered at the economizer section (F–G) of the

furnace is transferred to the dehydration process within the Cu–Cl cycle. The

steam generated in the low pressure superheater is transported to the Cu–Cl cycle

for heating purposes; this is a secondary steam circuit. Steam for water splitting

purposes is extracted from the low pressure turbine (LPT) of the power plant. In

order to maintain the working fluid balance within the Rankine plant, fresh water

is supplied to the direct contact heat exchanger (DHX) in the same amount as it is

extracted as steam from the LPT. The component labels in Fig. 55.2 are as

follows: COND—condenser, LPP—low pressure pump, LPHx—low pressure

heat exchanger (preheater), DHX—direct contact heat exchanger (and deaerator),

HPP—high pressure pump, HPHx—high pressure heat exchanger (preheater),

SH—superheater, RH—reheater, HPT—high pressure turbine, IPT—intermediate

pressure turbine, LPT—low pressure turbine.

55.4 System Analysis and Modeling

As a first step of system analysis, thermodynamic modeling can be applied, based

on several assumptions. The crucial component of the system is the pulverized

coal furnace which generates thermal energy for both the power plant and water

splitting plant. The oxyfuel combustion of coal can be modeled by the following

equation, namely:

Cþ 2νH2 þ λ 1þ νð ÞO2 ! CO2 þ 2νH2Oþ λ� 1ð Þ 1þ νð ÞO2

where ν represents a stoichiometric number accounting for the hydrogen content of

coal. It is assumed that coal is modeled with sufficient accuracy for the purpose of

this study as a substance comprising only coal and hydrogen.

In the above equation, the excess oxidant for combustion is denoted with λ.
During the combustion process, volatile matter emanates from the pulverized coal

particle and ignites. The particle temperature increases until a level when carbon

combustion initiates and further the particle is consumed due to the oxidation

process occurring with a continuous emanation of hot flue gases. During all

processes, heat is exchanged via radiation with the colder walls of the furnace at
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the bottom side. The walls are lined with calandria tubes where water boils in forced

convection. Therefore, the energy balance of the combustion process is:

HR ¼ HP þ Qign

where HR,P represents the total enthalpy of reactants and flue gases, respectively

and Qign is the total heat transfer by radiation from hot coal particles and hot

combustion gases to the calandria pipes. The enthalpy of the reactants is expressed

in the following manner for one mole of carbon combusted:

HR ¼ hC þ 2νhH2
þ λ 1� νð ÞhO2

þ y hCO2
þ 2νhH2O þ λ� 1ð Þ 1þ νð ÞhO2

½ �

where h represents the molar specific enthalpy and y is the recycling fraction of

combustion gases. Note that the y fraction of combustion gases from the state

indicated with F in Figs. 55.1 and 55.2 is recycled and reinjected back to the

combustion chamber. The recycling fraction of gases comprises oxygen which

enters in the combustion reaction with volatiles and coal; the other part of recycled

gases has the role of a heat transfer medium and an adjusting mechanism of the flue

gas temperature. If the recycling fraction is high, the flue gas temperature is lower,

and vice versa. The enthalpy of products is expressed by:

HP ¼ hCO2
þ 2νhH2O þ λ� 1ð Þ 1þ νð ÞhO2

Note that the enthalpy of products (HP) is calculated for the highest temperature

of flue gases (state B), whereas the enthalpy of recycled gases (which is the term

y[...] in the equation for HR given above) is calculated for a lower temperature,

corresponding to state E. The heat exchange by radiation during the combustion

phase is determined by:

_Qign ¼ αrAcal Tg � Tcal

� �

where Acal is the heat transfer area of calandria tubes, Tcal represents the average

temperature of calandria tubes,Tg is the average temperature of hot gases during the

ignition period and αr is the linearized coefficient at heat transfer by radiation,

defined by

αr ¼ σε Tg þ Tcal

� �
Tg

2 þ T
2

cal

� �

Here, σ is the Stefan–Boltzmann constant and ε is the emissivity of tubes

surface. In the above equation, the shape factor of heat transfer by radiation is

assumed to unity, due to the large cross-sectional opening of the furnace at its

bottom side.

As stated previously, this chapter focuses on pulverized coal-fired boilers and

their integration with thermochemical water splitting systems. The heat transfer
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coefficient can be expressed as the sum of heat transfer by convection and by

radiation, α ¼ αc + αr, where, as shown in Ref. [8], the convective component can

be calculated with

αc ¼ kg
2r

� 2þ 0:6 Re05 Pr1:3
� �

whereas the heat transfer from radiation in its linearized form is calculated with an

equation which is similar to that given above for heat transfer coefficient by

radiation, where ε is the emissivity of coal and the temperatures are that of the

coal particle surface and the average temperature of surrounding gases. In the

equation for convective heat transfer coefficient, kg is the thermal conductivity of

the gaseous phase surrounding the coal particle (combustion gases), and Re and Pr
are the Reynolds and Prandtl numbers calculated for the average properties of

combustion gases.

All processes of the integrated system are modeled by steady-state operation.

Energy, entropy, and exergy as well and mass balance equations are written for

each system component and the overall assembly. For any component “i” enclosed

in a control volume, these equations involve the inlet (subscript i) and outlet

(subscript o) mass flow rates _mð Þ, heat transfer rates _Q
� �

to (subscript i) and from

(subscript o) the system, work production rate _W
� �

, entropy generation rate _Sgen
� �

,

exergy rate ( _Ex at inlet and outlet), exergy destruction rate _Exd
� �

, the corresponding

process temperature (T ), and the temperature of the reference environment (T0).
The following set of equations can be written for each system component:

X

i

_mi ¼
X

o

_mo

X

i

_Ei þ _Q ¼
X

o

_Eo þ _W

X

i

Si þ
X

i

_Q

T

0
@

1
A

i

þ _Sgen ¼
X

o

So þ
X

o

_Q

T

0
@

1
A

o

X

i

_Exi þ
X

k

1� To

Tk

0
@

1
A

i

_Qk ¼
X

o

_Exo þ _W þ
X

o

_Exd

8
>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

Based on energy analysis of the system, the fuel utilization efficiency (η) can be

introduced, while based on exergy analysis, the exergy efficiency (ψ) can be

defined. These system assessment parameters are defined by

η ¼
_W þ _mH2

� HHVH2

_mcoal � HHVcoal

ψ ¼
_W þ _mH2

� exchH2

_mcoal � exchcoal

8
>>>><
>>>>:
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where, as already mentioned above, it is assumed that coal is modeled as a

compound formed of carbon and hydrogen, thereforeHHVcoal ¼ hC þ 2ν� HHVH2

and hC is the formation enthalpy of coal (graphite), and exch represents the molar

specific chemical exergy.

55.5 Results and Discussion

The first part of the results refers to the furnace design. A computer code has been

written to solve simultaneously the energy balance equations and heat transfer

equations for the combustion zone. The result this simulation code is the flue gas

temperature at point B and the heat transfer rate from hot gases to the calandria

system at furnace bottom _Qign . The main assumed parameters for modeling are

summarized in Table 55.2. The variation of flue gas temperature (Tfg) with oxidant

excess ratio (λ) is presented in Fig. 55.3 for three cases of stack gas recycling

fraction. Reasonable values of (λ) of 5–20 correspond to flue gas of 1,100–1,300 K.
Figure 55.3 superimposes the profile of partial pressure of oxygen in stack gases

PO2
ð Þ which also corresponds to molar concentration. Very low oxidant concentra-

tion in flue gases is obtained for high recycling ratios. A recycling ratio of 0.9 is

selected with an oxidant excess ratio of 3 in order to obtain a good utilization factor

of oxygen corresponding to a concentration in stack gases of less than 6 % and flue

gas temperature of around 1,200 K.

The next result studies the temperature vs. heat transfer surface diagram of the

modified coal-fired furnace. This diagram has been obtained by determining heat

transfer coefficients for each zone. Starting from the furnace bottom, the following

heat transfer processes occur:

• Pulverized coal combustion and radiative heat transfer occur to the calandria

tubes. As mentioned above, there is a first phase of this process of coal devolati-

lization (process before point A) followed by carbon combustion (A–B). The

estimated heat transfer via thermal radiation is 200 W/m2K which corresponds

as an order of magnitude to the past study by Kilic et al. [8].

• B–C radiative and convective heat transfer to the low pressure steam, which

transports heat to the high temperature reactors of the Cu–Cl plant.

• C–D radiative and convective heat transfer to the reheaters and superheater of

the steam Rankine plant.

• D–-E radiative and convective heat transfer to the boiler.

• E–F convective heat transfer to the water preheater.

• F–G convective heat transfer to low pressure steam to transport heat to the

dehydration reactor of the Cu–Cl plant.

The next result refers to exergy and energy analysis of the integrated system for

hydrogen and power production. The Rankine cycle is modeled based on mass,

energy, entropy, and exergy balances. The level of temperatures of the working

fluid at the furnace is obtained from the diagram in Fig. 55.4. Table 55.3 shows the
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Table 55.2 Assumed

parameters for simulations
Molar fraction H:C for coal (2ν) 2

Thermal conductivity of gases (kg) 0.05 W/mK

Prandtl number (Pr) 0.7

Emissivity of coal (ε) 0.93

Density of coal (ρc) 1,080 kg/m3

Particle inlet temperature (Ti) 300 K

Thermal diffusivity of coal particle (a) 1.9 � 10� 7m2/s
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indicated parameters for each state point represented in the system diagram from

Fig. 55.2. The results of the thermodynamic analysis of the integrated system are

presented in Fig. 55.5.

As indicated in Fig. 55.5, the flow rate of coal is assumed to be 1 kmol/s; in the

conditions considered here, it yields an exergy destruction in the furnace of 76 MW

and the furnace operates with 71 % exergy efficiency. The exergy destruction in the

Rankine plant is 37.6 MW while its energy efficiency is 37 % and the exergy

efficiency is 68 %. The exergy efficiency of the Cu–Cl plant is estimated to be 79 %

provided that 50 % of the heat is recovered inside the cycle, and the rejected heat

has very low grade.

The carbon emissions of the integrated system are 84 g CO2 emitted per MW of

exergy generated (of which 60 % represents hydrogen product and 40 % represents

electricity to the grid). In other words, the carbon emissions can be expressed as

50 g CO2 emitted per MW of exergy in hydrogen produced, or 6 kg CO2 emitted per

kg of produced hydrogen. This amount can be compared with the carbon dioxide

emissions of coal gasification. An autothermal coal gasification process uses energy

from the coal combustion in order to extract hydrogen from water. The process can

be described by the following overall chemical equation:

Cþ 2 1� νð ÞH2Oþ νO2 ! 2 1� νð ÞH2 þ CO2

In it is assumed—conservatively, for determining the CO2 emissions—that coal

can be modeled as carbon. By setting the reaction enthalpy of Eq. (55.10) to zero

and solving for the stoichiometric number, ν, which must take values between

0 and 0.5, one obtain ν ¼ 0.31s, therefore 1.38 moles of hydrogen must be

produced for one mole of carbon in an autothermal coal gasification process. It

follows that carbon dioxide emissions of a coal gasification plant are at least higher

Table 55.3 Thermodynamic

parameters of state points of

integrated system (Fig. 55.2)

State 1 2 3 4 5

T (�C) 40.0 40.4 209.9 239.8 244.1

P (kPa) 7.4 3,424 3,424 3,424 15,893

h (kJ/kg) 167.5 172.4 897.6 1,036 1,058

s (kJ/kgK) 0.57 0.57 2.42 2.70 2.71

State 6 7 8 9 10

T (�C) 226.9 346.9 346.9 526.9 247.3

P (kPa) 15,893 15,893 15,893 15,893 1,231

h (kJ/kg) 978.7 1,645 2,584 3,375 2,927

s(kJ/kgK) 2.56 3.74 5.25 6.40 6.80

State 11 12 13 14 15

T (�C) 526.9 280.6 526.9 283.1 40

P (kPa) 1,231 95.31 95.31 7.4 7.4

h (kJ/kg) 3,535 3,035 3,546 3,043 2,573

s (kJ/kgK) 7.74 8.17 8.93 9.36 8.25

Note: specific values are given with respect to the mass of the

working fluid in the Rankine cycle
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than 16 kg CO2 per kg H2. This figure represents a reference value for estimation of

the carbon mitigation potential of other coal-fired hydrogen production systems

such as those considered in this chapter.

We denote in this chapter the GHG emissions per unit of hydrogen generated as

emission factor EF. As stated, the reference value of the emission factor is EFref

¼ 16 kg CO2 per kg H2. We further introduce the relative GHG emissions factor

(REF) according to the following definition equation

REF ¼ EF=EFref

where EF represents carbon dioxide emissions per kg of hydrogen production.
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(76 MW)
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1 kmol/s
360 MW
(270 MW)
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22 MW (12 MW)

Reheaters
36 MW (20 MW)

Boiler
45 MW (22 MW)
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Fig. 55.5 Thermodynamic energy and exergy analysis of the integrated coal-fired plant for

hydrogen and power production (note: figures in the parentheses represent exergy)

55 Integrated Coal Power Plant and Cu–Cl Water Splitting Cycle. . . 1029



Based on the definition equation for REF and the thermodynamic model of the

integrated system, the graph from Fig. 55.6 is obtained, where the carbon mitigation

potential and the sustainability index are plotted against the carbon dioxide capture

fraction ( f ). The sustainability index (SI) was introduced in a past paper of

Dincer and Rosen [22]. The CO2 capture fraction is varied from 0 to 1, where

0 represents a “no capture” case while 1 represents the case when all CO2 is

captured from the stack gas. When CO2 is captured, there is an energy penalty on

net production of electricity, while the production of hydrogen is not influenced.

It can be observed from Fig. 55.6 that the sustainability index of the system

improves by more than 10 % when carbon is captured completely. A similar plot as

Fig. 55.6 is shown in Fig. 55.7, where the “greenization factor” and exergy

efficiency of the integrated system are plotted against carbon capture fraction.

The greenization factor has been introduced in past work by Dincer and

Zamfirescu [11] and it can be defined as GF ¼ 1 � REF. It can be shown that

the exergy efficiency penalty due to carbon capture is slightly higher than 10 %

while the greenization factor improves by about 0.5 units. This implies that the

integrated system without carbon dioxide capture is 50 % greener than the reference

system of coal gasification for hydrogen production.

The last result is a comparative assessment of nuclear based and coal-fired produc-

tion of hydrogen and coal with an integrated system including the Cu–Cl water

splitting cycle. The environmental impact of nuclear based hydrogen production

with a Cu–Cl water splitting cycle has been studied in detail by Ozbilen et al. [23].

According to these past studies, it appears that the global warming potential of

the system is on the order of 109 kg CO2, for a plant with 125 t H2 production per

day. This estimate is based on a life cycle assessment. The upper bound of carbon
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Fig. 55.6 Variation of carbon emissions relative to coal gasification and sustainability index with

CO2 capture fraction ( f ) for the integrated coal-fired system for hydrogen production
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emissions of the system is slightly below 1 kg CO2 per kg of H2 produced. This

estimate considers the indirect emissions related to the nuclear power plant since no

direct carbon dioxide pollution is produced at these facilities. In the plot of Fig. 55.8,

comparisons are shown for the emissions of the reference coal gasification plant, the
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nuclear based Cu–Cl integrated plant and the coal-fired integrated plant for hydrogen

and power generation. Even without carbon capture, a coal-fired integrated plant is

better from a pollution point of view than the coal gasification system. When carbon

capture is applied, the coal-fired integrated system approaches (with respect to

pollution mitigation) the nuclear based system which is the most environmentally

benign.

55.6 Conclusions

In this chapter, a new integrated system including a Cu–Cl water splitting plant, a

steam Rankine power plant, an air separation unit, and a carbon dioxide carbon unit

is presented. The source of energy is derived from coal and the source of hydrogen

is water. A new coal-fired furnace is conceptually designed which implements

oxyfuel combustion. The furnace has additional heat exchange units with respect

to a coal-fired system, such that high temperature heat is transferred to the Cu–Cl

plant. The following specific conclusions can be drawn from this chapter.

• Flue gas recirculation is beneficial for heat transfer purposes within the furnace

and as a source of recycled oxygen. A recirculation fraction of the order of

0.8–0.9 can be used.

• By placing additional high temperature heat exchangers in the furnace, such as

low pressure steam reheaters and an additional economizer with low pressure

steam, the temperature profile of fluids that exchange heat is matched better with

respect to common furnaces, and thus the exergy efficiency of the furnace

reaches ~70 %.

• Carbon emissions are reduced by at least 50 % with respect to the reference case

of coal gasification when the novel integrated system is used.

• If carbon capture is applied, there is an exergy efficiency penalty, which, as a

function of the carbon capture fraction, can reach up to 12 %.

• The sustainability index and greenization factor improve substantially when

carbon capture is applied.

• With respect to a nuclear based integrated system and a Cu–Cl cycle, the coal-

fired system emits roughly seven times more greenhouse gases. This figure is

reduced substantially if carbon capture is applied.

This chapter presents a thermodynamic analysis and heat transfer modeling of

the coal-fired furnace that generates superheated steam at low pressure for Cu–Cl

plant and, simultaneously, supplies heat to a steam Rankine power plant. The

results are promising to encourage more detailed studies with respect to system

design and optimization, efficiency, and pollution assessment.
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Chapter 56

Potential Methods for Converting Coal

into Gasification Products for Reduced

Global Warming

Jale Gülen

Abstract Turkey has huge lignite reserves although they have high ash, sulfur, and

volatile matter. The direct usage of this fossil fuel has disadvantages such as

fouling, acid rains, greenhouse gases (GHGs), etc. Greenhouse gases are the

principal factor for global warming and climate change. Some gasification pro-

cesses can be applied for turning coal into valuable products such as water gas,

producer gas or synthetic natural gas. The undesired parts of coal that cause the

pollution in the environment can be removed for increasing the fuel quality.

This can be managed by physical and chemical methods or both of them.

In this chapter, some gasification processes, the comparisons among them, the

characteristics affecting gasification and gasification products are mentioned. Also,

the demineralization application of Nallıhan lignite is presented. The undesired

parts of it such as sulfur and mineral matter are removed by chemical treatments.

For this purpose, the coal samples were stirred with 5 % 50 ml H2O2 for 20 min.

They were washed with distilled water and dried at 105 �C in the oven. Later, these

dried samples were stirred with 5 % 50 ml methanol solution. The same procedure

was applied for 5 % 50 ml CH3COOH solution after applying for 5 % 50 ml H2O2

solution. The ash, sulfur and demineralized parts are determined. Some spectra such

as FTIR are also taken to observe the chemical process effects in Nallıhan lignite.
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Nomenclature

O–C Oxygen–Carbon

C–H Carbon–Hydrogen

CO Carbon monoxide

CO2 Carbon dioxide

N2 Nitrogen

NOx Nitrogen oxides

N2O Nitrous oxide

H2 Hydrogen

S Sulfur

SOx Sulfuroxides

CH4 Methane

CFC Chlorofluorocarbon

PAN Peroxyacetylbitrate

GHGs Greenhouse gases

H2O2 Hydrogen peroxide

CH3COOH Acetic acid

HF Hydrofluoric acid

HNO3 Hydronitrate acid

HCl Hydrocloride acid

NaOH Sodium hydroxide

Acronyms

ASTM American Standard Testing Materials

CFD Computational Fluid Dynamics

FTIR Fourier Transform Infrared Spectroscopy

IGT-U Institute Gas Technology (Des Plaines, IL)(single stage, fluidized bed

gasifier)

56.1 Introduction

The risk of climate change due to emissions of carbon dioxide from fossil fuels is

considered to be the main environmental threat from some energy systems. Other

environmental problems are acidification and dispersion of metals originating from

fossil fuels [1]. Fossil fuels supply about 75 % of the total primary energy use in the

world. Shreshtha and Timilsina (1996, 1997) have studied CO2, SO2, and NOx

emissions in the power sectors for selected Asian economics [2, 3]. As the coal

quality deteriorates, the greenhouse emission index increases [4]. The issue of global

warning is becoming a major and unavoidable element of world energy policy.

About 29 billion tons of CO2 that including 23 billion from fossil fuel burning and

industry are released into the atmosphere annually by human activities [5].
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Coal is one of fossil fuel and known to be derived from decayed plants.

Coalification is the process by which deposited plant that made up mainly lignin

and cellulose is gradually converted into coal under the effects of pressure and heat.

As the process proceeds, the carbon content of coal increases. The increase in

carbon content is accompanied by a decrease in hydrogen, oxygen, moisture,

volatile matter, and porosity. The increase of carbon content is also accompanied

by condensation of the aromatic rings [6].

Coal is a complex mixture of strong aromatic bonds linked each other by straight

weak bonds. The weakly bonded structures split off under the effect of average high

temperatures. This is the devolatization stage. Gasification stages take place in later

stages. A lot of studies have been done on gasification.

Harris and Roberts [7] studied the gasification behavior of Australian coals at

high temperature and pressure. The experimental values of pressure and tempera-

ture are 2 MPa and 1,773 K. The effects of O–C ratio, residence time, and coal type

are the parameters investigated. They found that at higher conversion levels, the

effect of coal type on product gas composition were more apparent than at lower

conversion levels. Harris and Roberts [8] studied the kinetic study of coal char

gasification reactions at high pressure. Langmuir–Hinshelwood rate equation is

used. The analysis is well established with up to 0.1 MPa of the reactant. Hla

et al. [9] studied the CFD modelling for an entrained flow gasification reactor using

intrinsic kinetic data. The model provides detailed information on temperatures,

reaction rates, gas composition, and carbon conversion. A series of numerical

simulation have been performed for the gasification of a range of Australian

bituminious coals under different operating conditions (reactor temperature, O–C

ratio). The results found are consistent with the experimental data. Stanczyk

et al. [10] studied the gasification of lignite and hard coal with air and oxygen

enriched air in a pilot scale ex situ reactor for underground gasification. They found

that optimum oxygen air ratios have produced valuable gas production. Wu

et al. [11] studied the Chinese coal gasification at 900–1,200 �C in steam medium.

The temperature effects the pyrolysis yield. They found that chemical reactions

have controlled the process instead of diffusion. Zaporowski [12] studied the

energy conversion processes in gas steam power plants. He took into account

several parameters such as coal gasification technology, coal type, gasifying

medium, fuel desulfurization technology, and gas turbine design on the efficiency

of electric energy generation. Bhitto et al. reviewed underground coal gasification

(UCG). As compared with conventional mining and surface gasification, UCG

promises lower capital/operating costs and other advantages such as no human

labor underground. It has the potential to be linked with carbon capture and

sequestration. The increasing demand for energy, depletion of oil and gas resources,

and threat of global climate change have lead to growing interest in UCG. The

potential for UCG converts low grade, inaccessible coal resources into valuable

gaseous products. They mentioned the operating parameters on UCG such as

physical characteristics of feedstock, process chemistry, gasifier design, and

operating conditions [13]. Liu and Niksa studied the char gasification at elevated

pressures from 0.02 to 3 MPa’s for 28 coal samples ranging from lignite to
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anthracite. The process parameters are CO2 and steam mole percentages from 0 to

100 %, CO and H2 levels to 50 %, gas temperatures from 800 to 1,500 �C. They also
studied the gasificationmechanism that based on carbon burn out kinetics [14]. Ghani

et al. presented an improved, comprehensive, one-dimensional model for combustion

and gasification of coal in fixed beds. The effects of the devolatilization, oxidation

and gasification submodels on the model predictions are discussed. The product gas

compositions predicted via various gas phase chemistry are shown. The effects of five

model parameters and one operational variable on the predictions of the model are

also presented [15]. Irfan et al. presented a brief about coal gasification in CO2 atm.

Different factors are studied over the coal gasification with CO2 such as coal rank,

pressure, temperature, gas composition, catalyst and the minerals present inside the

coal, heating rate, particle size, and diverse reaction types. Moreover this paper

reviews the kinetics and reaction rate equations (Arrhenius and Langmuir–Hin-

shelwood types for coal-char gasification both in the reaction kinetic control region

(low temperature) and at both low and high pressures [16]. Fermoso et al. studied the

co-gasification of coal with biomass and petroleum coke. The effects of the main

operation variables (temperature, pressure, and gasifying agent compositions on gas

production and other process parameters such as carbon conversion, cold gas effi-

ciency, and high heating value, during the steam–oxygen gasification of a

bituminious coal are studied. They found that temperature and oxygen concentration

were the most influential parameters during the gasification process [17]. Wang

et al. proposed the addition of Ca(OH)2 in the char preparation for K2CO3-catalyzed

steam gasification of coal char. They found that the Ca(OH)2-added char had higher

reactivity for the catalytic gasification than the raw char [18]. Zhang et al. proposed a

new concept in catalytic coal gasification. The use of crude vinegars (CVs) derived

from different lignocellulosic biomass resources is described for the recovery and

reuse of calcium in coal gasification. CVs are found to be capable of reclaiming

calcium from gasification residue and of improving the catalytic activity of the

indigeneous crystalline calcite in bituminious coal as in situ catalyst [19].

As can be seen in the literature, several chemicals can be applied for increasing

the process yield. The chemicals are also very effective for decreasing the undesired

parts of coal. The industrialized countries are responsible for air pollution, ozone

depletion, carbon emission, green gas effects, etc. Energy must be used efficiently

in developing countries. There is a need to make major changes in the production

and usage of energy. Some national and international programs are taken into

account for this reason [20].

Turkey is an energy importing country. More than half of the energy requirement

has been supplied by imports. Turkish energy policy is concentrated on the natural

gas supply and coal [21]. Turkey has huge lignite reserves although most of them is

low quality. They have high moisture content, high ash and sulfur amounts. The

proven lignite reserves are 8 billion tones, and the estimated possible reserves are

30 billion tones [22].

Air pollution is becoming a great environmental concern in Turkey. Air pollu-

tion from energy utilization in the country is due to the combustion of fossil fuels

[23]. Coal mining has a direct impact on the environment, affecting land and
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causing subsidence, as well as producing mine waste that must be managed. Coal

combustion produces several types of emissions that adversely affect the environ-

ment, particularly ground-level air quality. Concern for the environment has in the

past and will in the future contribute to policies that affect the consumption of coal

and other fossil fuels. The main emissions from coal combustion are sulfur dioxide

(SO2), nitrogen oxides (NOx), particulates, and carbon dioxide (CO2) [24, 25].

In an expanding global economy still dependent on fossil fuels for 85 % of its

energy needs, reducing the releases in order to stabilize atmospheric CO2 is an

extreme task. At the present time, coal is responsible for 30–40 % of world CO2

emissions from fossil fuels. SO2 and NOx contribute to acid rain.

Currently, it is estimated that CO2 contributes about 50 % to the antropogenic

greenhouse effect. In addition to CO2, several other gases, e.g., CH4, CFCs, halons

(hydrocarbons containing halogens), N2O, SO2, ozone, peroxyacetylnitrate (PAN)

produced by the industrial and domestic activities, leading to GHGs, can also

contribute to this effect, resulting in a rise in the Earth’s temperature [26, 27].

Mineral matter content effects the fossil quality and causes many problems in the

utilization stage such as combustion, gasification, liquefaction, carbonization, etc.

[28]. Demineralization treatments increase the coal quality from the points of reduc-

ing these undesired parts and also, global warming effect. Chemical cleaning is

expensive but more effective to fine distributed and bound minerals in the coal

body [29]. Chemical cleaning of coal with alkali and acid solutions has highly

effective in reducing significant amounts of ash forming minerals and undesired

parts of coal such as sulfur [30]. In the demineralization process some solutions such

as acidic, basic, some solutions like H2O2 and combination of these are used [31–33].

Steel and Patrick tried HF and HF followed HNO3 acid for the mineral matter of

high volaltile UK coal. The ash level is decreased from 7.9 to 2.6 % and from 2.8 to

0.6 % with HF and HF plus HNO3, respectively [34]. Mukherjee and Borthakur

leached the mineral matter of Assam coal with 16 % NaOH and then HCl addition

at 90 �C. They managed to reduce 50 % of ash and 10 % of organic sulfur amounts

in Assam coal [35]. Wang et al. studied the Ca(OH)2 leaching of Hunter Valley

coal. After the treatment, some clay was fairly removed by demineralization, other

clay and quartz appeared to be less reactive [36]. Wu and Steel demineralized a UK

bituminious coal using HF and ferric ions. In the first stage, hydrofluoric acid

(HF) at 65 �C was used and mainly Al and Si minerals were removed. Subsequent

leaching by ferric ions decreases the pyrite and fluorides formed during the HF

leaching. They manage to decrease the mercury and sulfur contents by 40 % and

20 % after two stage leaching, respectively [37]. Ishihara et al. experienced the four

different coals that obtained Argonne premium coal sample bank. Mineral matters

in coal were removed by HCl or HCl/HF treatments. Alkali metals and a part of

pyrite were removed by HCl solution. SiO2 and Al2O3 were removed only by

HCl/HF applications. They studied the efficiency of hydrogen transfer of coal on

the demineralized body. Their results showed that iron species from pyrite may

catalyze the hydrogen reaction with H2 gas [38]. Demirbaş studied to decrease

sulfur in six lignites and three coal samples. Froth flotation method is very effective

for removal of pyritic sulfur from coal and lignites. He compared the sulfur removal
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yield with alkali desulfurization and oxidesulfurization methods [39]. Jorjani

et al. compared the demineralization yield with microwave irradiation pretreatment

and sequential leaching with HF followed by HNO3. The ash content ranged 22–78

and 22–82 % after two stage treatments [40]. Ambedkar et al. investigated the

utilization of ultrasound for de-ashing and de-sulfurization of Girald mine,

Rajastham Indian coals. They used three reagents HCl, HNO3, and H2O2 with

ultrasound. They searched the effect of several pretreatments such as reagent

concentration, sonication time, coal particle size, and coal concentration [41].

The present chapter reports coal gasification processes, comparison of them and

gasification products. The demineralization application of Turkish coal is shown by

the successive treatments of H2O2 plus methanol and H2O2 plus acetic acid on the

Nallıhan lignite body.

56.2 Coal Gasification Products

Utilization of coal in energy and chemical industries becomes more and more

important due to the rapid decrease of petroleum resource and also increase of

crude oil. Coal gasification is a kind of clean technology for high effective usage of

coal and is widely used in coal gas supply, ammonia synthesis industry, power

plants, and other industries [42, 43].

In the gasification reactions, the carbon in the coal body reacts with air or oxygen

and several intermediate or end products are produced according to the effects of

process condition and process type. The gasification products are shown at below

(Fig. 56.1).

Reactant gas Product gas Composition
Air and steam Poducer gas

(Low Btu)
CO, H2, CH4,
N2

Air and high 
pressure steam

Producer gas
(Low Btu)

CO, H2, CH4
(higher
concent.), N2

Oxygen and 
steam

Water gas (Synt. 
gas) (Medium 
Btu)

CO,H2, N2
(low concent.)

Oxygen and 
high pressure 
steam

Town gas 
(Medium Btu)

H2, CH4, N2
(low concent.)

Synthetic natural 
gas (High Btu)

CH4, N2
(low concent.)

Usage
Industrial fuel

Power generation

Ammonia synt., metanol 
synt., Fischer Tropsch 
synt., Hydrogen 
recovery, Carbonization, 
Ore reduction, CO 
recovery

Supplementary coke gas 
and domestic gas

Supplementary natural 
gas

COAL

Fig. 56.1 Coal gasification products (modified from [6])
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Coal gasification processes can be classified according to their energy content

per unit volume as low, medium, and high calorific classes. The heating values are

7.5 MJ/m3, 7.5–15 MJ/m3, and 37 MJ/m3, respectively.

Low calorific gas is preferred in small scale applications. Power can be

generated by gas turbines using low calorific gas. Medium calorific gases can be

used for heating a synthesis gas converted into high calorific gas. High calorific gas

can be used for any purpose. There are special names for gas mixtures with certain

compositions [44].

(a) Producer Gas: This is low calorific gas obtained classical gasifier upon reacting

of air instead of oxygen to the fuel bed. The composition is 28 % CO, 55 % N2,

12 % H2, and 5 % CH4 plus CO2 of 4.6–6.7 MJ/m3 heating value.

(b) Water Gas: It is produced by reacting of large amounts of steam to the fuel bed

of gasifier. The composition is roughly 50 % H2, 40 % CO plus N2 and CO2.

The heating value is in the range of 10–12.5 MJ/m3.

(c) Town Gas: This is a medium calorific gas. The composition is 55 % H2, 27 %

CH4, 6 % CO, 10 % N2, 2 % CO2. The heating value is in the range of

16.7–20 MJ/m3.

(d) Synthetic Natural Gas: This is methane obtained from the reaction of CO or C

with hydrogen. The heating value can be depended on methane concentration.

56.3 Factors Affecting the Gasification Properties of Coals

The coal properties have high effect on the efficiency of the gasification reactors.

These are moisture, ash, volatile matter, caking, fixed carbon, and ash fusion

temperature [45].

(a) Moisture: This content decreases with coal rank. The high moisture content

causes to the clogging of the particles. The coal must be predried in order not to

forming aglomeration.

(b) Ash: It is the noncombustible part of coal. It must be at minimum in all

processes.

(c) Volatile matter: This content varies 5–50 % according to the coal rank. High

volatile matter content has the positive effect for supplying the gaseous

products from fossil fuels.

(d) Fixed carbon: The physical and chemical characteristics of coal play a role in

the efficiency of the gasification process. Chemically reactive carbon can

involve gasification reactions easily.

(e) Ash fusion temperature: Maximum operating temperature is limited by the

fusion temperature of the ash formed. If the ash is to be removed in the form

of slag, then the ash fusion temperature has to be exceeded. In this case, the

viscosity of slag ash and temperature must be considered.

(f) Size distribution: The size distribution of coal particles is related to the design of

the gasifier.
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56.4 Gasification Reactors

Coal gasification is the process of producing coal gas. The conversion of solid fuel

into a gaseous fuel is important because of arising some problems of fossils such as

transportation, environmental pollution, etc. For gasification of coal, the following

reactors can be used.

Fixed bed, fluidized bed, entrained flow, molten bath.

(a) Fixed Bed Gasifier:

The bed of solid reactant coal remains static as the reactive gas moves through

the reactor. The reacting gases air and/or oxygen and steam pass through the

bed in cocurrent or countercurrent flow to the incoming coal feed. Cocurrent

flow is the preferred scheme. Coal is supplied from the top of the gasifier, the

residue and ash, or slag ash are removed from the lower end. There are several

stages in the reactor such as drying (devolatilization), gasification (reduction),

and combustion (ash). The temperatures are 370–600�C, 600–920�C and

920–1,400�C, respectively.
These are the reactions that are seen.

Cþ O2 �� > CO2 �393:5 kJ=moleð Þ (56.1)

Cþ H2O�� > COþ H2 131:2 kJ=moleð Þ (56.2)

Cþ CO2 �� > 2CO 171:5 kJ=moleð Þ (56.3)

COþ H2O�� > CO2 þ H2 �41:2 kJ=moleð Þ (56.4)

If the production of synthetic natural gas is desired, the methane forming

reaction should be promoted by operating under high pressure.

Cþ 2H2 �� > CH4 �74:9 kJ=moleð Þ (56.5)

Figure 56.2 shows the fixed bed gasifier.

There are various industrial applications of fixed bed gasifiers. Lurgi and

British gas council/Lurgi applications are the examples of this process.

(b) Fluidized Bed Gasifiers

The fuel bed is fluidized by the agitating action of incoming reactant gases. The

coal undergoes rapid devolatization, followed by gasification reactions upon

introduction to the gasifier. This type of gasifier limits the size of the coal

particles because of fluidizing small particles. This unit has higher coal input

rates than fixed bed. The exit temperature of the reactor is roughly the same as

that of fixed bed. Heat exchange units are utilized for avoiding heat losses.

Fluidized bed reactor is shown in Fig. 56.3.

The examples of fluidized bed gasifiers are Winkler, Westinghause,CO2

acceptor, and IGT-U processes.
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(c) Entrained Flow Gasifiers

The coal particles are carried or entrained by the reactant gases. The mixture of

coal particles and reactant gases is fed into the gasifier at high velocities through

one or more burners or nozzles. The reaction takes place in the suspension of

coal particles and gaseous reactants. The residence time is very short. The size

of particles is very small. The entrained flow type reactor is given in Fig. 56.4.

Four well-known applications of the entrained flow gasification are Koppers

Totzek entrained flow gasification, Shell-Koppers entrained flow gasification,

Texaco entrained flow gasification, and Foster Wheeler entrained flow gasifica-

tion systems.

Feed Coal

Recycle tar

Steam

Tar liquor

Gas

Water

Water jacket

Ash hopper

Ash

Steam + O2

Grate

Distributor

Fig. 56.2 Fixed bed reactor

(modified from [6] and [46])

Gas

Carry over

Char

Ash

Coal

Steam & Air / O2

Fig. 56.3 Fluidized bed

reactor (modified from [6])
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(d) Molten Bath Gasifier

Crushed coal, steam air and/or oxygen are injected into a bath molten salt, iron,

or coal ash. Coal dissolves in the melt. 900 �C and above temperatures are

required to maintain the bath molten depending on the nature of the melt. This

high temperature levels favor high reaction rates. Molten bath gasifier is seen in

Fig. 56.5.

There are a number of applications of the molten bath gasification. Three of

them are Rockwell international molten bath gasification, Atgas molten bath

gasification, and Rummel single shaft molten bath gasification systems.

56.5 Gasifier Characteristics

A comparative summary about the gasifiers used is given in Table 56.1 below.

56.6 A Demineralization Application

A demineralization experiment was applied on Nallıhan lignite for increasing the fuel

quality. It was grinded to 0.250 mikrons. 4 g Nallıhan lignite was stirred with 5 %

50mlH2O2 at the room temperature for 20min. Later, the samplewas filtered through

the blue ribbon filter, washed with distilled water and dried in the oven at 105 �C.

Raw gas

To low pressure
steam drum

Pressurized
coal, steam
and oxygen

Boiler feed water

Burner cooling
water out

Burner cooling
water in

Boiler feed water

Fig. 56.4 Entrained flow

gasifier (modified from [6])

Product gas

Melt with
sulfur + ash

Molten bath

Air or O2

Coal + Na2CO3
Fig. 56.5 Molten bath

gasifier (modified from

[6, 47])
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Table 56.1 The comparatives of the reactors (adapted from [6] and [48])

Fixed Bed Fluidized Bed Entrained Flow Molten Bath

Capacity Lowest, due to the

limited gas flow

High due to low

residence

times but lim-

ited by particle

entrainment at

high gas

velocities

Highest capacity

per unit volume

Determined by melt

entrainment in

product gas at

high flow rates

Complexity Internal moving

parts require

high precision

in design and

manufacture

No internal

moving parts

but design of

distributor is

critical

Design of combus-

ter nozzles and

heat recovery is

critical in the

presence of

molten slag

Bath circulation

and cleanup of

product gas and

molten medium

are complicated

Feed Coal

Type

Caking coals nor-

mally introduce

problems; agi-

tation of the

bed may be

necessary

Caking coals may

require

pretreatments

All types may be

used

All types are

handled

Handling Sized coal is

required; fines

must be handled

seperately

Sized coal is not

essential, but

fines may need

to be removed

to prevent

elutration or

flow instability

Pulverizing and

drying of sur-

face moisture

are required;

fines are not

rejected

No limitation

Product Gas Contains tar and

oil, phenols,

ammonia, a

small amount of

dust

Low tars and

phenols,

uniform com-

position but

high carry

over of ash and

char

No tars and

phenols but ash,

char and sensi-

ble heat must be

recovered for

improved

efficiency

Bath retains both

ash and sulfur,

contains no

tars and

phenols at high

temperatures

and requires no

cooling

Ash

Removal

Ash contains very

little carbon due

to high

conversion

Gravitational

segregation of

ash, high

carbon in ash

Produces inert

slagged ash

with low car-

bon content,

high sensible

heat

Must be seperated

from melt, has

moderately high

carbon content

and sensible

heat

Temperature Has to be kept

below the

fusion point of

ash, tempera-

ture gradient in

bed provides

high thermal

efficiency

Operation at lower

temperatures

possible

Highest tempera-

ture of four

classes

Melt at gasifier

temperature

may be highly

corrosive to

refractory
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This dried sample was stirred with 5 % 50 ml methanol for 20 min, filtered, washed

with distilled water, and dried in the oven at 105 �C. The sulfur and mineral matter

removal experiments are done on this dried sample. The same procedure is repeated

with the experiments done with CH3COOH. The proximate values of Nallıhan lignite

are given in Table 56.2.

The sulfur values of Nallıhan lignite after treated with chemicals are shown in

Table 56.3. This test is done according to ASTM Standards. Desrease in sulfur

values and sulfur removal % are calculated from the point of chemicals effective-

ness. Table 56.4 shows the variation of Nallıhan lignite demineralization values at

the final effect of chemicals. The calculations are shown at below. Table 56.5 shows

the variation of calorific values of coals being effected with chemicals. The increase

in calorific values is given at the bottom of Table 56.5.

Decrease in S% ¼ 8.58 � 6.04 ¼ 2.54

S Removal % ¼ 2:54

8:58
x100 ¼ 29:60

Ash removal % ¼ 17.79 � 9.69 ¼ 8.1

Demineralization % ¼ 8:1

17:79
x100 ¼ 45:53

Variation in calorific value % ¼ 23071:84� 20370

20370
¼ 13:26

Table 56.2 Proximate

analysis of Nallıhan lignite
Sulfur (%) 8.58

Ash (%) 17.79

Moisture (%) 9.79

Volatile matter (%) 18.28

Fixed carbon (%) 63.93

Calorific value (kJ/Kg) 20,370

Table 56.3 Sulfur removal

% values of Nallıhan lignite

after treated with chemicals

Nallıhan H2O2 Decrease in S (%) S Removal %

Methanol 6.04 2.54 29.60

CH3COOH 6.27 2.31 26.92

Table 56.4 Demineralization values of Nallıhan lignite after treated with chemicals

Nallıhan H2O2 Ash removal (%) Demineralization %

Methanol 9.69 8.1 45.53

CH3COOH 10.38 7.41 41.65

Table 56.5 Calorific values

of Nallıhan lignite after

treated with chemicals

Nallıhan H2O2 (J/g) Variation in calorific value (%)

Methanol 23,071.84 13.26

CH3COOH 22,843.98 12.15
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56.6.1 FTIR Spectra

Figure 56.6 shows the FTIR spectrum of Nallıhan lignite. The spectrum is drawn at

450–4,000 cm�1 wave numbers. The bond properties of peaks were given at the

following.

469, 516, 601, 664, 754, 787 ! Mineral matter

1,089, 1,136 ! C-O stretching

1,432, 1,397 ! C¼C and C¼O stretching

1,619, 1,682, 1,704 ! Asymetric symetric carboxyl groups

2,918, 2,846 ! Aliphatic C-H groups

The FTIR spectrum of Nallıhan lignite after treated with H2O2 plus methanol is

shown in Fig. 56.7. The bond structures of the body are given at below.

469, 519, 593, 617, 711, 776, 872 ! Mineral matter

1,028, 1,092, 1,185 ! C-O stretching

1,380, 1,427, 1,621, 1,698 ! Asymetric symetric carboxyl groups

2,841, 2,923, 3,401 ! Aliphatic C-H groups

FTIR spectrum of Nallıhan coal treated with H2O2 plus acetic acid is given in

Fig. 56.8. The peak groups are defined at below.

472, 515, 595, 626, 667, 796 ! Mineral matter

1,026, 1,095, 1,194 ! C-O stretching

1,377, 1,397, 1,435, 1,621, 1,704 ! Asymetric symetric carboksyl groups

2,846, 2,912, 3,385 ! Aliphatic C-H groups
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Fig. 56.6 FTIR spectrum of Nallıhan coal
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56.7 Results and Discussion

Energy can be termed as a prime factor in the development process of any

country. World population is expected to double by the end of twenty-first century.

There is a strong positive correlation between energy production/consumption and

economic development/scientific progress [49]. Table 56.6 shows the energy
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Fig. 56.7 FTIR spectrum of Nallıhan coal treated with H2O2 plus methanol
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sources and usage of them. Table 56.7 shows the primary world energy sources

sustainabilities.

States have played a leading role in protecting the environment by reducing

emissions of greenhouse gases (GHGs). State emissions are significant on a global

scale. CO2 and CO are main greenhouse gases associated with global warming.

Table 56.8 presents the pollutants and hazards involved, as welll as the cause and

effect linkage between energy activities, pollutants, and environmental effects [20].

Table 56.9 is given to provide a schmeof the pollutants and their environmental impacts

[27] Table 56.10 show the substances emitted from coal, petroleumandnatural gas [20]

Increasing atmospheric concentrations of greenhouse geses are increasing the

manner in which these gases trap heat radiated from the Earth’s surface, thereby

raising the surface temperature of the Earth. The Earth surface temperature has

increased about 0.6 �C over the last century, and as a consequence sea level is

estimated to have risen by perhaps 20 cm [51]. Such changes can have wide ranging

effects on human activities all over the world. Most scientist agree that there is a

cause effect relationship between the observed emission of greenhouse gases and

global warming. Many sciemtist predict that if atmospheric concentrations of

greeenhouse gases continue to increase, as present trends in fossil fuel consumption

suggest will ooccur, the Earth’s temperature may increase in the next century by

another 2 �C and perhaps by up to 4 �C. If this prediction is realized, sea level could
rise between 30 and 60 cm before the end of the twenty-first century [51].

Global warming has many potential environmental impacts, including effects on

agriculture production, forests, water resources, coastal areas, and species and

natural areas [52]. Warmer temperatures can lead to more intense rainfall and

flooding in some areas and with more frequent droughtlike conditions in other

areas. Forest areas could be seriously affected. As temperatures increase, the

composition of a forest could change, with warmer climate varieties moving into

Table 56.6 Concentrated energy sources and their usage forms (adapted from [49])

Source Usage

Coal Electric generation, heating, power plants, heavy industry and chemicals

Oil Engine fuel, transportation, power plants, heavy industry, heating, chemicals

Gas Electric generation, domestic heating, power plants and chemicals

Uranium Nuclear reactor, electric generation, nuclear power central

Table 56.7 Sustainability of primary world energy sources (adapted from [49])

Energy sources Sustainability

Historic energy sources Simple technologies using renewable resources: solar energy,

hydropower, wind power, wood

Today’s energy sources Advanced technologies using premium energy resources such

as oil, coal, natural gas, nuclear

Future energy sources High tech generators using renewable resources: solar energy,

geothermal, hydropower, wind power, biomass
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traditionally colder climate areas. Forest health and productivity could be impacted.

Coastal areas are predicted to undergo erosion of beaches, inundiation of coastal

lands and increased costs to protect coastal communities. There will be a decreasing

vailiability of fresh water for irrigation and other essential issues. Current rates of

sea level rise are expected to increase two to five times due to both thermal

Table 56.8 Importance of energy activities in the generation of air pollutants (adapted from [50])

Pollutant

Man-made as

% of total

Energy activities

Contributions as % of energy related

releases

As % of

total

As % of

manmade

SO2 45a 40a 90a 80b coal combustion, 20b oil combustion

NOx 75a 64a 85a 51b transport, 49b stationary sources

CO 50a 15–25a 30–50a 75b transport, 25b combustion in stationary

sources

Lead 100a 90a 90b 80c transport, 20c combustion in stationary

sources

PM 11.4a 4.5a 40b 17b transport, 5b electric utilities, 12b wood

combustion

VOC 5b 2.8a 55b 15b oil industry, 10b gas industry, 75b

mobile sources

Radionuclides 10a 2.5a 25a 25c mining and uranium milling, 75c

nuclear power and coal combustion

CO2 4d 2.2–3.2a 55–80a 15b natural gas, 45b oil, 40b solid fuels

N2O 37–58a 24–43a 65–75a 60–75a fossil fuel combustion, 25–40a

biomass burning

CH4 60a 9–24a 15–40a 20–40a natural gas losses, 30–50a biomass

burning
aGlobal estimates
bEstimates for OECD countries
cEstimates for the United States
dGlobal estimates of contribution of anthropogenic CO2 to increase in CO2 concentrations and to

global warming is much larger

Table 56.9 Essential gaseous pollutants and their impacts (adapted from [26])

Gaseous pollutant

Greenhouse

effect

Stratospheric ozone

depletion

Acid

precipitation Smog

Carbonmonoxide (CO)

Carbondioxide (CO2) + +/�
Methane (CH4) + +/�
Nitric oxide (NO) and Nitrogen

dioxide (NO2)

+/� + +

Nitrous oxide (N2O) + +/�
Sulfur dioxide (SO2) __ �
Chlorofluorocarbons (CFCs) + +

Ozone (O3) + +

(where + stands for positive contribution, and � stands for variation with conditions and chemis-

try, may not be a general contributor.)
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expansion of the oceans and the partial melting of mountain glaciers and polar ice

caps. Changes in temperature and water availability could decimate nonintensively

managed ecosystems, such as forests, rivers and wetlands.

Human health is also impacted by global climate change [52]. This includes

increases in weather related mortality, infectious diseases and air quality respiratory

illnesses. Small increases in average temperatures can increase the spread of diseases

like malaria and dengue fever and lead to a significant rise in the number of extreme

heat waves. Elderly people are particularly vulnerable to heat stress. Heat waves could

also aggravate local air quality problems, which pose threats to young children and

asthmatics. Such consequences could jeopardize the survival of entire population.

56.8 Conclusions

Alternative energy technologies are being disseminated in many countries with

an objective to reduce the uses of traditional and commercial energy sources.

These technologies convert local resources to usable energy forms. For each

country, the choice between the various available options is strongly dependent

on the local conditions [49].

Coal is a combustible, sedimentary rock. It is composed of heterogeneous

components which have different physical and chemical properties. Gasification

is a promising way for producing several components from this solid fossil fuel.

All types of coal can be gasified. The gasifier design, operation and performance

can be chosen according to the coal properties.

Coal gasification has emerged as a clean and effective way for the production of

which can be used for power or heat generation or as a synthetic precursor. A good

understanding of the char reactivity makes it possible to improve gasifier design and

efficiency.

A distinction of the factors affecting char gasification can be made according to

whether they are only related the intrinsic chemical characteristics of the char or

they can be related to the physical structure of the coal or to the environment in

which it goes through chemical reactions (combustion or gasification). In this way,

the first are said to represent the char reactivity and the second are related to the

respective reaction rates [53].

With the gasification processes, some valuable components can be obtained such

as hydrogen. It is used as an intermediate for the synthesis of chemicals or hydrogen

Table 56.10 Substances

emitted from coal, petroleum,

and natural gas sources

(adapted from [26])

Substance Coal Petroleum Natural gas

CO2 x x x

CO x x

NOx x x x

SO2 x x

CH4 x x x

HCl x
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can be used as an energy carrier itself. As can be seen from Table 56.9, many

gaseous pollutants play an important role from the point of greenhouse effect and

staratospheric ozone depletion such as CO2, CH4, N2O, and CFCs. CO and CO2

emissions of man made (Table 56.8) range as 30–50 % and 55–80 %, respectively.

Gasification plants are also the best solution to capture CO2 compared to other coal

based alternatives. It can be used for the production of several chemicals after

separating from the syngas [54].

A demineralization application was given from the point of showing the effects

of the medium on the product quality [55]. An oxidative and acidic mediums are

applied for decreasing sulfur and mineral matter of Nallıhan lignite. 29.60 % and

26.92 % sulfur removal are performed for H2O2 plus methanol (A) and H2O2 plus

acetic acid (B), respectively. H2O2 plus methanol is more effective for sulfur and

ash removal than H2O2 plus acetic acid. The ash ratios are found as 46 % (45.53)

and 42 % (41.65) for A and B, respectively. The calorific values of lignites treated

with these chemicals are determined as 23,071.84 J/g and 22,843.98 J/g for A

and B, respectively. The chemicals are increased the calorific values as 13 % and

12 % for A and B process, respectively.
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Chapter 57

Experimental and Theoretical Analysis

of Evapotranspiration in Green Roof Systems

Harisha Karanam, William Retzlaff, Susan Morgan, and Serdar Celik

Abstract This study focuses on the water loss of green roof systems due to

evapotranspiration, which is the combination of evaporation and transpiration

processes. Water loss through evapotranspiration increases the capacity of a

green roof to intercept additional stormwater during the following rain event and

keep it out of the municipal stormwater system. Hence it is important that amount of

water loss through a green roof, with known plant and growth medium properties

and climate conditions, can be quantified. A theoretical model based on energy

equation is used and MATLAB is employed in solving the equations due to the

complexity of the problem. Relevant heat transfer equations with appropriate

thermophysical properties of materials are used. Values obtained from the theoreti-

cal analysis are compared with experimental values that were gathered via a field

project in which different green roof samples were tested for 2.5 years in terms of

their weight under wet and dry seasonal conditions. The results from the theoretical

model are found to be in close agreement with the experimental measurements,

which is encouraging for predicting water loss of green roof systems in different

geographic locations with known climate conditions.

Nomenclature

A Area, m2

C Bulk transfer coefficient

cp Specific heat, J/kgK

H Sensible heat flux, W/m2

h Enthalpy, J/kg

I Solar radiation, W/m2
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K Thermal conductivity, W/mK

L Latent heat flux, W/m2

LAI Leaf area index

m Mass, kg

P Volume, m3

Q Mixing ratio

r00 Surface wetness factor

S Solar peak hours, h/day

T Temperature, K

W Wind speed, m/s

Z Height, m

Greek Symbols

α Surface albedo

Δ Net change

ɛ Emissivity

ρ Density, kg/m3

σ Amount of foliage covered

Subscripts

A Air

dir Direct

evap Evaporation

f Foliage

g Growth medium

sat Saturation

57.1 Introduction

Green roofs play a major role by providing benefits such as maintaining lower

temperatures inside the building, reducing stormwater runoff, mediating heat island

effect, improving environmental quality, increasing the lifespan of roofing

membranes, and acting as an acoustic insulator. Among these benefits, stormwater

runoff is the main advantage that especially the municipalities and city authorities

focus on. Due to retention of rain water above the roof, the sewer systems are not

loaded fully during heavy rain events. This prevents possible floods that can cause

significant damage in large cities.
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While retention of stormwater above the roof can be an advantage in terms of

preventing flood events, the added weight of water kept above the roof can

introduce some risks to the buildings, especially those which are in earthquake

zones. Hence a clear understanding of amount of water coming to the roof and

leaving the roof is necessary. Water adds weight on top a roof either due to

precipitation or irrigation. Some amount of this water goes to the sewer through

drainage, while some amount is stored within the plant canopy and growth medium

layers of a green roof. There is also a portion of water that is returned back to the

atmosphere through evapotranspiration which is the combined processes of evapo-

ration from the plants and the soil, and transpiration from the plant canopy.

Evapotranspiration for a green roof is important as it reduces again the added

weight of water on green roofs, eliminating or reducing the heavy weight risk of

these roof systems.

Numerous studies on stormwater management using green roofs exist in litera-

ture. An experimental study [1] deals with the storm water management for three

different roof designs including conventional type, medium design type and exten-

sive green roof, over a period of one year. Performance of a green roof system

during winter and dry seasons are studied to evaluate seasonal influence of the

system for different designs. It is observed that the medium only and extensive

green roofs reduced storm water runoff identically during winter rainy seasons

whereas during summer seasons the extensive green roof retains more rainfall. As

expected, as the growth medium gets more saturated with rainfall, stormwater

retention decreases proportionally. Several studies have demonstrated that

stormwater retention has its peak value when the growth medium is dry

[2–4]. The amount of moisture in the growth media used in an experimental

study [5] employs a 14 cm-deep growth medium composed primarily with

expanded shale, perlite, and coconut husks. It has demonstrated that 0.1 cm of

moisture can be retained by the green roof when there is 25 % moisture by volume

in the growth media. When moisture by volume in the growth media is 15 %,

approximately 0.5 cm of stormwater can be retained before runoff from the green

roof begins. A review conducted on the performance of quantity and quality of

storm water runoff from a green roof system presents information about different

factors controlling runoff [6]. The different factors affecting stormwater runoff

including green roof properties such as slope, vegetation, moisture properties of

growth medium, weather, season, etc. are discussed and also the quality of

stormwater with the minerals and other materials are considered. Another experi-

mental analysis [7] examines the differences in quality and quantity of different

green roof designs. It is observed that there are significant variations in

concentrations of total phosphorus and nitrogen levels between green roofs having

different plant and growth media. For the evaluation of effect of stormwater runoff,

its quantity, and its quality of dissolved nutrients and metals from an extensive

green roof system, rain water runoff is collected for precipitation analysis

[8]. According to this study, the green roof retains 51.4 % of precipitation during

the experiments which is 34 % more than the predicted value obtained from

the calibration equation. Richter’s thesis study [9] analyzes atmospheric water
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loss from modular green roof systems with varying growth media and plant types.

Karanam [10] compares experimental results to theoretically obtained water loss

from green roof systems by modifying the models suggested in literature [11, 12].

In this chapter, theoretical and experimental studies are compared for verifica-

tion purposes. Results from the experimental study performed at the Southern

Illinois University Edwardsville campus [9] are compared to the theoretical

model developed [11, 12].The recorded output of the experimental work includes

amount of water loss from the green roofs by means of evapotranspiration.

The theoretical model is modified based on the conditions of the experimental

setup, climate, and system properties. The model accounts for significant

parameters affecting evapotranspiration such as solar irradiance, fractional plant

coverage, leaf area index, stomatal resistance, wind speed, moisture content, and

growth medium depth. Due to the complex nature of the problem, MATLAB is used

to solve for the loss of water from the green roof systems.

57.2 Background

A research conducted by Richter [9] deals with the effects of atmospheric water loss

from two dissimilar modular green roof systems (Green PaksTM and Green Roof

BlocksTM), having different drainage layers, growth medium (Arkalyte-expanded

clay, Haydite-expanded slate, Lava, and Midwest MixTM) and plant species

combinations (Sedum kamtschaticum and Sedum spurium). Fractional plant cover-
age for the modular green roof systems are evaluated using a modified dot grid

method from the data measured on specific days throughout the study. A one-way

ANOVA technique was used to compare percent roof coverage and total storm

water loss from vegetation, growth media, and drainage layer direction using the

data collected from the experimental analysis (Fig. 57.1).

In a thesis study by Feller [13], evapotranspiration from an extensive green roof

system is analyzed. Experimental data is compared to some predictive correlations

such as Penman equation and Penman–Monteith equation to evaluate evapotrans-

piration. The study reveals that both equations yield close results to experimentally

obtained values. The theory on water uptake in plants is also crucial as evapotrans-

piration amount is related to the water coming from the roots.

In another study [14], 2D subsurface flow model, HYDRUS-2, is coupled with

an analytical solution of the zero-inertia surface flow equations to account for the

water uptake (Fig. 57.2).

The irrigation system is considered as a dynamic system comprised with the

crop, soil surface, and the soil body. This crop module simulates transport of water

to, from, and within the system by computing daily average of evaporation,

transpiration, and the leaf area index (LAI).
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57.3 Theoretical Analysis

Laws of conservation of mass and energy are employed for deriving an equation

that will lead to amount of water loss from the green roofs due to evapotranspiration

phenomenon. Based on conservation of mass, amount of water coming to the

Replicate 1 Replicate 2

Arkalyte Midwest MixTM

Lava Hadite

Replicate 3

Fig. 57.1 Green roof blocks oriented in a completely randomized design (Source:Modified from [9])

TP(das) / EP(das)

t=t+Δt

no

no

yes

yes

t=das ? stress(das+1)
=TA(das)/TP(das)

t=nsd ?

End simulation

TA(das)=æ TA(t)Δt

Start simulation

j=j+1

j=1
stress0=1

set back variables

stress(j)=
TA(das)/TP(das)

no

|stress
(j)
-stress

(j-1)
|

<ε

yes

HYDRUS-2

KC(das)

LAI(das)

das+1

Fig. 57.2 Schematic of the couplingofHYDRUS-2and the cropmodel (Source:Modified from[14])
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roof system should equal to the amount of water leaving the roof and stored in

the green roof system.

P0 þ I0
dTg

dZ
¼ ET þ D0 þ ΔMs (57.1)

In Eq. (57.1); P0 is the volume flow rate of precipitation entering the system, I0

the rate of water supplied to green roof through sprinkler (irrigation), ET0 is the rate
of water loss due to evapotranspiration, D0 is the rate of drainage, and ΔMs is the

amount of water stored in the growth medium per unit time.

Conservation of energy equation accounts for all means of solar radiation,

sensible heat fluxes, and latent heat fluxes. Figure 57.3 lists all heat transfer

mechanisms that the vegetation and the growth medium are experiencing, along

with a sketch of green roof layers.

Simplified energy equations developed for both the foliage and growth medium

layer are given in Eq. (57.2) and Eq. (57.3), respectively:

ΔIsþΔIlþQþ HfþLfþPf ¼ 0 (57.2)

ΔIs þ ΔIl � Qþ Hg þ Lg þ Pg þ K
dTg

dZ
¼ 0 (57.3)

In the above equations; ΔIs and ΔIl represent the shortwave and longwave

radiations. Q is the radiation exchange between the foliage and the growth medium.

It is same in magnitude, however negative due to the direction in the two equations.

Here, growth medium temperature is considered to be higher than that of foliage

Fig. 57.3 Conservation of energy on a green roof system
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temperature, hence the negative sign for Q in Eq. (57.3). H, L, and P are the

sensible, latent, and precipitation heat fluxes, respectively. The last term in

Eq. (57.3) gives the conduction heat flux through the growth medium.

Eqs. (57.4–57.8) give the shortwave and longwave radiation fluxes to/from the

foliage, radiation heat flux from the growth medium to the plant canopy, and

sensible and latent heat fluxes to/from the foliage layer, respectively [12]. Precipi-

tation heat flux is assumed to be zero for the foliage layer.

ΔIsf ¼ σf 1� αf
� �

Idirs# (57.4)

ΔIlf ¼ Efσf Idirectlf# � EfσfσT4
f (57.5)

Q ¼ σfσEfEg
E1

T4
g � T4

f

� �
(57.6)

Hf ¼ 1:1LAIρafCp;aWafCf

� �
Taf � Tfð Þ (57.7)

Lf ¼ lfLAIρafCfWafr
00 qaf � qf;sat
� �

(57.8)

Similar set of equations are given for the growth medium:

Isg ¼ 1� σfð Þ 1� αg
� �

I#s (57.9)

ΔIg ¼ 1� σfð Þ EgI
#
l � EgσT4

g

� �
(57.10)

Hg ¼ ρ agCp;aChgWaf Taf � Tg

� �
(57.11)

Lg ¼ Ce;glgWafag qaf � qg

� �
(57.12)

Pg ¼ �Yp Pr � Iþ D½ �CpTp (57.13)

In Eqs. (57.4–57.13), the symbols σ, α, ρ, LAI, W, C, r00, Y, I, and D denote

fractional plant coverage, albedo, density, leaf area index, wind speed, bulk heat

transfer coefficient, surface wetness factor, precipitate density, irrigation rate, and

drainage rate, respectively.

Evapotranspiration occurs due to latent heat flux through the foliage and the

growth medium layers. Hence, total amount of latent heat transfer rate per unit

surface area of green roof system should be calculated using Eq. (57.8) and

Eq. (57.12). Total latent heat flux is:

L ¼ Lf þ Lg (57.14)
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where Lf and Lg are latent heat flux values (W/m2) through the foliage and growth

media, respectively. As this is the instantaneous latent heat flux based on the

azimuthal angle of the sun used in the solar radiation calculations, an overall latent

heat flux value should be calculated by integrating the instantaneous values over the

day time when the sun is up. Using solar peak hour values (S, hour/day), overall

latent heat flux can be obtained:

Loverall ¼ L S (57.15)

Once the total latent heat flux throughout the day is calculated, daily mass of

water leaving the green roof can be obtained using Eq. (57.16):

L ¼ LoverallA

hevp
(57.16)

where A is the surface area of the green roof (m2), and hevap is the enthalpy of

vaporization of water (J/kg).

57.4 Results

Daily water loss of green roof systems is experimentally tested on a research site at

Southern Illinois University Edwardsville campus. Recorded values for one set of

days are presented in Table 57.1. Weight data of green roof samples are collected

for four days, the samples being fully saturated on the first day. Table 57.2 lists the

amount of water loss for different growth media during the first 24 hours of the

experimentation [10]. First day is used in the theoretical analysis for simplicity as

the system is known to be fully saturated.

These weight loss values are compared with the calculated weight loss values. In

the theoretical model, one major problem is finding the leaf area index (LAI) value

for the samples. As determination of LAI is a complex problem, a reverse engi-

neering method is used. Data from one of the other experimental day sets (June

29–30, 2009) are used to solve backwards for the LAI value for each growth

medium so that the theoretical and experimental water loss amounts can perfectly

agree. Table 57.3 lists the experimental and theoretical values along with percent

error for illustrating the accuracy of the model and the assumptions. As can be seen

in the table, theoretical findings are in close agreement with the experimental results

(2.33–8.54 % error range).

In addition to comparison of theoretical and experimental results, identification

of the significant parameters on water loss from green roof systems is also

performed. Among approximately 12 independent variables, wind speed and leaf

area index are found to be the dominant ones affecting the water loss. Also, to have

an idea about the effect of growth medium depth, this parameter is also observed.
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Change in the amount of water loss due to evapotranspiration with changing wind

speed, leaf area index, and growth medium depth are given in Figs. 57.4, 57.5,

and 57.6, respectively.

Wind speed does not seem to have an effect on water loss until about 0.8 m/s.

Although the expectation is that the heat flux would increase with increasing wind

speed, resulting in increased evapotranspiration losses; as wind speed goes above

0.8m/s,water loss isdecreasing.This isdueto theclosingofstomataathighwindspeeds.

Table 57.1 Experimental daily weight data in kg/m2

Replicate Growth medium 7/15/2008 7/16/2008 7/17/2008 7/18/2008

1 Haydite 88.1 84.3 82.3 80.8

Arkalyte 90.5 86.2 82.9 81

Lava 82.7 78.9 76.1 73.7

2 Lava 89.7 84.7 80.9 78.2

Haydite 97.5 94.2 91.9 90

Arkalyte 95.3 92 90.2 88.7

3 Haydite 83.7 81.8 80.3 79.5

Lava 81 78.2 76.5 75.3

Arkalyte 89.7 86.4 84.5 83.3

Table 57.2 Weight loss data

(kg/m2) for the first day of

being fully saturated

Replicate Growth medium 7/15–7/16

1 Haydite 3.8

Arkalyte 4.3

Lava 3.8

2 Lava 5

Haydite 3.3

Arkalyte 3.3

3 Haydite 1.9

Lava 2.8

Arkalyte 3.3

Average of reps Haydite 3

Lava 3.6

Arkalyte 3.9

Table 57.3 Comparison of experimental and theoretical weight loss results

Growth medium LAI Plant coverage (σf )
Experimental Theoretical

% Error(kg/m2 day) (kg/m2 day)

Haydite 0.905 σf 0.65 3 2.93 2.33

Arkalyte 0.9 σf 0.72 3.6 3.32 8.54

Lava 1.635 σf 0.68 3.9 3.74 3.36
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Once the sedum plants sense increased air flow, they close their stomata resulting in

increased stomatal resistance. Increase in leaf area index(LAI) results in increasedwater

loss from the green roof system. This can be explained by higher transpiration rates due

to increased leaf surface area. It should be noted that fractional plant coverage (σf) was
kept constantwhile changing theLAIvalues (more layersof leaveswith sameamountof

shadingon thegreen roof surface).Water loss is observed tobeslightlydecreasing as the

growthmediumdepth increased from5 to20cm.This is due todecreasing effectof solar

radiation through the growth medium from the surface to the bottom.

Fig. 57.4 Water loss vs. wind speed for lava

Fig. 57.5 Water loss vs. leaf area index for lava
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57.5 Conclusion

An existing heat transfer model in literature is modified and implemented in

MATLAB to determine the amount of water loss by means of evapotranspiration.

Validation of the model is tested through an experimental work conducted on SIUE

campus. Analysis is performed on three different growth media: haydite, arkalyte,

and lava, all planted with Sedum spurium. Input values used in the analyses are

obtained from several sources such as experimental studies, literature, and online

databases providing weather history data and thermophysical properties of

materials used. As determination of leaf area index (LAI) is a complex problem,

a deductive engineering approach is employed. Data from one of the experimental

day sets is used to solve backwards for the LAI value for each growth medium.

Obtained LAI values are used for the other two sets of days to verify the model.

Theoretical results are found to be in close agreement with the experimental data

having an error range of 2.33–8.54 %. Possible sources of error are approximations

in plant and growth medium properties, climate data including instantaneous wind

speed and sky clearness, and determination of leaf area index. The modified model

can be very useful in predicting water loss from green roof systems for safer

building and site designs.
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Chapter 58

New Parameters for Reduction of

Heating-Based Greenhouse Gas Emissions:

A Case Study

Can Coskun, Mustafa Ertürk, Zuhal Oktay, and Ibrahim Dincer

Abstract In this study, the effect of indoor temperature for heating on reduction of

carbon dioxide emissions in Turkey is studied under various conditions. Two new

parameters are introduced, namely, carbon dioxide emission reduction effect (CO2RE)

and carbon dioxide emission reduction rate (CO2RR). The potential heating degree-

hour values for Turkey are used in conjunction with the potential average outdoor

temperature distribution of the country to calculate/arrive at values for the two new

parameters. The average outdoor temperature distributions for Turkey are calcu-

lated using this approach. In order to estimate the potential average outdoor

temperature distributions and the respective heating degree-hour values, the effects

of population and outdoor temperature distribution for each city are considered and

included here for comparison purposes. The results show that heating-based carbon

dioxide emissions may be decreased by 111 % and 5.6 % for 18 �C and 28 �C indoor

design temperatures, respectively. It is considered that these two potential

parameters may prove valuable tools for local authorities in identifying cities with

significant potential for reductions in carbon dioxide emissions caused by residen-

tial heating applications.
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Keywords Heating • Environmental impact • Turkey • CO2 emissions • Green-

house Gas Emissions • Carbon dioxide emission reduction effect • Carbon dioxide

emission reduction rate • Temperature distributions • Heating degree-hour values

• Population

Nomenclature

CAHDH Country average degree hour values, �C-hours
CO2RE Carbon dioxide emission reduction effect, %

CO2RR Carbon dioxide emission reduction rate, %

HDH Heating degree-hours, �C-hours
P Population

Subscripts

DT Desired indoor temperature (�C)
RT Reference indoor temperature (�C)

58.1 Introduction

In the twenty-first century, some of the most significant problems for mankind are

climate change, high energy demand, waste management, high water consumption,

land management, the conservation of ecosystems, the conservation of endangered

species, and issues of public health [1].

Among these, the problem of high demand for energy requires the utilization of

different energy sources. It is well known that there is a strong relation between the

use of some energy sources, such as fossil fuels, and climate change. Burning of

hydrocarbons emits greenhouse gases into the atmosphere, primarily in the form of

carbon dioxide, CO2. Now widely accepted as a greenhouse gas, CO2 has detrimen-

tal impacts on both human health and the global climate. Stabilizing the carbon

dioxide-induced components of climate change is an important challenge in the

utilization of energy sources [2]. Carbon concentration is predicted to increase to

750 ppm by the end of the century, while the global goal is to keep its concentration

at 350 ppm.

Global climate change, it is now generally believed, derives largely from CO2

emissions, and manifests itself in a range of serious environmental issues such as a

0.6 degree rise in average global surface temperature in the last 100 years, an

increase of the global average surface temperature over the last century, a rise in the

temperature of the lowest 8 km of the atmosphere, a significant decrease in snow

and ice cover, and a general rise in global sea levels and ocean temperatures
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[2]. The rapid bulid-up of these problems serves only to make the need for new

methods of control and prevention more urgent. Radical changes are required both

in the way we use fossil fuels and also in our utilization of energy systems. It is

obvious that continued use of fossil fuels at current or increasing rates will have a

detrimental impact on the global climate. Stabilization of the amount of fossil fuels

used requires effort to reduce energy demand. It also requires new developments in

the utilization of primary energy sources which do not emit carbon dioxide into the

atmosphere [3].

Revision of indoor temperatures in living areas can reduce heating energy

demand and thereby help to reduce heating-related greenhouse gas emissions.

Several studies have been undertaken to analyze outdoor temperatures by using

degree-hour/day values in order to predict energy requirements for the heating and

cooling of buildings [4–8]. Haas et al. [9] investigated the impact of consumer

behavior on residential energy demand for space heating in Austria. He states that

the thermal quality of buildings, consumer behaviour, heating degree days and

building type all have a significant effect on residential energy demand. The result

of this investigation provides evidence of a rebound-effect of about 15–30 % due to

building retrofit. This leads to the conclusion that energy savings achieved in

practice (and consequently the reduction in CO2 emissions) due to energy conser-

vation measures will be lower than those calculated in engineering conservation

studies.

In this study, the effect of variations in indoor heating temperatures on the

reduction of CO2 emissions is examined, and a range of cases are presented for

analysis and comparison purposes.

58.2 Development of New Parameters

In this study, two new parameters are introduced to the literature-CO2 emission

reduction effect (CO2RE) and CO2 emission reduction rate (CO2RR). CO2RE, and
are correlated for each city of the country on CO2 emission reduction by varying the

indoor heating temperature. In fact, CO2RE is a combination of the total degree-

hour value and the population of a city and can be defined as follows:

CO2REcity ¼ 100 � HDHDT � HDHRTð Þ � Pcity

Pcountry � HDHRT
(58.1)

where, HDHDT and HDHRT represent the heating degree-hours for desired and

indoor temperature; Pcity and Pcountry are the populations of the city and country

considered in the study; and DT and RT represent the desired and reference indoor

temperature, respectively.
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The other parameter, CO2 emission reduction rate, shows the contribution of a

city to the total effect and can be obtained as follows:

CO2RRcity ¼ 100 � CO2REcity

CO2RETot, city
(58.2)

where, CO2RETot,city indicates the total CO2 emission reduction effect for all cities

in the studied country and can be obtained by

CO2RETot, city ¼
X

CO2REcity, 1 þ ::::: þ CO2REcity, n
� �

(58.3)

This calculation method can be extended to evaluate the contribution of each

individual country to overall co2 emission reduction across the world. For this

purpose, the population density-based average heating degree hours for each

country should be calculated. In this regard, CO2 emission reduction rate for a

country can be obtained by

CO2REcountry ¼ 100 � CAHDHDT � CAHDHRTð Þ � Pcountry

Pworld � CAHDHRT
(58.4)

where, Pcountry and Pworld indicate the population of the country and the world,

respectively. The country average degree hour values (CAHDHRT) can be calcu-

lated for any reference indoor temperature by the following equation:

CAHDHRT ¼
X

HDHRT
city, 1 �

Pcity, 1

Pcountry
þ ::::: þ HDHRT

city, n �
Pcity, n

Pcountry

� �
(58.5)

Note that the population density-based average heating degree hours for Turkey

is determined by the following equation:

CAHDHTurkey RTð Þ ¼ 170:85 � 0:97656RT � RT2:099 (58.6)

The CO2 emission reduction rate for a country (CO2RRcountry) and country total

CO2 emission reduction effect (CO2RETot,city) can be obtained by using the follow-

ing equations:

CO2RRcountry ¼ 100 � CO2REcountry

CO2RETot, country
(58.7)

CO2RETot, country ¼
X

CO2REcountry, 1 þ :::::þ CO2REcountry, n
� �

(58.8)
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58.3 Results and Discussion

In order to illustrate how to use Eqs. (58.1)–(58.3), two new parameters proposed in

this study are calculated for a case study which is carried out for the city of Istanbul.

The CO2 reduction effect for Istanbul by decreasing the reference indoor tempera-

ture from 24 to 23 �C can be calculated as

CO2REIstambul ¼ 100 � HDH23�C � HDH24�Cð Þ � PIstambul

PTurkey � HDH24�C

CO2REIstambul ¼ 100 � 67522 � 72528ð Þ � 13624240ð Þ
74724269ð Þ � 72528ð Þ ¼ �1:258

As seen from the result, there is a 1.258 % decrease in total CO2 emission in

Turkey if the reference indoor temperature in Istanbul is lowered by 1 �C. For this
case, CO2 reduction rate of Istanbul can be calculated as follows:

CO2RRIstambul ¼ 100 � CO2REIstambulX
CO2REcity, n

¼ 100 � �1:258ð Þ
�6:644ð Þ ¼ 18:93

The result points out that the contribution of Istanbul within Turkey on decreas-

ing the heating based CO2 emission when the reference indoor temperature is

lowered by 1 �C is 18.93 %. Similar to this, the average CO2RR for each city in

Turkey was calculated for 18–28 �C reference indoor temperatures and given

in Table 58.1. Meanwhile, the 15 cities with highest CO2RR values are given in

Fig. 58.1. These cities are Istanbul, Izmir, Adana, Ankara, Mersin, Antalya, Bursa,

Antakya, Şanl{urfa, Kocaeli, Manisa, Gaziantep, Konya, Samsun, and Ayd{n. As
seen in the figure, these cities have 65.6 % contribution to the total CO2RR. It should
be noted that ordering in these cities is not directly related to their population.

It is apparent that outdoor temperature distribution is another factor effecting

both CO2RR and CO2RE. Annual outdoor temperature distribution for each city in

Turkey was determined and used to calculate the average annual outdoor tempera-

ture distribution for Turkey. Here, the reference is taken as the population of each

city. Average outdoor temperature distribution for Turkey was calculated and given

in Fig. 58.2.

Furthermore, the population density-based average heating degree hours for

Turkey is calculated by using average outdoor temperature distribution and given

in Fig. 58.3. The effect of variation in indoor temperature between 18 and 28 �C on

the heating-based CO2 emission is investigated and given in Table 58.2. As can be

seen from Table 58.2, the heating-based CO2 emission reduction for 1 �C indoor

temperature difference changes between 5.3 % and 9.3 % respectively.
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Table 58.1 Average CO2

reduction rate of each city

in Turkey

No City CO2RR (%) No City CO2RR (%)

1 İstanbul 18.355 41 Erzurum 0.502

2 İzmir 7.634 42 Çorum 0.494

3 Adana 6.407 43 Rize 0.478

4 Ankara 4.536 44 Edirne 0.447

5 Mersin 4.261 45 Isparta 0.444

6 Antalya 4.034 46 Yozgat 0.425

7 Bursa 3.351 47 K{rklareli 0.395

8 Antakya 2.865 48 Amasya 0.382

9 Şanl{urfa 2.464 49 Düzce 0.379

10 Kocaeli 2.120 50 Siirt 0.376

11 Manisa 2.105 51 Aksaray 0.372

12 Gaziantep 1.957 52 Uşak 0.370

13 Konya 1.896 53 Kastamonu 0.327

14 Samsun 1.877 54 K{r{kkale 0.308

15 Ayd{n 1.750 55 Muş 0.306

16 Diyarbak{r 1.749 56 Sinop 0.300

17 K.Maraş 1.492 57 Burdur 0.285

18 Bal{kesir 1.486 58 Yalova 0.277

19 Denizli 1.278 59 Nevşehir 0.265

20 Sakarya 1.187 60 Bitlis 0.261

21 Trabzon 1.186 61 Bolu 0.260

22 Ordu 1.083 62 Karabük 0.251

23 Kayseri 1.048 63 Ağr{ 0.239

24 Muğla 0.997 64 Bilecik 0.231

25 Tekirdağ 0.988 65 Karaman 0.228

26 Mardin 0.981 66 Bingöl 0.224

27 Osmaniye 0.946 67 Bart{n 0.223

28 Zonguldak 0.863 68 K{rşehir 0.217

29 Ad{yaman 0.850 69 Hakkâri 0.203

30 Van 0.821 70 Artvin 0.203

31 Malatya 0.777 71 Kars 0.197

32 Eskişehir 0.751 72 Kilis 0.191

33 Çanakkale 0.720 73 Erzincan 0.191

34 Afyon 0.690 74 Iğd{r 0.172

35 Tokat 0.688 75 Çank{r{ 0.160

36 Giresun 0.661 76 Gümüşhane 0.113

37 Batman 0.608 77 Tunceli 0.081

38 Kütahya 0.569 78 Ardahan 0.065

39 Elaz{ğ 0.548 79 Bayburt 0.053

40 Sivas 0.527
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58.4 Conclusions

The comfort conditions required by users have a considerable effect on residential

energy use for heating and consequently for levels of heating-based CO2 emissions.

It is important to study the feasibility of decreasing indoor reference temperatures

around the world if significant CO2 emission reductions are to be achieved. Two

new parameters proposed in this study, CO2 RE and CO2 RR, should be utilized to

determine priority cities for pilot applications. For instant, heating-based CO2

emission can be decreased 7.1 % for Turkey when indoor reference temperature

decreases from 23 to 22 �C. Several significant outcomes of this study are

highlighted below:

• This is the first study to investigate the effect of CO2 reduction by changing the

indoor reference temperature for Turkey.

• Two new parameters are introduced to the literature, namely, CO2 emission

reduction effect and CO2 emission reduction rate.

• These new parameters are very useful tools in identifying key target cities for

heating-based CO2 emission reduction.
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Chapter 59

Environmental Impact Assessment

of Building Energy Systems

M. Tolga Balta, Ibrahim Dincer, and Arif Hepbasli

Abstract This chapter deals with energy/exergy and environmental analyses of a

low exergy heating system. A building with a volume of about 392 m3 and a floor

area of 140 m2 is presented as a case study. For this building, four different heating

options are investigated, namely, (1) electric boiler, (2) ground heat pump system,

(3) standard boiler, and (4) solar collector. In this regard, an energy and exergy

analysis is employed to assess their performances and compare them through

energy and exergy efficiencies. Also, CO2, NOx, SO2 emissions of the considered

systems are determined and compared with each other. Overall exergy efficiencies

of the heating systems are found to be 4.0, 10.1, 7.6, and 35.7 %. CO2, NOx, SO2

emissions rate per year (kg emission/year) calculated for considered cases as

10,726.32, 4,224.17, 3,737.56, and 337.67, 11.14, 4.39, 3.40, and 3.35, and

116.34, 45.82, 3.68, and 3.66, respectively. The lowest environmental impact is

provided by case 4.
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59.1 Introduction

Global consumption of primary energy to provide space heating/cooling, lighting,

and other building-related energy services grew up due to growth in population,

urbanization, and industrialization. These appliances are the main parts of the

energy consumption in buildings, which is one of the main parts of the total energy

consumption in most countries. Worldwide energy consumption by HVAC equip-

ment in buildings ranges 16–50 % of total energy consumption, depending on the

countries and their sectoral energy use patterns, as shown in Fig. 59.1. More than

half of this energy is typically used for heating [1].

Today’s building energy systems are based mainly on fossil fuels, which are

both non-renewable, and also the major cause of global climate change. Global

utilization of fossil fuels for energy demand is resulting with not only to global

warming, but also to such environmental concerns as air pollution to climate

change, forest destruction, and emission of radioactive substances, etc. These issues

must be taken into consideration simultaneously if humanity is to achieve a bright

energy future with minimal environmental impacts. Much evidence exists, which

suggests that the future will be negatively impacted if humans keep degrading the

environment [2].

In recent years, how to build sustainable buildings has been one of the prime

concerns. Many scientists propose a large variety of solutions. One of the important

solutions is efficient use of resources, which is a significant contributor to any

sustainable plan for meeting growing energy demands and reducing GHG

emissions. In this regard, solutions based on sustainable energy technologies are a

key aspect for the future generations. Local initiatives and many researchers have

been conducted on to develop new methodologies to analyze the energy systems of

the buildings.

In the residential sector, most of the energy is used for maintaining the room

temperatures at about 20 �C. In most cases energy demand of the buildings is

Brazil, 26%

Canada, 24%

Finland, 16%

Italy, 17%

Japan, 26%

Jordan, 29%

Malaysia, 19%

Mexico, 23%

Norway, 21%

Saudi Arabia,
50%

Sweden, 19%

Turkey, 31%

UK, 31%

USA, 25%

World, 31%

Fig. 59.1 Worldwide residential energy consumption (adapted from Ref. [3])
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supplied by high quality energy sources, such as fossil fuels or using electricity

[4, 5]. However, fossil fuels and low efficient equipment are still extensively used in

many developing and some developed countries, particularly for HVAC

applications. Therefore, energy utilization in an efficient way for space heating

and cooling is very important for the development of the energy systems. The main

energy items used in buildings are building envelope, HVAC equipment, and

energy consuming devices and appliances. The efficiency of all these energy

systems can be improved by implementing various measures and switching to

energy efficient equipment.

The aim of this chapter is to study how to make buildings energetically sustain-

able. Exergy is a suitable scientific concept for optimizing the building energy

systems, towards sustainable development. To enhance the understanding of the

nature of energy flows in systems, one can use the concept of exergy, in addition to

the energy conservation principle [6]. In fact, exergy is a long forgotten concept in

building and HVAC technology so much so that energy balances are made by the

first law of thermodynamics, which states that energy is neither destroyed nor

created under this conservation law [6–8]. Simply, exergy can be defined as

potential or quality of energy. Therefore, exergy analysis is very essential in

improving efficiency that allows society to maximize the benefits.

The low exergy approach is one of these approaches, which may be used in

sustainable building design. The scope of this approach is the main object to

constitute a sustainable built environment. Low exergy heating and cooling systems

use low valued energy also easily obtained by sustainable energy sources (e.g., by

using heat pumps, solar collectors, etc.), instead of high valued energy [9].

The main objective of this chapter is to perform an energy, exergy, and environ-

mental analyses of four heating options [(1) electric boiler, (2) ground heat pump

water-water, (3) standard boiler and (4) solar collector] which are driven by

renewable and fossil-fuel sources for a building and compare their thermodynamic

performances through energy and exergy efficiencies and environmental

performances through CO2, NOx, and SO2 emissions of the systems.

59.2 System Description

In this chapter, a building with a volume of 392 m3 and a net floor area of 140 m2 is

considered to be located in the city of Aksaray in Turkey. The indoor and exterior

air temperatures are taken as 20 �C and �15 �C, respectively. The construction

materials locally manufactured consist of two layers of horizontal bricks, in

between which the insulation material is placed, reinforced concrete floors with a

square cement floor tiles and sand/cement mixture plastering on the other interior

surfaces. Some specifications of the building listed in Table 59.1. Nevertheless, for

this study, insulation, in accordance with the current Turkish building standard [10],

in walls and ceiling as well as window shading was considered.

59 Environmental Impact Assessment of Building Energy Systems 1079



For the heating applications of the considered building, four different options are

studied. The energy and exergy flows from primary energy transformation to the

environment are shown in Fig. 59.2, while Table 59.2 gives some necessary data of

these heat production systems.

Additionally, for all cases of heating systems, the radiators have the inlet and

outlet temperatures of 55 �C and 45 �C with a heat loss/efficiency of 0.95,

respectively. The distribution systems of all cases are considered with a heat loss

of about 18 % and a temperature drop of 5 K.

59.3 Analyses

The methodology and relations used are based on a pre-design analysis tool, which

was essentially produced during the ongoing work for the International Energy

Agency (IEA), the Energy Conservation in Buildings and Community Systems

(ECBCS) Programme Annex 37 [13].

In the first step, the general project data and boundary conditions are checked

out. V and AN are the internal volume of the building and the net floor area,

respectively. To is the outdoor temperature and Ti is the indoor temperature under

the design conditions. The outdoor temperature is taken as the reference tempera-

ture Tref for analysis purposes. The heat loss through the building envelope can be

divided into two groups, namely, (1) The total transmission heat loss rate, (2) the

ventilation heat losses rate.

Table 59.1 Some specifications of building

Description Value Building part U (W/m2 K)

Volume 392 m3 Exterior walls 0.77a

Floor area 144 m2 Door 2.91a

Window area 19.38 m2 Window 2.60a

Ceiling height 2.8 m Floors to ground 0.42a

aAdapted from Ref. [11]

Fig. 59.2 Energy and exergy flows from primary energy transformation to the environment

(modified from Refs. [6, 7])

1080 M.T. Balta et al.
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The sum of heat gains through the building envelope can be divided into four

groups, they are (1) the solar heat gain rate, (2) the internal heat gains from

occupants, (3) the internal heat gains from equipments, (4) other uses of electricity,

such as for artificial lighting and ventilation.

All heat flows, heat losses via the envelope, and internal gains, occurring inside

the building have to be summed up to create the following energy balance, which

refers to the first law of thermodynamics and are given in Table 59.3.

Here, the heat demand rate is usually expressed in a specific number in order to

be able to compare different buildings with each other:

_Q
00

h ¼ _Qh AN= ; (59.1)

For the energy source in the primary energy transformation given parameters, Fp

and Fq,s are the figures of the primary energy factor and the quality factor of the

energy source, respectively. FR is a fraction factor for the environmental and listed

in Table 59.2. The quality factors and exergy load rate of the each sub-system are

given in Table 59.4.

Theat ¼ Tin � Tret

ln Tin�Ti
Tret�Ti

� � � 1
2
þ Ti; (59.2)

where Tin and Tret are inlet and return temperatures of the heater while the heater

surface temperature is the absolute temperature in K.

T0
heat ¼ Theat þ 273:15K; (59.3)

The thermal efficiency of the distribution system is calculated by

ηdis ¼ 0:98:fHPP:fins:fdt:ftd; (59.4)

where f values are taken from Ref. [6] and listed in Table 59.5.

By keeping the derivation of the exergy demand rate of the heating system as

calculated from

Δ _ExHS ¼
_Qh þ _Qloss;HS

� �

Tin � Tretð Þ Tin � Tretð Þ � Tref : ln
Tin
Tret

� �� 	
; (59.5)

The exergy demand rate of the distribution system becomes

Table 59.3 Heat demand rate of the building

Heat demand rate Heat losses rate Heat demand rate

Transmission + Ventilation Solar + Occupants + Equipments + Lighting

_QT þ _QV
_QS þ _QO þ _Qe þ _Ql

1082 M.T. Balta et al.
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Δ _Exdis ¼
_Qloss;dis

ΔTdis
Tdis � Tref : ln

Tdis
Tdis � ΔTdis

� �� 	
; (59.6)

where the inlet temperature of the distribution system is the mean design tempera-

ture Tdis and the return temperature is the design temperature minus the temperature

drop ΔTdis (not: used here as absolute temperatures in K):

Efficiencies of heat production systems are given in Table 59.2. The demand

values on auxiliary energy or electricity of the distribution system and heat produc-

tion system are given in more detail in [6, 14].

As a second step, the exergy load rate of other building service appliances, such

as lighting and ventilation, is taken into consideration and, in this case, named

“plant.”

_Explant ¼ Pl þ PVð Þ:Fq;el; (59.7)

The overall energy and exergy load rates of the building are expressed in the

required primary energy and exergy input rates. For the fossil or non-renewable part

of the primary energy, the result becomes

_Ep;tot ¼ _QHP:FP þ
X

P:Fp;el; (59.8)

where Fp is the primary energy factor and is given in Table 59.2 for the studied heat

production systems.

If the heat production system utilizes a renewable energy source or extracts heat

from the environment, as heat pumps or solar collectors do, the additional renew-

able energy load rate is estimated by

Table 59.5 Values of fi parameters, adapted from [6]

Criteria Parameter fi

Position of the heat production system (fHPP) Inside envelope 1.00a

Outside envelope 0.90

Insulation (fins) No insulation 0.70

Bad insulation 0.90

Good insulation 1.00a

Mean design temperature (fdt) Low (<35 �C) 1.00

Middle (35 �C < fdt < 50 �C) 0.95

High (>50 �C) 0.90a

Design temperature drop (ftd) Low (<5 K) 0.98

Middle (5 K < ftd < 10 K) 0.99a

High (>10 K) 1.00
aSelected for this study
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_ER ¼ _QHP:FR þ _Eenv; (59.9)

The total exergy load rate of the building becomes

_Extot ¼ _QHP:Fp:Fq;s þ
X

P:Fp;el þ _ER:Fq;R; (59.10)

Note that the relations used in this study are summarized while it has been

explained in more detail in [6, 14].

59.3.1 Performance Assessment

The total energy efficiency of the system, ηsys (%), is expressed as follows:

ηsys ¼
_Ebuilding

_Etot

; (59.11)

The total exergy efficiency of the system, ψ sys (%), is defined as follows:

ψ sys ¼
_Exbuilding
_Extot

; (59.12)

The exergy flexibility factor, Fflex is calculated by

Fflex ¼
_ExHS
_Extot

; (59.13)

59.3.2 Environmental Impact Assessment

The building sector, constituting 30–40 % of the society’s total energy demand as

well as roughly 1/3 of the total CO2 emission, has been identified as one of the main

factors of greenhouse gas emissions [15]. It should be noted that, every energy

generation, conversion, transmission and use are the primary driver of greenhouse

gas (GHG) emissions and global warming. Nowadays, environmental damage

resulting from the excessively use of non-renewable energy resources, such as

CO2 emission from combustion of fossil fuels, is due to the drastically increased

GHG emissions. The atmospheric concentration levels are now much higher than

what it was at the beginning of the industrial revolution. So, estimating the GHG

emission is important to do an environmental assessment.
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The electrical energy demand of the building considered here is produced from

coal. So, electric energy consumption is an important point to estimate GHG

emissions of the system. Table 59.6 shows the values used to estimate the mean

coefficient of CO2, NOx, SO2 emissions per kW h consumed. These values were

used to obtain the emissions produced in the heating of the considered building.

So, environmental assessment of the system is performed based on the values for

estimated GHG emission and the systems’ energy consumption in a working period

as follows [18]:

xemission ¼ ðyemissionÞ: _Wconsume:tworking
103

; (59.14)

where “xemission” is emission releasing in a year (kg/year), “yemission” is emission

value for resource, “ _Wconsume” is the consumed power of system and “tworking” is

working hours of the system in a year (1,000 h/year).

59.4 Results and Discussion

The total transmission loss rates and ventilation heat loss rates are calculated to be

8,159W and 551W, respectively. Heat gain rates from solar, internal and other uses

are obtained to be 136 W, 698 W, and 240 W, respectively. Using these data, the

heat demand rate and the specific heat demand rate of the building are calculated as

7,636 W and 54.55 W/m2, respectively.

Energy flows in the subsystems are calculated and given in Table 59.7. For the

four cases considered in this study, the system requires the primary energy rates

between 30,941 and 974 W in order to supply a total of 7,636 W to the building.

Also, the renewable energy rates included in cases 2 and 4 are calculated as

6,071 W and 13,984 W, respectively.

The total exergy demand rate is determined based on the methodology as

followed in the energy demand calculation, but with exergy analysis. Similarly

we considered the same operating conditions for each component. The largest

exergy demand rate is calculated for the primary energy transformation of case

1 as 30,941 W. Also, as can be seen in Table 59.8, the smallest exergy demand rate

for the primary energy transformation is 974 W for case 4.

Table 59.6 Estimates of average greenhouse gas and criteria pollutant emissions (adapted from

[16, 17])

Resource CO2 emissions (g/kW h) NOx emissions (g/kW h) SO2 emissions (g/kW h)

Coal 346.67 0.36 3.76

Natural gas 200.94 0.18 0.0009

Renewable energy 0.00 0.00 0.00
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According to the energy and exergy analyses results, the overall energy and

exergy efficiencies of the studied heating systems are calculated to be (energy

demand building/total energy input) 24.6 %, 41.8 %, 44.9 %, 51.0 %, and

(exergy demand building/total exergy input) 4.0 %, 10.1 %, 7.6 %, and 35.7 % for

Cases 1 through 4, respectively.

Electric boiler has the lowest energy and exergy efficiencies as expected. In this

study, exergy efficiencies of non-renewable heating options are lower than those of

the renewable heating options. In this case, the solar collector heating system has

the highest exergy efficiency than that of others because most of the required energy

is supplied by solar.

In the environmental impact assessment, CO2, NOx and SO2 emissions rate per

year (kg emission/year) calculated for the considered cases as 10,726.32, 4,224.17,

3,737.56, and 337.67, 11.14, 4.39, 3.40, and 3.35 and 116.34, 45.82, 3.68, and 3.66,

respectively. The lowest environmental impact appears to be case 4.

59.5 Conclusions

In this chapter, energy/exergy and environmental analysis methods are applied to

four heating options for a building with a volume of 392 m3 and a net floor area of

140 m2. Their performances are also compared through energy/exergy efficiencies

and CO2 emissions. The main conclusions drawn from the results of the present

study may be listed as follows:

Table 59.7 Energy flows in the subsystems of studied cases

Studied

cases

Input

(W)

After primary

energy

transformation

(W)

After heat

production

system (W)

After

distribution

(W)

After

heating

system

(W)

After

room

(W)

After

envelope

(W)

Case 1 30,941 10,313 9,873 8,038 7,636 8,711 8,711

Case 2 12,185 4,061 9,873 8,038 7,636 8,711 8,711

Case 3 16,994 12,598 9,873 8,038 7,636 8,711 8,711

Case 4 974 14,309 9,873 8,038 7,636 8,711 8,711

Table 59.8 Exergy flows in the subsystems of studied cases

Studied

cases

Input

(W)

After primary

energy

transformation

(W)

After heat

production

system

(W)

After

distribution

(W)

After

heating

system

(W)

After

room

(W)

After

envelope

(W)

Case 1 30,941 10,229 3,277 2,852 1,236 1,040 0

Case 2 12,185 3,958 3,277 2,852 1,236 1,040 0

Case 3 16,198 11,865 3,277 2,852 1,236 1,040 0

Case 4 974 3,457 3,277 2,852 1,236 1,040 0
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• The energy demand rate of the building is 7,636 W. The total exergy demand

rates of the systems studied are 30,941 W for case 1, 12,185 W for case

2, 16,198 W for case 3, and 974 W for case 4. And also, the renewable energy

rates for cases 2 and 4 are calculated as 6,071 W and 13,984 W, respectively.

• The total energy and exergy efficiencies of the considered heating systems are

found to be 24.6 %, 41.8 %, 44.9 %, and 51.0 %, and 4.0 %, 10.1 %, 7.6 %, and

35.7 % respectively.

• The exergy flexibility factor values for four cases with an electric boiler, a

ground heat pump water-water, a standard boiler and a solar collector heating

system are determined as 0.088, 0.225, 0.169, and 0.790, respectively.

• CO2 emissions of the considered systems are calculated to be CO2,case1 > CO2,case2

> CO2,case3 > CO2,case4.

• NOx emissions of the considered systems are calculated to be NOx,case1 > NOx,case2

> NOx,case3 > NOx,case4.

• SO2 emissions of the considered systems are calculated to be SO2,case1 > SO2,case2

> SO2,case3 > SO2,case4.

• Case 4 provides the best environmental performance with the lowest amount of

emissions.

References

1. IEA (2004) Oil crises and climate challenges: 30 years of energy use in IEA countries.

International Energy Agency, Available from http://iea.org/textbase/nppdf/free/2004/

30years.pdf of subordinate document. Accessed 15 May 2009

2. Dincer I, Ozgener L, Hepbasli A (2007) Geothermal energy resources. In: Capehart BL

(ed) Encyclopedia of energy engineering and technology, vol 1. CRC Press, Boca Raton,

FL, pp 744–752

3. Saidur R, Masjuki HH, Jamaluddin MY (2007) An application of energy and exergy analysis

in residential sector of Malaysia. Energy Policy 35:1050–1063

4. International Energy Agency (2002) ECBCS 2002, Energy conservation in buildings and

community service programme, http://www.ecbcs.org Accessed 9 Jan 2008

5. Baehr HD (1980) Zur Thermodynamik des Heizens. II. Prima renergieeinsparung durch

Anergienutzung. Brennstoff-Warme-Kraft, Germany 32(2):47–57

6. Schmidt D (2003) Design of low exergy buildings-method and a pre-design tool. Int J Low

Energ Sustain Build 3:1–47

7. Balta MT, Dincer I, Hepbasli A (2010) Performance and sustainability assessment of energy

options for building HVAC applications. Energ Build 42(8):1320–1328

8. Schmidt D, Juusela MA (2004) Low-exergy systems for heating and cooling of buildings. In:

Proceedings of the 21st conference on passive and low energy architecture, Eindhoven, The

Netherlands, 19–22 September, 2004

9. Balta MT, Dincer I, Hepbasli A (2011) Development of sustainable energy options for

buildings in a sustainable society. Sustain Cit Soc 1(2):72–80

10. TS 825 (1998) Turkish Standard, Heat Insulation Rules in Buildings

11. Karakoc TH (2001) Calculating the central heating system, Demirdokum, Publication

no. 1, 3rd edn (in Turkish).

1088 M.T. Balta et al.

http://iea.org/textbase/nppdf/free/2004/30years.pdf
http://iea.org/textbase/nppdf/free/2004/30years.pdf
http://www.ecbcs.org/


12. Hepbasli A, Balta MT (2007) A study on modeling and performance assessment of a heat

pump system for utilizing low temperature geothermal resources in buildings. Build Environ

42:3747–3756

13. IEA, Low exergy heating and cooling of buildings–Annex 37 from Available from http://

www.vtt.fi/rte/projects/annex37/Index.htm of subordinate document. Accessed 15 May 2009

14. Hepbasli A (2012) Low exergy heating and cooling systems for sustainable buildings and

societies. Renew Sustain Energy Rev 16:73–104

15. Li Z (2006) A new life cycle impact assessment approach for buildings. Build Environ

41:1414–1422

16. Ordonez J, Modi V (2011) Optimizing CO2 emissions from heating and cooling and from the

materials used in residential buildings, depending on their geometric characteristics. Build

Environ 46:2161–2169

17. The National Team for Climate Change the State of Qatar, (2002) Major environmental,

economic and methodological considerations to promote the utilization of NG as a cleaner

or less GHG emitting energy source for the 21th century, Subsidiary Body for Scientific and

Technological Advice, 5–14 June 2002 Available from http://unfccc.int/resource/docs/2002/

sbsta/misc03.pdf of subordinate document. Accessed 25 Nov 2012.

18. Sovacool BK (2008) Valuing the greenhouse gas emissions from nuclear power: a critical

survey. Energy Policy 36:2940–2953

59 Environmental Impact Assessment of Building Energy Systems 1089

http://www.vtt.fi/rte/projects/annex37/Index.htm
http://www.vtt.fi/rte/projects/annex37/Index.htm
http://unfccc.int/resource/docs/2002/sbsta/misc03.pdf
http://unfccc.int/resource/docs/2002/sbsta/misc03.pdf


Chapter 60

Environmental Impact Assessment

of Various Energy Storage Options

for Buildings

Hakan Caliskan, Ibrahim Dincer, and Arif Hepbasli

Abstract The thermochemical, sensible (aquifer) and latent TES systems are

modeled and analyzed using energy, exergy, and enviroeconomic analysis methods

under various environment temperatures while sustainability and environmental

impact assessments are made. The environment (dead state) temperatures consid-

ered are 8, 9, and 10 �C, respectively. Among the TES systems, the hot well of the

aquifer TES has maximum energy and exergy efficiency values of 94.12 % and

88.78 % at a dead state temperature of 8 �C. Furthermore, the most sustainable TES

system is found to be the aquifer TES. On the other hand, this combined TES

system causes maximum 1,864.07 kgCO2/month emissions at 10 �C environment

temperature. So, the total CO2 emission values are directly proportional to the

environment temperature. The total enviroeconomic values are also directly pro-

portional to the environment temperatures. For this system, a maximum of $27.029

CO2 emission is released per month at 10 �C environment temperature. So, these

kinds of systems become more enviroeconomic at low environment temperatures.

Keywords Environmental impact assessment • Energy storage • Buildings

• Energy • Exergy • Enviroeconomic analysis • Sustainability • Dead state
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60.1 Introduction

Energy consumption in the world is expected to rise from 532.5 � 1015 kJ in 2008

to 812.1 � 1015 kJ in 2035 according to International Energy Agency (IEA), with

an increase of 53 %. It is seen that total energy consumptions of the Organisation for

Economic Co-operation and Development (OECD) countries are less than that of

non-OECD countries [1]. The energy consumption between 1990 and 2035 world-

wide is shown in Fig. 60.1.

Energy is also considered as a key input to economic development. It is not

completely neutral with respect to the environment. So, energy includes sustainable

development and environmental impact. The reasons of the environmental issues

are generally related to generation, transformation and utilization of energy. Energy

takes a role about environmental concerns such as air, water and maritime pollu-

tion, radiation, waste disposal, climate change, ozone depletion, etc. [2]. The

energy consumption according to energetic fuel types between 1990 and 2035 in

the world is illustrated in Fig. 60.2.

Especially, the climate change is a biggest issue for politicians and publics.

Concerns related to the economic and environmental aspects of energy have been

growing. According to International Energy Agency, energy-related CO2 emissions

in the world are projected to rise from 30.2 billion metric tons in 2008 to 43.2 billion

metric tons in 2035. This increase in CO2 is about 43 % and most of it occurs in the

developing non-OECD countries due to their policies, such as continued heavy

reliance on fossil fuels for strong economic growth. CO2 emissions per capita in

OECD economies are more than those in non-OECD economies. OECD countries

have high level of fossil fuel use due to their high income. So, their CO2 emissions

per capita have higher levels [1]. The CO2 emissions per capita between 1990 and

2035 in the world are shown in Fig. 60.3.
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In recent years, most of the thermodynamics systems are designed under consid-

eration of the combine of thermodynamics, environmental impacts and cost

accounting disciplines. Theoretical or empirical studies of the economic effects of

environmental policies around the world are generally known as Enviroeconomic.

Particular issues include the costs and benefits of alternative environmental policies

to deal with air pollution, water quality, toxic substances, solid waste, greenhouse

gases (e.g. CO2), and global warming [3].
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Until the end of the twentieth century, environmental issues were seen the major

problems and especially air pollution and climate change are still the potential

problems. Until the early 1990s, the interaction between the environmental impact

and energy utilization became more manifest. Then, it is considered that impact of

energy resource utilization on the environment is best addressed by regarding

exergy. A system’s exergy is described as the maximum shaft work which obtained

by the composite of the system and a specified reference environment. It is assumed

that the reference environment infinite, in equilibrium, and to enclose other

systems. Here, exergy is a property of both the reference environment and

system [4].

Also, the technologies in progress can ensure efficiency, energy security, and

environmental quality. Thermal energy storage (TES) is a hopeful technique. TESs

may reduce the energy consumption, thereby conserving indigenous fossil fuels and

reducing costly imports of energy resources. TES systems are generally three types

as sensible, latent and thermochemical. In sensible TES systems, liquid (or solid) is

heated without phase change, considering its heat capacity and temperature change.

The medium’s temperature changing is used for sensible TES. Latent TES (LTES)

systems use phase change heat at a constant temperature for liquid–solid or solid-

solid phases. It is associated with a phase change of a material and generally used

with Phase Change Material (PCM). Furthermore, in thermochemical TES (TTES)

systems, large quantities of chemical energy is absorbed or released due to shifting

of equilibrium by changing temperature and pressure [5].

60.2 Systems Description

The latent, thermochemical and sensible TES systems are studied and named as

Systems I, II, and III, respectively. Thermochemical and sensible (Aquifer

TES-ATES) TES systems are working with floor heating system (FHS) in the

building while latent TES system (PCM) is working with room air and building

envelope. It is assumed that heating demand of the house is approximately 16 kW

(depending on the assembled TES system) and environment temperatures are

changing between 8 and 10 �C. The schematic layout of the system is illustrated

in Fig. 60.4 and system data and assumptions are listed in Table 60.1.

In System-I, façade construction design is used to store the heat of solar radia-

tion. The absorber plate of the system is a kind of n-paraffin and waxes type PCM

(RT-27). System components of the LTES are a glass, a transparent insulation

material, a PCM, an air channel, a fan and inner insulation material. The PCM

absorbs the solar radiation energy passing through glass and transparent insulation

material. This stored energy is used to heat the air entering the channel and then the

air sent to the room by fan.

In System-II, endothermic reaction occurs and thermal energy is absorbed from

energy sources during the charging process of the TTES. So, two different materials

occur from the thermochemical material and thus the required energy is obtained by
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reaction heat. Two dissociated materials are stored during the storing process. In the

discharging process two dissociated materials combined together with exothermic

reaction and some of the energy is recovered from the fraction of the energy which is

released during the reaction. The water is heated in the solar collector and the

thermochemical material takes the heat from the hot water and operates the charging

reaction (dehydration) of the chemical process. The charging reaction is “SrBr2 · 6

H2O + Heat ! SrBr2 · H2O + 5H2O.” Then the water enters the heat exchanger
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Table 60.1 System data and assumptions made

System-I

Volume of the PCM (m3)

Utilization time of the PCM (h)

Glass area of the PCM-envelope (m2)

Solar radiation rate (W/m2)

Temperature of glass interior surface

(�C)
Melting temperature of PCM (�C)
Final temperature of PCM (�C)
Specific heat of solid PCM (kJ/kg�C)
Specific heat of liquid PCM

(kJ/kg�C)
Melting heat of PCM (kJ/kg)

Mass flow rate of air (kg/s)

4.01

7.22

58.8

800

16

28

41

1.8

2.4

184

0.14741

Temperature of ATES water at HE inlet

(�C)
Temperature of ATES water at HE

outlet (�C)
Reaction enthalpy of TTES (kJ/kgH2O)

Inlet temperature of TTES water (�C)
Outlet temperature of TTES water (�C)
Mass flow rate of FHS water (TTES

discharging) (kg/s)

Temperature of FHS water at input

at TTES (�C)
Temperature of FHS water at output

at TTES (�C)
Standard temperature of TTES (�C)
Charging temperature of the hot well

of ATES (�C)
Discharging temperature of the hot well

of ATES (�C)

13

25

3,732

68

47.5

0.4778

34

25

25

25

24

Temperature of input air (�C)
Pressure of LTES input and output air

(kPa)

Temperature of LTES output air (�C)
Humidity ratio of air at LTES input

(kgm/kgda)

Mole fraction ratio of air at LTES

input (-)

Humidity ratio of air at LTES output

(kgm/kgda)

Mole fraction ratio of air at LTES

outlet (-)

Relative humidity of air at LTES

outlet (%)

Temperature of sun (K)

Dead state (environment) tempera-

ture (�C)
Dead state pressure (kPa)

Humidity ratio of air at dead state

(kgm/kgda)

Mole fraction ratio of air at dead

state (-)

11

101.325

23.5

0.00407

0.00654

50

0.00814

0.01308

45

6,000

10

101.325

0.00381

0.00612

System-III
Charging temperature of the cold well

of ATES (�C)
Discharging temperature of the cold

well of ATES (�C)
Mass flow rate of R-134a for HP (kg/s)

Temperature of R-134a at evaporator

input and output (�C)
Pressure of R-134a at evaporator inlet

and outlet (kPa)

Degree of dryness at evaporator inlet (-)

Degree of dryness at evaporator outlet (-)

Temperature of ATES water at evapora-

tor inlet (�C)
Temperature of ATES water at evapora-

tor outlet (�C)
Mechanical and electrical efficiencies of

compressor (-)

Temperature of R-134a at compressor

outlet (�C)
Pressure of R-134a at compressor outlet

(kPa)

Degree of dryness at evaporator outlet (-)

14

13

0.0876

�4

252.85

0.25

1

24

14

0.85

35.82

800

>1

System-II
Mass flow rate of TTES (charging)

water (kg/s)

Temperature of water at solar collec-

tor inlet (�C)
Temperature of water at solar collec-

tor outlet (�C)

0.4715

40.42

68

70

47.5

Temperature of R-134a at compressor

outlet (�C)
Pressure of R-134a at compressor outlet

(kPa)

Degree of dryness at evaporator outlet (-)

Temperature of R-134a at thrott./exp.

valve inlet (�C)

42.85

815.89

>1

32

815.89

0

(continued)
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through TTES and pump. At the same time, the ATES water is pumped from the

cold well to the hot well. Also, the TTES system water leaves the heat exchanger and

enters to the solar collector to complete the cycle. On the other hand, the discharging

process occurs while the FHS water enters the TTES. So, the discharging reaction

(hydration) happens as “SrBr2 · H2O + 5H2O ! SrBr2 · 6H2O + Heat.”

If System-II is not sufficient due to environmental causes (solar radiation) or the

hot well of ATES is completed, System II is closed and System-III is operated with

charging process. In System-III, the ATES water is pumped when needed from the

hot well to the cold well through the evaporator of the heat pump. At the same time,

R-134a flows in the heat pump unit through evaporator, compressor, condenser, and

valve. Finally, the necessary heat energy of the FHS is taken from the TTES of

System-II or the condenser of System-III. The switch of the systems is operated

through the flow control unit of the FHS. Furthermore, the necessary electricity for

the fan, the compressor and the pumps is taken from “coal fired power station,” which

is the major source of the CO2 emissions contributing to the global warming [5, 6].

60.3 Analysis

60.3.1 Energy Analysis

System-I: LTES + Fan

Energy Analysis of the LTES Charging Process

The energy balance of the LTES charging process is given as follows:

_Ensolar;LTES c ¼ _Enacc;LTES c þ _Enloss;LTES c (60.1)

Table 60.1 (continued)

Total solar collector area (m2)

Temperature of TTES water at pump

inlet (�C)

Pressure of R-134a at thrott./exp. valve

inlet (kPa)

Degree of dryness at thrott./exp. valve

inlet (-)

Mechanical and electrical efficiencies

of compressor (-)

Temperature of TTES water at HE

inlet (�C)
Temperature of TTES water at HE

outlet (�C)
Mass flow rate of ATES water (kg/s)

0.85

48.5

40.42

0.3177

FHS
Mechanical and electrical efficiencies

of compressor (-)

Temperature of FHS water at pump

inlet (�C)
Temperature of FHS water at pump

outlet (�C)

0.85

25

26

Source: [5, 6]
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where _Ensolar;LTES c, _Enacc;LTES c, and _Enloss;LTES c are the solar energy input rate, the

accumulated energy rate, and the energy loss rate of the LTES charging process,

respectively.

The solar energy input rate to the LTES charging process, _Ensolar;LTES c is

expressed by

_Ensolar;LTES c ¼ IT Aglass (60.2)

where IT is the solar radiation and Aglass is the glass area on the building envelope.

The accumulated energy rate (or received heat) of the LTES charging process,
_Enacc;LTES c is determined to be

_Enacc;LTES c ¼ mPCM cp;s ðTPCM;m � Tglass;inÞ þ qt þ cp;l ðTPCM;final � TPCM;mÞ
� �� �

=tPCM

(60.3)

wheremPCM is the mass rate of the PCM, cp;s is the specific heat of solid PCM, cp;l is
the specific heat of liquid PCM,TPCM;m is the phase change (melting) temperature of

PCM, Tglass;in is the interior surface temperature of glass on the building envelope,

TPCM;final is the PCM final temperature at the end of the process,qt is the melting heat

of the PCM, and tPCM is the utilization time of the PCM during the process.

The energy loss rate of the LTES charging process, _Enloss;LTES c , can be found

from the energy balance equation of the LTES charging process as follows:

_Enloss;LTES c ¼ _Ensolar;LTES c � _Enacc;LTES c (60.4)

The energy efficiency of the LTES charging process, ηLTES c is calculated from

ηLTES c ¼
Accumulated energy rate

Solar energy input rate
¼

_Enacc;LTES c

_Ensolar;LTES c

(60.5)

Energy Analysis of the LTES Discharging Process

The energy balance of the LTES discharging process is written as

_Enacc;LTES d ¼ Δ _Enreceived;LTES d þ _Enloss;LTES d (60.6)

where _Enacc;LTES d , Δ _Enreceived;LTES d , and _Enloss;LTES d are the accumulated energy

rate, the net received energy rate, and the energy loss rate of the LTES discharging

process, respectively.
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The accumulated energy rate (heat stored in PCM) of the LTES discharging

process, _Enacc;LTES d is equal to the accumulated energy rate of the charging process,
_Enacc;LTES c as follows:

_Enacc;LTES d ¼ _Enacc;LTES c

¼ _mPCM cp;s ðTPCM;m � Tglass;inÞ þ qt þ cp;l ðTPCM;end � TPCM;mÞ
� �

(60.7)

Net received energy rate of the LTES discharging process, Δ _Enreceived;LTES d is

the difference between the output and input energy rates of the air, as given below:

Δ _Enreceived;LTES d ¼ _Enair;out;LTES d � _Enair;in;LTES d (60.8)

where _Enair;out;LTES d and _Enair;in;LTES d are the output and input energy rates of the

air used in the LTES discharging process, respectively, as follows:

_Enair;out;LTES d ¼ _mair hair;out;LTES d (60.9)

and

_Enair;in;LTES d ¼ _mair hair;in;LTES d (60.10)

where _mair, hair;in;LTES d, and hair;out;LTES d are the mass flow rate of air, the enthalpy

of the input air, and the enthalpy of the output air used in the LTES discharging

process, respectively.

The energy loss rate of the LTES discharging process, _Enloss;LTES d, is determined

from the following energy balance equation.

_Enloss;LTES d ¼ _Enacc;LTES d � Δ _Enreceived;LTES d (60.11)

The energy efficiency of the LTES discharging process, ηLTES d can be calculated

by the relation

ηLTES d ¼
Received energy rate

Accumulated energy rate
¼

_Enreceived;LTES d

_Enacc;LTES d

(60.12)

Energy Analysis of the Fan

The energy balance of the fan is expressed in the rate form as

_Wfan ¼ _Enair;out;fan � _Enair;in;fan (60.13)
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where _Wfan is the fan power. Also, _Enair;in;fan and _Enair;out;fan are the energy input and
output rates of the air used in the fan, respectively, as follows:

_Enair;in;fan ¼ _mair hair;in;fan (60.14)

and

_Enair;out;fan ¼ _mair hair;out;fan (60.15)

where _mair , hair;in;fan and hair;out;fan are the mass flow rate of the air, the enthalpy

of the input air and the enthalpy of the output air used in the fan, respectively.

System-II: TTES + Solar Collector + HE + Pump + Hot Well of ATES

Energy Analysis of the TTES Charging (Dehydration) Process

The charging reaction of the TTES (dehydration) is “SrBr2 · 6H2O + Heat !
SrBr2 · H2O + 5H2O.” So, the energy balance of the TTES charging process is

given as follows:

Δ _Enflow;TTES c ¼
X

Hreaction;TTES c þ _Enloss;TTES c (60.16)

whereΔ _Enflow;TTES c,
P

Hreaction;TTES c and _Enloss;TTES c are the net energy flow rate,

the total energy rate of the reaction and the energy loss rate of the TTES charging

process, respectively.

The net energy flow rate of the TTES charging process, Δ _Enflow;TTES c is

difference between the energy input and output rates of the water used in the

TTES charging process as

Δ _Enflow;TTES c ¼ _Enwater;in;TTES c � _Enwater;out;TTES c (60.17)

with

_Enwater;in;TTES c ¼ _mTTES c hwater;in;TTES c (60.18)

and

_Enwater;out;TTES c ¼ _mTTES c hwater;out;TTES c (60.19)

where _Enwater;in;TTES c and _Enwater;out;TTES c are the energy input and output rates of

the water used in the TTES charging process while _mTTES c , hwater;in;TTES c and

hwater;out;TTES c are the mass flow rate of the water, the enthalpy of the input water
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and the enthalpy of the output water used in the TTES charging process,

respectively.

The total energy rate of the reaction (or reaction energy rate) of the TTES

charging process,
P

Hreaction;TTES c is calculated to be

X
Hreaction;TTES c ¼ nproduct;TTES c ΔHreaction _mproduct;TTES c (60.20)

wherenproduct;TTES c,ΔHreaction, and _mproduct;TTES c are the mole number of the product

H2O, the reaction enthalpy rate, and the mass flow rate of the product used in the

TTES charging process, respectively.

The energy loss rate of the TTES charging process, _Enloss;TTES c is determined

from the energy balance equation of the TTES charging process as follows:

_Enloss;TTES c ¼ Δ _Enflow;TTES c �
X

Hreaction;TTES c (60.21)

The energy efficiency of the TTES charging process, ηTTES c is expressed as

ηTTES c ¼
P

Hreaction;TTES c

Δ _Enflow;TTES c

(60.22)

Energy Analysis of the TTES Discharging (Hydration) Process

The discharging reaction of the TTES (hydration) is “SrBr2 · H2O + 5H2O !
SrBr2 · 6H2O + Heat.” In this regard, energy balance of the TTES discharging

process is written to be

X
Hreaction;TTES d ¼ Δ _Enflow;TTES d þ _Enloss;TTES d (60.23)

where
P

Hreaction;TTES d,Δ _Enflow;TTES d, and _Enloss;TTES d are the total energy rate of

the reaction, the net energy flow rate, and the energy loss rate of the TTES

discharging process, respectively.

The total energy rate of the reaction of the TTES discharging process,P
Hreaction;TTES d is equal to the total energy rate of the reaction of the TTES

charging process,
P

Hreaction;TTES c as follows:

X
Hreaction;TTES d ¼

X
Hreaction;TTES c

¼ nproduct;TTES c ΔHreaction _mproduct;TTES c

(60.24)

The net energy flow rate of the TTES discharging process (also known as heat

transfer rate between TTES and FHS), Δ _Enflow;TTES d is the difference between the

energy input and output rates of the water used in the TTES discharging process and

is given by
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Δ _Enflow;TTES d ¼ _Enwater;out;TTES d � _Enwater;in;TTES d (60.25)

where _Enwater;in;TTES d and _Enwater;out;TTES d are the energy input and output rates of

the water used in the TTES discharging process, respectively, as follows:

_Enwater;in;TTES d ¼ _mTTES d hwater;in;TTES d (60.26)

and

_Enwater;out;TTES d ¼ _mTTES d hwater;out;TTES d (60.27)

where _mTTES d , hwater;in;TTES d and hwater;out;TTES d is the mass flow rate of the water

(also equal to the mass flow rate of the FHS water “ _mFHS”), the enthalpy of the input

water and the enthalpy of the output water used in the TTES discharging process,

respectively (Heat transfer of TTES discharging process used for FHS).

The energy loss rate of the TTES discharging process, _Enloss;TTES d is calculated

from the energy balance equation of the TTES discharging process as

_Enloss;TTES d ¼
X

Hreaction;TTES d � Δ _Enflow;TTES d (60.28)

The energy efficiency of the TTES discharging process, ηTTES d is expressed as

ηTTES d ¼
Δ _Enflow;TTES dP
Hreaction;TTES d

(60.29)

The overall energy efficiency of TTES, ηTTES overall can be calculated as follows:

ηTTES overall ¼
Δ _Enflow;TTES d

Δ _Enflow;TTES c

(60.30)

Energy Analysis of the Solar Collector

The energy balance of the solar collector is written as

_Ensolar;collector ¼ Δ _Enflow;collector þ _Enloss;collector (60.31)

where _Ensolar;collector, Δ _Enflow;collector, and _Enloss;collector are the solar energy rate, the

net energy flow rate, and the energy loss rate of the solar collector, respectively.

The solar energy rate of the solar collector, _Ensolar;collector is expressed as

_Ensolar;collector ¼ IT Acollector (60.32)

where IT is the solar radiation and Acollector is the area of the solar collector.
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The net energy flow rate of the solar collector, Δ _Enflow;collector is the difference

between the energy input and the output rates of the water used in the solar

collector.

Δ _Enflow;collector ¼ _Enwater;out;collector � _Enwater;in;collector (60.33)

where _Enwater;in;collector and _Enwater;out;collector are the energy input and the output rates
of the water used in the solar collector, respectively as

_Enwater;in;collector ¼ _mTTES c hwater;in;collector (60.34)

and

_Enwater;out;collector ¼ _mTTES c hwater;out;collector (60.35)

where _mTTES c, hwater;in;collector and hwater;out;collector are the mass flow rate of the water

ð _mcollector ¼ _mTTES cÞ, the enthalpy of the input water and the enthalpy of the output
water used in the solar collector, respectively.

The energy loss rate of the solar collector, _Enloss;collector is determined from the

balance equation of the solar collector as follows:

_Enloss;collector ¼ _Ensolar;collector � Δ _Enflow;collector (60.36)

The energy efficiency of the solar collector, ηcollector is computed from

ηcollector ¼
Δ _Enflow;collector
_Ensolar;collector

(60.37)

Energy Analysis of the HE

The energy balance of the HE between the TTES unit and the hot well of the ATES

is given by

_EnTTES c;in;HE þ _EnATES hw c;in;HE ¼ _EnTTES c;out;HE þ _EnATES hw c;out;HE (60.38)

where _EnTTES c;in;HE and _EnTTES c;out;HE are the energy input and the output flow rates

of the heat exchanger due to the charging process of the TTES (the water used in

TTES), respectively. Also, _EnATES hw c;in;HE and _EnATES hw c;out;HE are the energy

input and output flow rates of the heat exchanger due to the charging process of the

hot well of ATES (the water used in ATES), respectively. These rates can be

calculated as follows:

_EnTTES c;in;HE ¼ _mTTES c hTTES c;in;HE (60.39)
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_EnTTES c;out;HE ¼ _mTTES c hTTES c;out;HE (60.40)

_EnATES hw c;in;HE ¼ _mATES hATES hw c;in;HE (60.41)

_EnATES hw c;out;HE ¼ _mATES hATES hw c;out;HE (60.42)

where _mTTES c , hTTES c;in;HE and hTTES c;out;HE are the mass flow rate of the TTES

water, the enthalpy of the input and output TTES water of the HE due to the

charging process of the TTES while _mATES , hATES hw c;in;HE and hATES hw c;out;HE

are the mass flow rate of the ATES water, the enthalpy of the input and output

ATES water of the HE due to the charging process of the hot well of ATES,

respectively.

The heat transfer rate of the HE (between TTES and ATES units), _Qht;HE is

calculated by

_Qht;HE ¼ _EnATES hw c;out;HE � _EnATES hw c;in;HE

¼ _EnTTES c;in;HE � _EnTTES c;out;HE (60.43)

Energy Analysis of the Pump (Used with TTES)

The energy balance of the pump used with TTES is given as follows:

_WTTES pump;t ¼ _EnTTES pump;out � _EnTTES pump;in (60.44)

where _WTTES pump;t is the theoretical power of the pump used with TTES,
_EnTTES pump;out and _EnTTES pump;in are energy output and energy input flow rates of

the pump used with TTES, respectively as follows:

_EnTTES pump;out ¼ _mTTES c hTTES pump;out (60.45)

and

_EnTTES pump;in ¼ _mTTES c hTTES pump;in (60.46)

where hTTES pump;out and hTTES pump;in are enthalpy of output and input water of the

pump used with TTES, respectively.

Also, the mechanical power of the pump used with TTES, _WTTES pump;m can be

calculated from

_WTTES pump;m ¼
_WTTES pump;t

ηTTES pump;m ηTTES pump;el

(60.47)
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where ηTTES pump;m and ηTTES pump;el are the mechanical and electrical efficiencies of

the pump used with TTES, respectively.

The energy loss rate of the pump used with TTES, _Enloss;TTES pump is difference

between the mechanical and theoretical powers of the pump used with TTES and is

given by

_Enloss;TTES pump ¼ _WTTES pump;m � _WTTES pump;t (60.48)

Energy Analysis of the Hot Well of ATES

The energy balance of the hot well of ATES are written as follows:

_Enc ATES hw ¼ _End ATES hw þ _Enloss ATES hw (60.49)

where _Enc;ATES hw, _End;ATES hw, and _Enloss;ATES hw are the charging energy rate, the

discharging energy rate, and the energy loss rate of the hot well of ATES,

respectively.

The charging energy rate of the hot well of ATES, _Enc;ATES hw is expressed by

_Enc;ATES hw ¼ _mATES cp;ATES Tc;ATES hw � T0
� �

(60.50)

where _mATES is the mass flow rate of water used in the ATES, cp;ATES is the specific
heat of water,Tc;ATES hw is the charging temperature of the water used in the hot well

of ATES and T0 is the environment temperature (also equal to dead state

temperature).

The discharging energy rate of the hot well of ATES, _End;ATES hw is determined

from

_End;ATES hw ¼ _mATES cp;ATES Td;ATES hw � T0
� �

(60.51)

where Td;ATES hw is the discharging temperature of the water used in the hot well

of ATES.

The energy loss rate of the hot well of ATES, _Enloss;ATES hw is obtained from the

balance equation of the hot well of ATES as follows:

_Enloss ATES hw ¼ _Enc ATES hw � _End ATES hw (60.52)

The energy efficiency of the hot well of ATES, ηATES hw is defined as

ηATES hw ¼
_End ATES hw

_Enc ATES hw

(60.53)
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System-III: Cold Well of ATES + HP

Energy Analysis of the Cold Well of ATES

The energy balance of the cold well of ATES is given as follows:

_Enc ATES cw ¼ _End ATES cw þ _Enloss ATES cw (60.54)

where _Enc ATES cw, _End;ATES cw, and _Enloss;ATES cw are the charging energy rate, the

discharging energy rate, and the energy loss rate of the cold well of ATES,

respectively.

The charging energy rate of the cold well of ATES _Enc;ATES cw is determined by

_Enc;ATES cw ¼ _mATES cp;ATES Tc;ATES cw � T0
� �

(60.55)

where _mATES is the mass flow rate of water used in the ATES, cp;ATES is the specific
heat of water,Tc;ATES cw is the charging temperature of water used in the cold well of

ATES and T0 is the environment temperature.

The discharging energy rate of the cold well of ATES, _End;ATES cw is

calculated from

_End;ATES cw ¼ _mATES cp;ATES Td;ATES cw � T0
� �

(60.56)

where Td;ATES cw is discharging temperature of water used in the cold well of ATES.

The energy loss rate of the cold well of ATES, _Enloss;ATES cw is obtained from

balance equation of the cold well of ATES to be

_Enloss ATES cw ¼ _Enc ATES cw � _End ATES cw (60.57)

The energy efficiency of the hot well of ATES, ηATES cw is written as follows:

ηATES cw ¼
_End ATES cw

_Enc ATES cw

(60.58)

Energy Analysis of the HP

The HP unit consists of evaporator, compressor, condenser and throttling/expansion

valve. The energy balance of the evaporator is expressed to be

_EnHP evap;in þ _EnATES cw c;in;evap ¼ _EnHP evap;out þ _EnATES cw c;out;evap (60.59)

where _EnHP evap;in and _EnHP evap;out are the energy input and output flow rates of

the evaporator due to HP fluid R-134a, respectively. “ _EnATES cw c;in;evap and
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_EnATES cw c;out;evap” are the energy input and output flow rates of the evaporator due

to charging process of the cold well of ATES water, respectively. These parameters

are obtained as follows:

_EnHP evap;in ¼ _mHP hHP evap;in (60.60)

and

_EnHP evap;out ¼ _mHP hHP evap;out (60.61)

and

_EnATES cw c;in;evap ¼ _mATES hATES cw c;in;evap (60.62)

and

_EnATES cw c;out;evap ¼ _mATES hATES cw c;out;evap (60.63)

where _mHP, hHP evap;in and hHP evap;out are the mass flow rate of R-134a used in the

HP, and the enthalpy of input and output fluid (R-134a) of the evaporator, respec-

tively. Also, where _mATES, hATES cw c;in;evap and hATES cw c;out;evap are the mass flow

rate of ATES water, and the enthalpy of input and output ATES water of the

evaporator due to charging process of the cold well of ATES, respectively.

The heat transfer rate of the evaporator (between ATES unit and evaporator of

HP), _Qht;evap is calculated to be

_Qht;evap ¼ _EnATES cw c;in;evap � _EnATES cw c;out;evap

¼ _EnHP evap;out � _EnHP evap;in (60.64)

The energy balance of the compressor is given as

_WHP comp;t ¼ _EnHP comp;out � _EnHP comp;in (60.65)

where _WHP comp;t is the theoretical compressor power. Also _EnHP comp;out and
_EnHP comp;in are the energy output and input flow rates of the compressor, respec-

tively as follows:

_EnHP comp;out ¼ _mHP hHP comp;out (60.66)

and

_EnHP comp;in ¼ _mHP hHP comp;in (60.67)

where hHP comp;out and hHP comp;in are enthalpy of output and input fluids (R-134a) of

the compressor, respectively.
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Also, the mechanical compressor power _WHP comp;m can be calculated by

_WHP comp;m ¼
_WHP comp;t

ηcomp;m ηcomp;el
(60.68)

where ηcomp;m and ηcomp;el are the mechanical and electrical efficiencies of the

compressor, respectively.

The energy loss rate of the compressor _Enloss;HP comp occurs between the

mechanical and theoretical compressor powers as follows:

_Enloss;HP comp ¼ _WHP comp;m � _WHP comp;t (60.69)

The energy balance of the condenser is given to be

_EnHP cond;in þ _EnFHS;in;cond ¼ _EnHP cond;out þ _EnFHS;out;cond (60.70)

where _EnHP cond;in and _EnHP cond;out are the energy input and output flow rates of the

condenser due to HP fluid (R-134a), respectively. Also, _EnFHS;in;cond and
_EnFHS;out;cond are the energy input and output flow rates of the condenser due to

FHS water, respectively. These parameters can be determined as follows:

_EnHP cond;in ¼ _mHP hHP cond;in (60.71)

and

_EnHP cond;out ¼ _mHP hHP cond;out (60.72)

and

_EnFHS;in;cond ¼ _mFHS hFHS;in;cond (60.73)

and

_EnFHS;out;cond ¼ _mFHS hFHS;out;cond (60.74)

where _mHP, hHP cond;in and hHP cond;out are the mass flow rate of R-134a used in the

HP, and the enthalpy of the input and output fluids (R-134a) of the condenser,

respectively. Also, where _mFHS, hFHS;in;cond and hFHS;out;cond are the mass flow rate of

the FHS water, and the enthalpy of input and output FHS water of the condenser,

respectively.

The heat transfer rate of the condenser (between condenser of HP and energy

receiver unit (ERU) of FHS), _Qht;cond is calculated to be

_Qht;cond ¼ _EnFHS;out;cond � _EnFHS;in;cond ¼ _EnHP cond;in � _EnHP cond;out (60.75)
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The energy balance of the throttling/expansion valve is written as follows:

_EnHP thrott;in ¼ _EnHP thrott;out (60.75)

where _EnHP thrott;in and _EnHP thrott;out are the energy input and output flow rates of the

throttling/expansion valve due to HP fluid (R-134a), respectively as follows:

_EnHP thrott;in ¼ _mHP hHP thrott;in (60.77)

and

_EnHP thrott;out ¼ _mHP hHP thrott;out (60.78)

where _mHP, hHP thrott;in and hHP thrott;out are the mass flow rate of R-134a used in the

HP, and the enthalpies of the input and output fluids (R-134a) of the throttling/

expansion valve, respectively.

The COP of the HP, COPHP is obtained from;

COPHP ¼
_Qht;cond

_WHP comp;m

¼
_EnFHS;out;cond � _EnFHS;in;cond

_WHP comp;m

¼
_EnHP cond;in � _EnHP cond;out

_WHP comp;m

(60.79)

FHS: FHU + Pump + ERU

Energy Analysis of the FHU

The energy balance of the FHU is written as follows:

_QFHU ht ¼ _EnFHU in � _EnFHU out (60.80)

where _QFHU ht is the energy transfer rate from the FHU (also known as heat transfer

rate from FHS to the building). Also, _EnFHU in and _EnFHU out are the energy input

and output rates of the FHU, respectively. These parameters can be expressed as

_EnFHU in ¼ _mFHS hFHU in (60.81)

and

_EnFHU out ¼ _mFHS hFHU out (60.82)

where _mFHS,hFHU in andhFHU out are the mass flow rate of the water used in the FHS,

and the enthalpies of the input and output water of the FHU, respectively.
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Energy Analysis of the Pump (Used with FHU)

The energy balance of the pump used with FHU can be written as

_WFHU pump;t ¼ _EnFHU pump;out � _EnFHU pump;in (60.83)

where _WFHU pump;t is the theoretical power of the pump used with FHU. Also _E

nFHU pump;out and _EnFHU pump;in are the energy output and input flow rates of the

pump used with FHU, respectively as follows:

_EnFHU pump;out ¼ _mFHU hFHU pump;out (60.84)

and

_EnFHU pump;in ¼ _mFHU hFHU pump;in (60.85)

where hFHU pump;out and hFHU pump;in are the enthalpies of the output and input water

of the pump used with FHU, respectively.

Also, the mechanical power of the pump used with FHU, _WFHU pump;m is obtained

from

_WFHU pump;m ¼
_WFHU pump;t

ηFHU pump;m ηFHU pump;el

(60.86)

where ηFHU pump;m and ηFHU pump;el are the mechanical and electrical efficiencies of

the pump used with FHU, respectively.

The energy loss rate of the pump used with FHU, _Enloss;FHU pump is difference

between mechanical and theoretical powers of the pump used with TTES to be

_Enloss;FHU pump ¼ _WFHU pump;m � _WFHU pump;t (60.87)

Energy Analysis of the ERU

The ERU of FHS is operated with the System-II and/or System-III. If it is operated

with System-II, the ERU rate of FHS is written as follows:

_EnFHS;ERU ¼ Δ _Enflow;TTES d ¼ _Enwater;out;TTES d � _Enwater;in;TTES d (60.88)

or

_EnFHS;ERU ¼ Δ _Enflow;TTES d ¼ _mTTES d hwater;out;TTES d � hwater;in;TTES d

� �
(60.89)
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If the ERUof FHS is usedwith System-III, the ERU rate of FHS is determined to be

_EnFHS;ERU ¼ _Qht;cond ¼ _EnFHS;out;cond � _EnFHS;in;cond

¼ _EnHP cond;in � _EnHP cond;out (60.90)

or

_EnFHS;ERU ¼ _mFHS hFHS;out;cond � hFHS;in;cond
� �

¼ _mHP hHP cond;in � hHP cond;out

� �
(60.91)

The COP of the HP and FHS, COPHPþFHS can be calculated from

COPHPþFHS ¼
_EnFHS;ERU

_WHP comp;m þ _WFHU pump;m

¼
_Qht;cond

_WHP comp;m þ _WFHU pump;m

(60.92)

or

COPHPþFHS ¼
_EnFHS;out;cond � _EnFHS;in;cond
_WHP comp;m þ _WFHU pump;m

¼
_EnHP cond;in � _EnHP cond;out

_WHP comp;m þ _WFHU pump;m

(60.93)

60.3.2 Exergy Analysis

System-I: LTES + Fan

Exergy Analysis of the LTES Charging Process

The exergy balance of the LTES charging process is written as follows:

_Exsolar;LTES c ¼ _Exacc;LTES c þ _Exloss;LTES c þ _Exdest;LTES c (60.94)

where _Exsolar;LTES c, _Exacc;LTES c, _Exloss;LTES c, and _Exdest;LTES c are the solar exergy

input rate, the accumulated exergy rate, the exergy loss rate, and the exergy

destruction rate of the LTES charging process, respectively.

The solar exergy input rate of the LTES charging process, _Exsolar;LTES c is

obtained from

_Exsolar;LTES c ¼ IT Aglass 1þ 1

3

T0
Tsun

� 	4

� 4

3

T0
Tsun

� 	" #
(60.95)
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where T0 is the dead state temperature (equal to environment temperature) and Tsun
is the sun temperature.

The accumulated exergy rate of the LTES charging process, _Exacc;LTES c is

given as

_Exacc;LTES c ¼ mPCM cp;s ðTPCM;m � Tglass;inÞ � T0 ln
TPCM;m

Tglass;in

� 	
 ��

þ mPCM qt 1� T0
TPCM;m

� 	

þ mPCM cp;l ðTPCM;final � TPCM;mÞ � T0 ln
TPCM;final

TPCM;m

� 	
 �
=tPCM

(60.96)

The exergy loss rate of the LTES charging process, _Exloss;LTES c can be deter-

mined as follows:

_Exloss;LTES c ¼ _Enloss;LTES c 1� T0
TPCM;m

� 	
(60.97)

The exergy destruction rate of the LTES charging process, _Exdest;LTES c is

obtained from exergy balance equation of the LTES charging process:

_Exdest;LTES c ¼ _Exsolar;LTES c � _Exacc;LTES c � _Exloss;LTES c (60.98)

The exergy efficiency of the LTES charging process, ψLTES c is calculated to be

ψLTES c ¼
Accumulated exergy rate

Solar exergy input rate
¼

_Exacc;LTES c

_Exsolar;LTES c

(60.99)

Exergy Analysis of the LTES Discharging Process

The exergy balance of the LTES discharging process is given as

_Exacc;LTES d ¼ Δ _Exreceived;LTES d þ _Exloss;LTES d þ _Exdest;LTES d (60.100)

where _Exacc;LTES d; Δ _Exreceived;LTES d; _Exloss;LTES d; and _Exdest;LTES d are the

accumulated exergy rate, the net received exergy rate, the exergy loss rate,

and the exergy destruction rate of the LTES discharging process, respectively.
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The accumulated exergy rate of the LTES discharging process, _Exacc;LTES d is

equal to accumulated exergy rate of the charging process _Exacc;LTES c as follows:

_Exacc;LTES d ¼ _Exacc;LTES c

¼ _mPCM cp;s ðTPCM;m � Tglass;inÞ � T0 ln
TPCM;m

Tglass;in

� 	
 �

þ _mPCM qt 1� T0
TPCM;m

� 	

þ _mPCM cp;l ðTPCM;final � TPCM;mÞ � T0 ln
TPCM;final

TPCM;m

� 	
 �

(60.101)

The net received exergy rate of the LTES discharging process, Δ _Enreceived;LTES d

is the difference of output and input exergy rates of air as

Δ _Exreceived;LTES d ¼ _Exair;out;LTES d � _Exair;in;LTES d (60.102)

where _Exair;out;LTES d and _Exair;in;LTES d are the output and input exergy rates of the air

used in the LTES discharging process, respectively as follows:

_Exair;out;LTES d ¼ _mair cp;a þ ωair;out;LTES d cp;v
� �

T0
Tair;out;LTES d

T0

� 	

þ _mair 1þ �ωair;out;LTES d

� �
Ra T0 ln

Pair;out;LTES d

P0

� 	

þ _mair Ra T0 1þ �ωair;out;LTES d

� �
ln

1þ �ω0

1þ �ωair;out;LTES d

� 	
 �

þ _mair Ra T0 �ωair;out;LTES d ln
�ωair;out;LTES d

�ω0

� 	
 �

(60.103)

and

_Exair;in;LTES d ¼ _mair cp;a þ ωair;in;LTES d cp;v
� �

T0
Tair;in;LTES d

T0

� 	

þ _mair 1þ �ωair;in;LTES d

� �
Ra T0 ln

Pair;in;LTES d

P0

� 	

þ _mair Ra T0 1þ �ωair;in;LTES d

� �
ln

1þ �ω0

1þ �ωair;in;LTES d

� 	
 �

þ _mair Ra T0 �ωair;in ln
�ωair;in;LTES d

�ω0

� 	
 �

(60.104)
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whereωair;in;LTES d, Tair;in;LTES d, �ωair;in;LTES d, and Pair;in;LTES d are the humidity ratio

of the air at input, temperature of input air, the mole fraction ratio of the air at input,

and the pressure of the air at input of the LTES discharging process, respectively.

Also, ωair;out;LTES d , Tair;out;LTES d , �ωair;out;LTES d , and Pair;out;LTES d are the humidity

ratio of the air at output, the temperature of the output air, the mole fraction ratio of

the air at output, and the pressure of the air at output of the LTES discharging

process, respectively. Furthermore, cp;v is the specific heat of the water vapor, �ω0

is the humidity ratio of the air at dead state, P0 is the dead state pressure (equal to

environment pressure), and Ra is the general gas constant of the air.

The exergy loss rate of the LTES discharging process, _Exloss;LTES d is found from

_Exloss;LTES d ¼ _Enloss;LTES d 1� T0
TPCM;m

� 	
(60.105)

The exergy destruction rate of the LTES discharging process, _Exdest;LTES d is

determined to be

_Exdest;LTES d ¼ _Exacc;LTES d � Δ _Exreceived;LTES d � _Exloss;LTES d (60.106)

The exergy efficiency of the LTES discharging process, ψLTES d is expressed as

ψLTES d ¼
Received exergy rate

Accumulated exergy rate
¼

_Exreceived;LTES d

_Exacc;LTES d

(60.107)

Exergy Analysis of the Fan

The energy balance of the fan is written to be;

_Exair;in;fan þ _Exw;fan ¼ _Exair;out;fan þ _Exdest;fan (60.108)

where _Exw;fan is the exergetic fan power. Also, _Exair;in;fan, _Exair;out;fan, and _Exdest;fan are
the exergy input, the exergy output, and the exergy destruction rates of the air used

in the fan, respectively as follows:

_Exair;in;fan ¼ _mair cp;a þ ωair;in;fan cp;v
� �

T0
Tair;in;fan

T0

� 	

þ _mair 1þ �ωair;in;fan

� �
Ra T0 ln

Pair;in;fan

P0

� 	

þ _mair Ra T0 1þ �ωair;in;fan

� �
ln

1þ �ω0

1þ �ωair;in;fan

� 	
þ �ωair;in ln

�ωair;in;fan

�ω0

� 	
 �

(60.109)
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and

_Exair;out;fan ¼ _mair cp;a þ ωair;out;fan cp;v
� �

T0
Tair;out;fan

T0

� 	

þ _mair 1þ �ωair;out;fan

� �
Ra T0 ln

Pair;out;fan

P0

� 	

þ _mair Ra T0 1þ �ωair;out;fan

� �
ln

1þ �ω0

1þ �ωair;out;fan

� 	
 �

þ _mair Ra T0 �ωair;out;LTES d ln
�ωair;out;fan

�ω0

� 	
 �

(60.110)

where ωair;in;fan, Tair;in;fan, �ωair;in;fan and Pair;in;fan are the humidity ratio of the air at

input, the temperature of the input air, the mole fraction ratio of the air at input, and

the pressure of the air at input of the fan, respectively. Also, ωair;out;fan , Tair;out;fan ,
�ωair;out;fan, andPair;out;fan are the humidity ratio of the air at output, the temperature of

the output air, the mole fraction ratio of the air at output, and the pressure of the air

at output of the fan, respectively.

Also, the exergy destruction of the fan, _Exdest;fan can be calculated from the

exergy balance equation as

_Exdest;fan ¼ _Exair;in;fan þ _Exw;fan � _Exair;out;fan (60.111)

The exergy efficiency of the fan, ψ fan is expressed to be

ψ fan ¼
_Exair;out;fan � _Exair;in;fan

_Exw;fan
(60.112)

System-II: TTES + Solar Collector + HE + Pump + Hot Well of ATES

Exergy Analysis of the TTES Charging (Dehydration) Process

The exergy balance of the TTES charging process is written to be

Δ _Exflow;TTES c ¼
X

_Exreaction;TTES c þ _Exloss;TTES c þ _Exdest;TTES c (60.113)

where Δ _Exflow;TTES c ,
P

_Exreaction;TTES c , _Exloss;TTES c , and _Exdest;TTES c are the net

exergy flow rate, the total exergy rate of reaction, the exergy loss rate, and the

exergy destruction rate of the TTES charging process, respectively.

The net exergy flow rate of the TTES charging process, Δ _Exflow;TTES c is the

difference of the exergy input and output rates of the water used in the TTES

charging process to be
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Δ _Exflow;TTES c ¼ _Exwater;in;TTES c � _Exwater;out;TTES c (60.114)

where _Exwater;in;TTES c and _Exwater;out;TTES c are the exergy input and output rates of

the water used in the TTES charging process, respectively as

_Exwater;in;TTES c ¼ _mTTES c hwater;in;TTES c � hwater;st;TTES
� ��

�Tst swater;in;TTES c � swater;0;TTES
� �� (60.115)

and

_Exwater;out;TTES c ¼ _mTTES c hwater;out;TTES c � hwater;0;TTES
� ��

�Tst swater;out;TTES c � swater;0;TTES
� �� (60.116)

where Tst is the standard temperature of the TTES system. Also, swater;in;TTES c and

swater;out;TTES c are the entropy of the input and output water used in the TTES

charging process. Furthermore, hwater;0;TTES and swater;0;TTES are the enthalpy and

entropy of the water at standard condition used in the TTES charging process,

respectively.

In the exergy analysis of the TTES system, standard temperature and pressure

values are used instead of dead state conditions because standard chemical exergy

(related with Gibbs energy formation) of reaction is calculated in standard temper-

ature and pressure to calculate total exergy rate of the reaction of TTES. So, they are

taken into account for the rest of the exergetic calculation of TTES for reliability of

the system.

The total exergy rate of reaction (or reaction exergy rate) of the TTES charging

process
P

_Exreaction;TTES c is calculated as follows:

X
_Exreaction;TTES c ¼ _Exproduct;reaction;TTES c � _Exreac tan t;reaction;TTES c

¼ NSrBr2H2OðlÞ exchSrBr2H2OðlÞ
� �

þ NH2OðgÞ exchH2OðgÞ

� �h i

� NSrBr26H2OðlÞ exchSrBr26H2OðlÞ

h i

(60.117)

where N and exch;n are the molar flow rate and the standard chemical exergy of the

products and reactants, respectively.

The standard chemical exergy exch;n is found from

exch;n ¼
X

ΔGf þ
X

e
ne exchne (60.118)

where ΔGf is the Gibbs energy formation, ne is the amount of element, and exchne is

the standard chemical exergy of the related element.
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The exergy loss rate of the TTES charging process, _Exloss;TTES c is found by

_Exloss;TTES c ¼ _Enloss;TTES c 1� Tst
Tav;TTES c

� 	
(60.119)

where Tav;TTES c is the average temperature of the TTES charging process as

follows:

Tav;TTES c ¼ Twater;in;TTES c þ Twater;out;TTES c

2
(60.120)

where Twater;in;TTES c and Twater;out;TTES c are the water input and output temperatures

of the TTES charging process.

The exergy destruction rate of the TTES charging process, _Exdest;TTES c is

calculated from the exergy balance equation to be

_Exdest;TTES c ¼ Δ _Exflow;TTES c �
X

_Exreaction;TTES c � _Exloss;TTES c (60.121)

The exergy efficiency of the TTES charging process, ψTTES c is expressed as

ψTTES c ¼
P

_Exreaction;TTES c

Δ _Exflow;TTES c

(60.122)

Exergy Analysis of the TTES Discharging (Hydration) Process

The exergy balance of the TTES discharging process is given by

X
_Exreaction;TTES d ¼ Δ _Exflow;TTES d þ _Exloss;TTES d þ _Exdest;TTES d (60.123)

where
P

_Exreaction;TTES d, Δ _Exflow;TTES d, _Exloss;TTES d, and _Exdest;TTES d are the total

exergy rate of the reaction, the net exergy flow rate, the exergy loss rate, and the

exergy destruction rate of the TTES discharging process, respectively.

The total exergy rate of the reaction of TTES discharging processP
_Exreaction;TTES d is equal to the total exergy rate of the reaction of TTES charging

process
P

_Exreaction;TTES c as

X
_Exreaction;TTES d ¼

X
_Exreaction;TTES c (60.124)

The net exergy flow rate of the TTES discharging process, Δ _Exflow;TTES d is

the difference of exergy input and output rates of the water used in the TTES

discharging process to be

Δ _Exflow;TTES d ¼ _Exwater;out;TTES d � _Exwater;in;TTES d (60.125)
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where _Exwater;in;TTES d and _Exwater;out;TTES d are the energy input and output rates

of the water used in the TTES discharging process, respectively as follows:

_Exwater;in;TTES d ¼ _mTTES d hwater;in;TTES d � hwater;st;TTES
� ��

� Tst swater;in;TTES d � swater;st;TTES
� �� (60.126)

and

_Exwater;out;TTES d ¼ _mTTES d hwater;out;TTES d � hwater;st;TTES
� �

� _mTTES d Tst swater;out;TTES d � swater;st;TTES
� � (60.127)

where swater;in;TTES d and swater;out;TTES d are the entropy of input and output water

used in the TTES charging process, respectively.

The exergy loss rate of the TTES discharging process, _Exloss;TTES d is calculated

from

_Exloss;TTES d ¼ _Enloss;TTES d 1� Tst
Tav;TTES d

� 	
(60.128)

where “Tav;TTES d” is average temperature of the TTES discharging process to be

Tav;TTES d ¼ Twater;in;TTES d þ Twater;out;TTES d

2
(60.129)

where Twater;in;TTES d and Twater;out;TTES d are the water input and output temperatures

of the TTES discharging process.

The exergy destruction rate of the TTES discharging process, _Exdest;TTES d is

obtained from the exergy balance equation as

_Exdest;TTES d ¼
X

_Exreaction;TTES d � Δ _Exflow;TTES d � _Exloss;TTES d (60.130)

The exergy efficiency of the TTES discharging process, ψTTES d is expressed as

ψTTES d ¼
Δ _Exflow;TTES dP
_Exreaction;TTES d

(60.131)

The overall exergy efficiency of the TTES, ψTTES overall can be calculated by

ψTTES overall ¼
Δ _Exflow;TTES d

Δ _Exflow;TTES c

(60.132)
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Exergy Analysis of the Solar Collector

The exergy balance of the solar collector is expressed as

_Exsolar;collector ¼ Δ _Exflow;collector þ _Exloss;collector þ _Exdest;collector (60.133)

where _Exsolar;collector , Δ _Exflow;collector , _Exloss;collector , and _Exdest;collector are the solar

exergy rate, the net exergy flow rate, the exergy loss rate, and the exergy destruction

rate of the solar collector, respectively.

The solar exergy rate of the solar collector, _Exsolar;collector is written to be

_Exsolar;collector ¼ IT Acollector 1þ 1

3

T0
Tsun

� 	4

� 4

3

T0
Tsun

� 	" #
(60.134)

The net exergy flow rate of the solar collector,Δ _Exflow;collector is the difference of
the energy input and output rates of the water used in the solar collector.

Δ _Exflow;collector ¼ _Exwater;out;collector � _Exwater;in;collector (60.135)

where _Exwater;in;collector and _Exwater;out;collector are the exergy input and output rates of

the water used in the solar collector, respectively as follows:

_Exwater;in;collector ¼ _mTTES c hwater;in;collector � hwater;0;collector
� �

� _mTTES c T0 swater;in;collector � swater;0;collector
� � (60.136)

and

_Exwater;out;collector ¼ _mTTES c hwater;out;collector � hwater;0;collector
� �

� _mTTES c T0 swater;out;collector � swater;0;collector
� � (60.137)

where hwater;0;collector and swater;0;collector are the enthalpy and entropy of the water at

the dead state condition, respectively.

The exergy loss rate of the solar collector, _Exloss;collector is found to be

_Exloss;collector ¼ _Enloss;collector 1� T0
Tav;collector

� 	
(60.137)

where Tav;collector is the average temperature of the collector as

Tav;collector ¼ Tin;collector þ Tout;collector
2

(60.139)
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where Tin;collector and Tout;collector are the water input and output temperatures of

the collector.

The exergy destruction rate of the solar collector, _Exdest;collector , is determined

from the exergy balance equation as follows:

_Exdest;collector ¼ _Exsolar;collector � Δ _Exflow;collector � _Exloss;collector (60.140)

The exergy efficiency of the solar collector, ψ collector is computed to be

ψ collector ¼
Δ _Exflow;collector
_Exsolar;collector

(60.141)

Exergy Analysis of the HE

The exergy balance of the HE between the TTES unit and hot well of the ATES is

written as

X
_Exin;HE ¼

X
_Exout;HE þ _Exdest;HE (60.142)

where
P

_Exin;HE,
P

_Exout;HE, and _Exdest;HE are the total exergy input rate, the total

exergy output rate, and the exergy destruction rate of the HE, respectively.

The total exergy input rate of the HE can be express to be

X
_Exin;HE ¼ _ExTTES c;in;HE þ _ExATES hw c;in;HE (60.143)

where _ExTTES c;in;HE is the exergy input flow rate of the heat exchanger due to the

charging process of TTES (water used in TTES), and _ExATES hw c;in;HE is the exergy

input flow rate of the HE due to the charging process of the hot well of ATES (water

used in ATES). These parameters are calculated as follows:

_ExTTES c;in;HE ¼ _mTTES c hTTES c;in;HE � hwater;0;HE
� ��

�T0 sTTES c;in;HE � swater;0;HE
� �� (60.144)

and

_ExATES hw c;in;HE ¼ _mATES hATES hw c;in;HE � hwater;0;HE
� ��

�T0 sATES hw c;in;HE � swater;0;HE
� �� (60.145)

where hwater;0;HE and swater;0;HE are the enthalpy and entropy of the water at the dead
state condition, respectively.
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The total exergy output rate of the HE is determined as

X
_Exout;HE ¼ _ExTTES c;out;HE þ _ExATES hw c;out;HE (60.146)

where _ExTTES c;out;HE is the exergy output flow rate of the HE due to the charging

process of TTES, and _ExATES hw c;out;HE is the exergy output flow rate of the heat

exchanger due to the charging process of the hot well of ATES. These parameters

can be computed as follows:

_ExTTES c;out;HE ¼ _mTTES c hTTES c;out;HE � hwater;0;HE
� ��

�T0 sTTES c;out;HE � swater;0;HE
� �� (60.147)

and

_ExATES hw c;out;HE ¼ _mATES hATES hw c;out;HE � hwater;0;HE
� �

� _mATES T0 sATES hw c;out;HE � swater;0;HE
� � (60.148)

The exergy destruction rate of the HE, _Exdest;HE is found from

_Exdest;HE ¼
X

_Exin;HE �
X

_Exout;HE (60.149)

The exergy efficiency of the HE, ψHE is written as

ψHE ¼
_ExATES hw c;out;HE � _ExATES hw c;in;HE

_ExTTES c;in;HE � _ExTTES c;out;HE

(60.150)

Exergy Analysis of the Pump (Used with TTES)

The exergy balance of the pump used with TTES is given to be

_ExTTES pump;in þ _Exw;TTES pump;m ¼ _ExTTES pump;out þ _ExTTES pump;dest (60.151)

where _ExTTES pump;in , _ExTTES pump;out , _Exw;TTES pump;m , and _ExTTES pump;dest are the

exergy input flow rate, the exergy output flow rate, the exergetic power, and the

exergy destruction rate of the pump used with the TTES, respectively as follows:

_ExTTES pump;in ¼ _mTTES c hTTES pump;in � hTTES pump;0

� ��

�T0 sTTES pump;in � sTTES pump;0

� �� (60.152)

and

_ExTTES pump;out ¼ _mTTES c hTTES pump;out � hTTES pump;0

� ��

�T0 sTTES pump;out � sTTES pump;0

� �� (60.153)
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and

_Exw;TTES pump;m ¼ _WTTES pump;m (60.154)

and

_ExTTES pump;dest ¼ _ExTTES pump;in þ _Exw;TTES pump;m � _ExTTES pump;out (60.155)

where hTTES pump;0 and sTTES pump;0 are the enthalpy and entropy of the water at the

dead state condition, respectively.

The exergy efficiency of the pump used with the TTES, ψTTES pump is written as

ψTTES pump ¼
_ExTTES pump;out � _ExTTES pump;in

_Exw;TTES pump;m

(60.156)

Exergy Analysis of the Hot Well of ATES

The exergy balance of the hot well of ATES can be given as follows:

_Exc ATES hw ¼ _Exd ATES hw þ _Exdest ATES hw (60.157)

where _Exc;ATES hw, _Exd;ATES hw, and _Exloss;ATES hw are the charging exergy rate, the

discharging exergy rate, and the exergy loss rate of the hot well of ATES,

respectively.

The charging exergy rate of the hot well of ATES, _Exc;ATES hw is determined by

_Exc;ATES hw ¼ _Enc;ATES hw � _mATES cp;ATES T0 ln
Tc;ATES hw

T0

� 	
(60.158)

The discharging exergy rate of the hot well of ATES, _Exd;ATES hw is calculated as

_Exd;ATES hw ¼ _End;ATES hw � _mATES cp;ATES T0 ln
Td;ATES hw

T0

� 	
(60.159)

The exergy destruction rate of the hot well of ATES, _Exloss;ATES hw is obtained

from the exergetic balance equation as follows:

_Exdest ATES hw ¼ _Exc ATES hw � _Exd ATES hw (60.160)

The exergy efficiency of the hot well of ATES, ψATES hw is computed from

ψATES hw ¼
_Exd ATES hw

_Exc ATES hw

(60.161)
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System-III: Cold Well of ATES + HP

Exergy Analysis of the Cold Well of ATES

The exergy balance of the cold well of ATES can be written as follows:

_Exc ATES cw ¼ _Exd ATES cw þ _Exdest ATES cw (60.162)

where _Exc;ATES cw , _Exd;ATES cw , and _Exloss;ATES cw are the charging exergy rate, the

discharging exergy rate, and the exergy loss rate of the cold well of ATES,

respectively.

The charging exergy rate of the cold well of ATES, _Exc;ATES cw is calculated by

_Exc;ATES cw ¼ _Enc;ATES cw � _mATES cp;ATES T0 ln
Tc;ATES cw

T0

� 	
(60.163)

The discharging exergy rate of the cold well of ATES, _Exd;ATES cw is computed

to be

_Exd;ATES cw ¼ _End;ATES cw � _mATES cp;ATES T0 ln
Td;ATES cw

T0

� 	
(60.164)

The exergy destruction rate of the cold well of ATES, _Exloss;ATES cw is determined

from the exergy balance equation as follows:

_Exdest ATES cw ¼ _Exc ATES cw � _Exd ATES cw (60.165)

The exergy efficiency of the cold well of ATES, ψATES cw is given by

ηATES cw ¼
_Exd ATES cw

_Exc ATES cw

(60.166)

Energy Analysis of the HP

The exergy balance of the evaporator is written as

X
_Exin;evap ¼

X
_Exout;evap þ _Exdest;evap (60.167)

where
P

_Exin;evap ,
P

_Exout;evap , and _Exdest;evap are the total exergy input rate, the

total exergy output rate, and the exergy destruction rate of the evaporator,

respectively.
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The total exergy input rate of the evaporator,
P

_Exin;evap can be determined from

X
_Exin;evap ¼ _ExHP evap;in þ _ExATES cw c;in;evap (60.168)

where _ExHP evap;in is the exergy input flow rate of the evaporator due to the HP fluid

R-134a, and _ExATES cw c;in;evap is the exergy input flow rate of the evaporator due to

the charging process of the cold well of ATES water. These parameters are

expressed as follows:

_ExHP evap;in ¼ _mHP hHP evap;in � hHP evap;0

� �� T0 sHP evap;in � sHP evap;0

� �� �

(60.169)

and

_ExATES cw c;in;evap ¼ _mATES hATES cw c;in;evap � hATES cw c;0;evap

� �

� _mATES T0 sATES cw c;in;evap � sATES cw c;0;evap

� � (60.170)

where hATES cw c;0;evap and sATES cw c;0;evap are the enthalpy and entropy of the water

at the dead state condition, respectively. Also, hHP evap;0 and sHP evap;0 are the

enthalpy and entropy of the R-134a at the dead state condition, respectively.

The total exergy output rate of the evaporator,
P

_Exout;evap is determined as

X
_Exout;evap ¼ _ExHP evap;out þ _ExATES cw c;out;evap (60.171)

where _ExHP evap;out is the exergy output flow rate of the evaporator due to the HP

fluid R-134a, and _ExATES cw c;out;evap is the exergy output flow rate of the evaporator

due to the charging process of the cold well of ATES water. These parameters can

be written as follows:

_ExHP evap;out ¼ _mHP hHP evap;out � hHP evap;0

� �� T0 sHP evap;out � sHP evap;0

� �� �

(60.172)

and

_ExATES cw c;out;evap ¼ _mATES hATES cw c;out;evap � hATES cw c;0;evap

� �

� _mATES T0 sATES cw c;out;evap � sATES cw c;0;evap

� � (60.173)

The exergy destruction rate of the evaporator, _Exdest;evap is computed by

_Exdest;evap ¼
X

_Exin;evap �
X

_Exout;evap (60.174)
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The exergy efficiency of the evaporator, ψ evap is written as

ψevap ¼
_ExATES cw c;in;evap � _ExATES cw c;out;evap

_ExHP evap;in � _ExHP evap;out

(60.175)

The exergy balance of the compressor is given to be

_ExHP comp;in þ _ExHP comp;w;m ¼ _ExHP comp;out þ _ExHP comp;dest (60.176)

where _ExHP comp;in , _ExHP comp;out , _ExHP comp;w;m , and _ExHP comp;dest are the exergy

input flow rate, the exergy output flow rate, the exergetic power, and the exergy

destruction rate of the compressor, respectively as follows:

_ExHP comp;in ¼ _mHP hHP comp;in � hHP comp;0

� �� T0 sHP comp;in � sHP comp;0

� �� �

(60.177)

and

_ExHP comp;out ¼ _mHP hHP comp;out � hHP comp;0

� �� T0 sHP comp;out � sHP comp;0

� �� �

(60.178)

where hHP comp;0 and sHP comp;0 are the enthalpy and entropy of the R-134a at dead

state condition, respectively.

The exergetic power of the compressor, _ExHP comp;w;m is equal to mechanical

compressor power _WHP comp;m as

_ExHP comp;w;m ¼ _WHP comp;m (60.179)

The exergy destruction rate of the compressor, _ExHP comp;dest can be determined

to be

_ExHP comp;dest ¼ _ExHP comp;in þ _ExHP comp;w;m � _ExHP comp;out (60.180)

The exergy efficiency of the compressor, ψ comp is given as

ψ comp ¼
_ExHP comp;out � _ExHP comp;in

_ExHP comp;w;m

(60.181)

The exergy balance of the condenser is written to be

X
_Exin;cond ¼

X
_Exout;cond þ _Exdest;cond (60.182)
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where
P

_Exin;cond ,
P

_Exout;cond , and _Exdest;cond are the total exergy input rate, the

total exergy output rate, and the exergy destruction rate of the condenser,

respectively.

The total exergy input rate of the condenser,
P

_Exin;cond can be obtained from

X
_Exin;cond ¼ _ExHP cond;in þ _ExFHS;in;cond (60.183)

where _ExHP cond;in is the exergy input flow rate of the condenser due to the HP fluid

R-134a, and _ExFHS;in;cond is the exergy input flow rate of the condenser due to the

FHS water. These parameters are given as follows:

_ExHP cond;in ¼ _mHP hHP cond;in � hHP cond;0

� �� T0 sHP cond;in � sHP cond;0

� �� �

(60.184)

and

_ExFHS;in;cond ¼ _mFHS hFHS;in;cond � hFHS;0;cond
� �� T0 sFHS;in;cond � sFHS;0;cond

� �� �

(60.185)

where hFHS;0;cond and sFHS;0;cond are the enthalpy and entropy of the water at the dead
state condition, respectively. Also, hHP cond;0 and sHP cond;0 are the enthalpy and

entropy of the R-134a at the dead state condition, respectively.

The total exergy output rate of the condenser
P

_Exout;cond is computed to be

X
_Exout;cond ¼ _ExHP cond;out þ _ExFHS;out;cond (60.186)

where _ExHP cond;out is the exergy output flow rate of the condenser due to the HP

fluid R-134a, and _ExFHS;out;cond is the exergy output flow rate of the evaporator due to

the FHS water. These parameters can be obtained as follows:

_ExHP cond;out ¼ _mHP hHP cond;out � hHP cond;0

� �� T0 sHP cond;out � sHP cond;0

� �� �

(60.187)

and

_ExFHS;out;cond ¼ _mFHS hFHS;out;cond � hFHS;0;cond
� �� T0 sFHS;out;cond � sFHS;0;cond

� �� �

(60.188)

The exergy destruction rate of the condenser, _Exdest;cond is expressed by

_Exdest;cond ¼
X

_Exin;cond �
X

_Exout;cond (60.189)
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The exergy efficiency of the condenser, ψ cond is determined as

ψ cond ¼
_ExFHS;out;cond � _ExFHS;in;cond
_ExHP cond;in � _ExHP cond;out

(60.190)

The exergy balance of the throttling/expansion valve is given to be

_ExHP thrott;in ¼ _ExHP thrott;in þ _ExHP thrott;dest (60.191)

where _ExHP thrott;in, _ExHP thrott;in and _ExHP thrott;dest are the exergy input flow rate, the

exergy output flow rate, and the exergy destruction rate of the throttling/expansion

valve due to the HP fluid R-134a, respectively as follows:

_ExHP thrott;in ¼ _mHP hHP thrott;in � hHP thrott;0

� �� T0 sHP thrott;in � sHP thrott;0

� �� �

(60.192)

and

_ExHP thrott;out ¼ _mHP hHP thrott;out � hHP thrott;0

� �� T0 sHP thrott;out � sHP thrott;0

� �� �

(60.193)

where hHP thrott;0 and sHP thrott;0 are the enthalpy and entropy of the R-134a at the

dead state condition, respectively.

The exergy destruction rate of the throttling/expansion valve, _ExHP thrott;dest can

be calculated from

_ExHP thrott;dest ¼ _ExHP thrott;in � _ExHP thrott;in (60.194)

The exergy efficiency of the throttling/expansion valve, ψ thrott is determined as

ψ thrott ¼
_ExHP thrott;in

_ExHP thrott;in

(60.195)

The exergetic COP of the HP, COPexHP is obtained from

COPexHP ¼ COPHP 1� T0
Tav;HP

� 	
(60.196)

whereTav;HP is the average temperature of the HP working between the cold and hot

sources as follows:

Tav;HP ¼ Tav;HP;cold source þ Tav;HP;hot source
2

(60.197)

where Tav;HP;cold source and Tav;HP;hot source are the average temperatures of the cold

and hot sources of the HP, respectively.
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FHS: FHU + Pump + ERU

Exergy Analysis of the FHU

The exergy balance of the FHU is given to be

_ExFHU in ¼ _ExFHU out þ _ExFHU ht þ _ExFHU dest (60.198)

where _ExFHU in , _ExFHU out , _ExFHU ht , and _ExFHU dest are the exergy transfer rate

(from the FHU to building), the exergy input rate, the exergy output rate, and the

exergy destruction rate of the FHU, respectively. These parameters are determined

as follows:

_ExFHU in ¼ _mFHS hFHU in � hFHU 0ð Þ � T0 sFHU in � sFHU 0ð Þ½ � (60.199)

and

_ExFHU out ¼ _mFHS hFHU out � hFHU 0ð Þ � T0 sFHU out � sFHU 0ð Þ½ � (60.200)

where hFHU 0 and sFHU 0 are the enthalpy and entropy of the FHS water at the dead

state condition, respectively.

The exergy transfer rate of the FHU, _ExFHU ht is computed from

_ExFHU ht ¼ _QFHU ht 1� T0
Tav;FHS

� 	
(60.201)

where Tav;FHS is the average temperature of the FHU as follows:

Tav;FHS ¼ TFHU in þ TFHU out

2
(60.202)

where TFHU in and TFHU out are the input and output temperatures of the FHU.

The exergy destruction of the FHU, _ExFHU dest can be determined as

_ExFHU dest ¼ _ExFHU in � _ExFHU out � _ExFHU ht (60.203)

The exergy efficiency of the FHU, ψFHU is determined as

ψFHU ¼
_ExFHU ht

_ExFHU in � _ExFHU out

(60.204)
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Exergy Analysis of the Pump (Used with FHU)

The exergy balance of the pump used with TTES is written as

_ExFHU pump;in þ _Exw;FHU pump;m ¼ _ExFHU pump;out þ _ExFHU pump;dest (60.205)

where _ExFHU pump;in , _Exw;FHU pump;m , _ExFHU pump;out , and _ExFHU pump;dest are he

exergy input flow rate, the exergy output flow rate, the exergetic power, and

the exergy destruction rate of the pump used with the FHU, respectively as follows:

_ExFHU pump;in ¼ _mFHU hFHU pump;in � hFHU pump;0

� ��

�T0 sFHU pump;in � sFHU pump;0

� �� (60.206)

and

_ExFHU pump;out ¼ _mFHU hFHU pump;out � hFHU pump;0

� ��

�T0 sFHU pump;out � sFHU pump;0

� �� (60.207)

and

_Exw;FHU pump;m ¼ _WFHU pump;m (60.208)

and

_ExFHU pump;dest ¼ _ExFHU pump;in þ _Exw;FHU pump;m � _ExFHU pump;out (60.209)

where hFHU pump;0 and sFHU pump;0 are the enthalpy and entropy of the water at the

dead state condition, respectively.

The exergy efficiency of the pump used with FHU, ψFHU pump is found from

ψFHU pump ¼
_ExFHU pump;out � _ExFHU pump;in

_Exw;FHU pump;m

(60.210)

Exergy Analysis of the ERU

If the ERU is used with System-II, the exergetic ERU rate of the FHS is written to

be:

_ExFHS;ERU ¼ Δ _Exflow;TTES d ¼ _Exwater;out;TTES d � _Exwater;in;TTES d (60.211)

If the ERU of FHS is operated with System-III, the exergetic ERU rate of the

FHS is obtained from
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_ExFHS;ERU ¼ _ExFHS;out;cond � _ExFHS;in;cond ¼ _ExHP cond;in � _ExHP cond;out (60.212)

The exergetic COP of the HP and FHS, COPexHPþFHS
can be calculated by

COPexHPþFHS
¼ COPHPþFHS 1� T0

Tav;HPþFHS

� 	
(60.213)

whereTav;HPþFHS is the average temperature of the combined HP and FHS system as

follows:

Tav;HPþFHS ¼ Tav;HPþFHS;cold source þ Tav;HPþFHS;hot source

2
(60.214)

where Tav;HPþFHS;cold source and Tav;HPþFHS;hot source are the average temperatures of

the cold and hot sources of the combined HP and FHS system, respectively.

60.3.3 Sustainability Assessment

Sustainability is called as a key to solve ecological, economic, and developmental

problems. Also, it is developed into a blueprint for reconciling economic and

ecological necessities. Sustainable development requires using the resources effi-

ciently. In this regard, exergy is important in improving efficiency. More efficient

usage of the resources results to contribute to development over a longer period of

time [7]. Sustainability analysis is associated with SI parameter, and it is a function

of exergy efficiency (Ψ) as follows [4]:

SI ¼ 1

1� Ψ
(60.215)

60.3.4 Environmental Impact Assessment

Utilization of energy may cause global warming, ozone depletion, climate change,

acid rain, etc. Greenhouse gases (GHGs) play an important role to cause the most

environmental effect. The CO2 releasing in the utilization of energy resources has

the major GHG effect. In this regard, GHG calculation is essential to make an

environmental assessment [3].

The system considered here has various units of equipment working with elec-

tricity. It is considered that the fan, the compressor and the pumps take the necessary

electricity from the “coal fired power station,” which produces electricity usually for

the public utilization. The coal-fired power station causes an environmental damage

because of its GHGs releasing. The CO2 emissions are released from the station
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due to the electricity generation to meet the buildings’ electricity demands. So, the

negative impacts on climate change, acid rain, and ozone depletion may increase

during the energy consumption. Thus, the CO2 emission releasing in a specific

period of time is calculated.

The GHG emissions based on life cycle estimation for electricity generators

are listed in Table 60.2. Coal-fired power stations have CO2 emission value of

“960 gCO2/kW h” including life cycle estimates. The environmental analysis of the

system can be applied basing on the electricity consumption and CO2 emission rate

in a given time as follows:

xCO2
¼ ðyCO2

Þ _Wconsume tworking
103

(60.216)

where xCO2
is the CO2 emission (kgCO2/month), yCO2

is the CO2 emission value for

the coal-fired electricity generator (960 gCO2/kW h), _Wconsume is the consumed

power of the related system component (kW), and tworking is the working hours of the

related system component in a period of time (h/month) [3, 8].

60.3.5 Enviroeconomic Analysis

Enviroeconomic analysis can be also named as environmental cost analysis, and

it bases on carbon price (CO2) and released carbon quantity. Determination of

the carbon price is one of the major methods to reduce greenhouse gas emissions.

The carbon price is an approach imposing a cost on the emission of greenhouse

gases which cause global warming. Paying a price for CO2 released into the

atmosphere is a way of motivating people and countries to reduce carbon emissions

Table 60.2 GHG emissions based on life cycle estimation for electricity generators

Method Configuration Estimate (gCO2/kW h)

Biogas Anaerobic digestion 11

Biomass Forest wood reciprocating engine 27

Biomass Waste wood steam turbine 31

Biomass Short rotation forestry reciprocating engine 41

Biomass Forest wood Co-combustion with hard coal 14

Biomass Forest wood steam turbine 22

Biomass Short rotation forestry Co-combustion with hard coal 23

Coal Various generator types with scrubbing 960

Coal Various generator types without scrubbing 1,050

Diesel Various generator and turbine types 778

Fuel Cell Hydrogen from gas reforming 664

Heavy oil Various generator and turbine types 778

Natural gas Various combined cycle turbines 443

Nuclear Various reactor types 66

Source: [8]
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[3]. It also provides an incentive to invest and deploy renewable energy technology

that does not emit carbon to the atmosphere. Also, the pricing method would also

act as a disincentive for electricity generators to use relatively more polluting coal,

gas and oil fired stations [9]. The international carbon price is between 13 $/tCO2

and 16 $/tCO2 for the low and high pledge scenario [10]. So, this value can be taken

on average to be 14.5 $/tCO2. Thus, the enviroeconomic analysis, basing on the

CO2 releasing and CO2 emission price, is written as follows:

CCO2
¼ ðcCO2

Þ xCO2
ð Þ (60.217)

where CCO2
is the environmental cost parameter, which is based on the environ-

mental analysis (CO2 emission price in a given time) ($/month), cCO2
is the CO2

emission price per tCO2 (14.5 $/tCO2), and xCO2
is the CO2 emission releasing in a

given time (tCO2/month).

60.4 Results and Discussion

The three types of TES systems are investigated along with energy, exergy, and

environmental analyses, also sustainability and environmental impact assessments

are applied. Various environmental temperatures are considered as 8, 9, and 10 �C.
In the energy analysis, the charging process of the LTES system is not affected by

the environment temperature variation. The temperature, specific heat, and mass

flow rate are constant during the phase changing of the PCM, and solar energy input

rate is associated with the solar radiation and panel area. The solar energy input rate

is found to be 47.041 kW, and 31.715 % of it is lost. So, 14.919 kW accumulated

energy rate is obtained with an efficiency of 68.285 %.

The air temperatures are different at the inlet and outlet of the air channel. So,

only energy of the air changes with different environment conditions. The maxi-

mum and minimum received energy rates of the discharging process of the LTES

system are found to be 1.866 kW and 1.857 kW at 10 �C and 8 �C environment

temperatures, respectively. Also, the maximum and minimum energy lose rates of

the discharging process of the LTES system are calculated as 30.265 kW and

30.256 kW at 8 �C and 10 �C environment temperatures while the maximum and

minimum energy efficiencies of the discharging process of the LTES system are

determined to be 5.81 % and 5.782 % at 10 �C and 8 �C environment temperatures,

respectively. The energy analysis results of the discharging process of the LTES

system are shown in Fig. 60.5.

The TTES system is not affected from the various environment temperatures due

to its calculation at a standard temperature (due to Gibbs energy formation). In the

charging process of the TTES system, the net flow energy rate is calculated as

40.408 kW, and 15.196 % of it is lost, so 34.267 kW reaction energy rate occurs.

The reaction energy rate is constant and in the discharging process of the TTES
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system, 53.286 % of the reaction energy is lost, so 16.007 kW net flow energy rate is

obtained. If the both of the charging and discharging processes of the TTES are

considered, the overall energy efficiency of the TTES system is determined as

39.615 %. The energy analysis results of the TTES system are given in Fig. 60.6.

In the hot well of the ATES system, the maximum values are obtained at 8 �C
environment temperature. At this temperature, the charging and the discharging

energy rates found as 22.631 kW and 21.3 kW, respectively. Furthermore, the

maximum charging energy rate, the discharging energy rate, and the energy effi-

ciency of the cold well of the ATES system are found to be 7.987 kW, 6.656 kW,
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and 83.333 % at 8 �C environment temperature. The minimum values are obtained

at 10 �C environment temperature for both of the wells. The energy analysis results

of the ATES system is illustrated in Fig. 60.7.

The exergy analysis results of the charging process of the LTES system are given

in Fig. 60.8. The maximum solar exergy input rate, the accumulated exergy rate,

and the exergy loss rate of the charging process of the LTES system are calculated

as 44.102 kW, 2.16 kW, and 0.991 kW at 8 �C dead state temperature, respectively.

Only the maximum exergy destruction rate of the charging process of the LTES

system is found to be 41.242 kW at 10 �C dead state temperatures,

The exergy analysis results of the discharging process of the LTES system are

shown in Fig. 60.9. The maximum accumulated exergy rate, the exergy loss rate,
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the exergy destruction rate, and the received exergy rate of the discharging process

of the LTES system are found to be 2.160 kW, 2.01 kW, 0.104 kW, and 0.0465 kW

at 8 �C dead state temperature, respectively.

The exergy rate of reaction is constant as 0.861 kW in the TTES system. In the

charging process of the TTES system, the net flow exergy rate, the exergy loss rate,

and the exergy destruction rate are determined as 3.970 kW, 0.608 kW, and

2.501 kW, respectively while in the discharging process the corresponding values

are found as 0.279 kW, 0.301 kW, and 0.281 kW. The exergy analysis results of the

TTES system are given in Fig. 60.10.

The exergy analysis results of the sensible TES system are illustrated in

Fig. 60.11. In the hot well of the ATES system, the maximum charging exergy
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rate, the discharging exergy rate, and the exergy destruction rate are determined to

be 0.658 kW, 0.584 kW, and 0.074 kW at 8 �C dead state temperature, respectively.

Furthermore, the maximum charging exergy rate, the discharging exergy rate, and

the exergy destruction rate of the cold well of the ATES system are calculated as

0.084 kW, 0.058 kW, and 0.026 kW at 8 �C dead state temperature, respectively.

The exergy efficiencies of the all TES systems are shown in Fig. 60.12, while the

efficiencies of the all system components are tabulated in Table 60.3. The maxi-

mum and minimum energy efficiencies of the discharging process of the LTES

system are determined to be 5.81 % and 5.782 % at 10 �C and 8 �C environment

temperatures, respectively, while the energy efficiency of the charging process of

the LTES system is calculated as 68.285 %. In the charging process of the TTES

system, the energy efficiency is estimated as 84.804 %, while the corresponding

efficiency is computed to be 46.714 % in the discharging process. If the both
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charging and discharging processes of the TTES system are considered, the overall

energy efficiency of it is found to be 39.615 %. Also, in the hot well of the ATES

system, the maximum energy efficiency is determined to be 94.118 % at 8 �C
environment temperature while the minimum rate is obtained as 93.333 % at 10 �C
environment temperature. In the cold well of the ATES the maximum energy

efficiency is found to be 83.333 % at 8 �C environment temperature, while

minimum rate is calculated as 75 % at 10 �C environment temperature.

The maximum exergy efficiency of the charging process of the LTES system is

found as 4.898 % at 8 �C dead state temperature, while the minimum one is

calculated to be 4.417 % at 10 �C dead state temperature. Also, the maximum

exergy efficiency of the discharging process of the LTES system is determined as

2.378 % at 10 �C dead state temperature. The exergy efficiency of the charging and

discharging processes of the TTES system are computed as 21.686 % and

Table 60.3 Efficiencies of

the all system components
Component

Dead state temperature (�C)

Average8 9 10

Energy efficiency (%)

LTES-Charging 68.29 68.29 68.29 68.29

LTES-Discharging 5.78 5.80 5.81 5.80

Solar Collector 97.16 97.16 97.16 97.16

TTES-Charging 84.80 84.80 84.80 84.80

TTES-Discharging 46.71 46.71 46.71 46.71

TTES-Overall 39.61 39.61 39.61 39.61

ATES-Hot Well 94.12 93.75 93.33 93.73

ATES-Cold Well 83.33 80.00 75.00 79.44

Exergy efficiency (%)

LTES-Charging 4.90 4.66 4.42 4.66

LTES-Discharging 2.15 2.26 2.38 2.26

Fan 0.1793 0.1779 0.1732 0.1769

Solar Collector 14.61 14.30 13.98 14.30

Heat Exchanger 32.23 30.07 27.79 30.03

TTES-Charging 21.69 21.69 21.69 21.69

TTES-Discharging 32.43 32.43 32.43 32.43

TTES-Overall 7.03 7.03 7.03 7.03

ATES-Hot Well 88.78 88.09 87.31 88.06

ATES-Cold Well 69.61 64.15 56.38 63.38

Evaporator 84.27 70.68 59.04 71.33

Compressor 58.37 58.32 58.27 58.32

Thrott./Exp. Valve 88.21 88.45 88.64 88.43

Condenser 91.46 91.06 90.63 91.05

Floor Heating Unit 98.28 98.20 98.10 98.19

Pump FHS 4.54 4.30 4.06 4.30

Pump TTES 7.84 7.61 7.38 7.61

Pump ATES-HW 7.27 7.04 6.81 7.04

Pump ATES-CW 0.81 0.56 0.31 0.56

Source: [5, 6]
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32.428 %, respectively, while the overall exergy efficiency of the TTES system is

calculated to be 7.032 %. In the hot and cold wells of the ATES system, the

maximum exergy efficiencies are found as 88.782 % and 69.607 % at 8 �C dead

state temperature, respectively.

The sustainability analysis results of the TES systems are given in Fig. 60.13.

It is found that the maximum sustainable TES system is ATES system, while

minimum one is LTES system. The maximum SI rate is determined to be 8.914

for the hot well of ATES at 8 �C dead state temperature. Also, the minimum SI

rate is calculated as 1.022 for the discharging processes of LTES at 8 �C dead

state temperature.

The total CO2 emission values released from the coal-fired power station due

to the operation of the electrical devices (pumps, fan and compressor) are found to

be 1,861.694 kgCO2/month, 1,862.373 kgCO2/month, and 1,864.072 kgCO2/month at

8 �C, 9 �C, and 10 �C environment temperatures, respectively. The CO2 emission

value released from the coal-fired power station due to the electricity production is

0.96 kgCO2/kWh.Also, the fan and the Pump_FHS areworked 240 h in amonthwhile

the compressor, the pumps are operated 120 h monthly. The fan power changes due to

variable air flows. In this regard, the consumed fan power are found as 0.237 kW,

0.240 kW, and 0.248 kW at 8 �C, 9 �C, and 10 �C environment temperatures,

respectively. On the other hand, the consumed powers of the compressor and the

pumps are calculated to be 3.761 kW, 2.676 kW, 2.778 kW, 1.856 kW, and 1.838 kW,

respectively. The environmental analysis results are shown in Table 60.4, while the

variations of the total CO2 emission values of the system are given in Fig. 60.14.

The total enviroeconomic (environmental cost) values are found to be

26.995 $/month, 27.004 $/month, and 27.029 $/month at 8 �C, 9 �C, and 10 �C
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environment temperatures, respectively. Approximately CO2 emission cost of

27.009 $ is lost per month by releasing. Among the components, the pump of the

FHS causes the maximum CO2 emission cost as 9.280 $/month, while the

corresponding cost of the fan is minimum as 0.793 $/month at 8 �C environment

temperature. The enviroeconomic analysis results are shown in Table 60.5.

Table 60.4 Environmental

analysis results (kgCO2/

month) Component

Environment temperature (�C)

8 9 10

Fan 54.681 55.360 57.059

Compressor 433.260 433.260 433.260

Pump_TTES 308.234 308.234 308.234

Pump_FHS 639.985 639.985 639.985

Pump_ ATES-HW 213.780 213.780 213.780

Pump_ ATES-CW 211.754 211.754 211.754

Total 1,861.694 1,862.373 1,864.072

Source: [5]
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Fig. 60.14 Variations of the total CO2 emission values of the system [5]

Table 60.5 Enviroeconomic

analysis results ($/month)
Component

Environment temperature (�C)

Average8 9 10

Fan 0.793 0.803 0.827 0.808

Compressor 6.282 6.282 6.282 6.282

Pump_TTES 4.469 4.469 4.469 4.469

Pump_FHS 9.280 9.280 9.280 9.280

Pump_ATES-HW 3.100 3.100 3.100 3.100

Pump_ATES-CW 3.070 3.070 3.070 3.070

Total 26.995 27.004 27.029 27.009
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60.5 Conclusions

The thermochemical, sensible (aquifer) and latent TES systems are modeled and

assessed using energy, exergy, and enviroeconomic analyses along with

sustainability and environmental impact assessments under various environment

temperatures. The following main conclusions can be drawn:

• The heating load of the buildings can be received efficiently from the combination

of the various TES systems, such as latent, sensible, and thermochemical options.

• Sensible TES systems are more efficiently than other TES methods for this kind of

system. The exergy efficiency of the ATES is inversely proportional to the envi-

ronment (dead state) temperature due to constantmass flow rate and specific heat of

the water. So, only the environment temperature is responsible for this variation.

• Thermochemical TES systems’ efficiencies may be lower than sensible types

due to their standard temperature specification. They are not affected by the

environment temperature variations because of the definition of the Gibbs

energy formation.

• Latent TES system in this process is assembled as low capacity. Because only

decreasing of the heating load of the building is expected from LTES. It can be

seen that PCM supported building façade successfully decreases the necessary

heating load of the building under various environment temperatures.

• Sensible TES system (ATES) is the most sustainable TES method due to its high

efficiency. The sustainability of the ATES system is inversely proportional to the

environment temperature.

• Among the electrical devices of the process, the fan causes the minimum CO2

releasing from the coal-fired power station. So, it is themost environmental system

component and its CO2 emission values are directly proportional to the environ-

ment temperature. Furthermore, the pump of the FHS is the worst environmental

component in the process. Because, it causes the maximum CO2 value the releas-

ing of 639.985 kg per month. Also, the total CO2 emission values are directly

proportional to the environment temperature. Because the CO2 emission values of

the other components are not affected by various environment temperatures.

• The total enviroeconomic values changes with various environment

temperatures. It is directly proportional to the environment temperatures. For

this system, maximum 27.029 $ CO2 emission is released per month at 10 �C
environment temperature. So, these kinds of systems are more enviroeconomic

at low environment temperatures.
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Chapter 61

Comparative Environmental Impact

Assessment of Residential HVAC Systems

Nader Javani, Fadi Abraham, Ibrahim Dincer, and Marc A. Rosen

Abstract Residential energy use represents a considerable fraction of the total

energy consumption in a region. Therefore, there is an increasing focus on reducing

energy use and related greenhouse gas (GHG) emissions by improving the energy

efficiency of building envelopes and major household appliances. The residential

sector can benefit from the application of environmental impact assessment

methods like life cycle assessment (LCA), which can be used to evaluate the

environmental impacts of building materials, appliances, and heating, ventilation,

and air conditioning (HVAC) units. Results of such assessments can identify and

target important areas for improvement, to achieve optimal benefits. In this chapter,

two residential HVAC systems in Canada are compared using the ReCiPe method.

The systems are evaluated against a number of important environmental impact

indicators. The results show that heat pumps present a good option for reducing

household energy consumption and GHG emissions. Furthermore, areas for

improvement are identified and suggestions are provided which aim at increasing

residential energy efficiency and reducing related GHG emissions.

Keywords Efficiency • Environmental assessment • Greenhouse Gas • Heat Pump

• Residential sector

Nomenclature

Im Midpoint impact category

h Specific enthalpy (kJ/kg)

k Thermal conductivity (W/m C)
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_Q Heat transfer rate (kW)

Qmi Characterization factor

R Thermal Resistance (m2.K/W)

T Temperature (K or �C)
U Overall heat transfer coefficient (W/m2 K)

Subscripts

crit Critical

en Energy

g Gas

i Inventory

Acronyms

AFUE Annual fuel utilization efficiency

A/C Air conditioning

GHG Greenhouse gas

GWP Global warming potential

HVAC Heating, ventilation, and air conditioning

LCA Life cycle assessment

ODP Ozone depleting potential

PCM Phase change material

VOC Volatile organic compound

61.1 Introduction

Residential greenhouse gas (GHG) emissions constitute 15 % of the total GHG

emissions in Canada despite improvements in the energy efficiency of building

materials, appliances, and heating, ventilating, and air conditioning (HVAC)

systems [1]. This is mainly due to the steady increase of the average house size

over the past few years, and is fostering improvements in energy efficiency in

residential buildings. Various mature technologies for residential heating and

cooling applications exist for consumers. Typically, the choice of technology is

influenced by a number of factors such as: energy efficiency, initial investment,

payback period, and reliability. In recent years the government of Ontario, the

largest province in Canada, began efforts at raising public awareness about global

warming and greenhouse gas emissions, and introduced various incentive programs

to promote energy-efficient appliances and energy conservation practices [2].

The environmental impact of residential buildings has been investigated previ-

ously, including studies on key aspects such as embodied energy in construction
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materials, maintenance and operational energy usage. A study commissioned by the

Canada Mortgage and House Corporation (CMHC) found that the building founda-

tion and exterior envelope account for 40 % of the initial embodied energy of

building systems, while 74 % of the overall life cycle energy use of the building is

consumed during the operation phase [3]. Kassab et al. estimated the embodied

energy of a modern, energy efficient house with a floor area of 310 m2 located in

Montreal, Canada as 2,280 MJ/m2 [4]. Several other studies address similar themes

for various locations and weather conditions around the world [5–7].

Fewer studies have shed light on residential HVAC applications. The environ-

mental impact of hot water and forced air heating systems has been evaluated for a

house located in Quebec, Canada [8]. The concepts of expanded cumulative exergy

consumption (ECExC) and embodied energy were used as indicators of the envi-

ronmental impact of the systems, and the authors concluded that the hot water

heating system has the lowest ECExC. Another study compared a vapor compres-

sion unit and desiccant cooling device using EPS2000 method [9], and found that

the energy consumed during the operation phase was the dominant contributor to

the environmental impact of both systems. An ABB EU 2000 air handling unit also

has been analyzed with respect to nine environmental impact categories and nine

resource depletion categories [10]. Areas for improvement were identified such as

increasing efficiency and avoiding galvanizing unit surfaces. The Eco-indicator

95 method has been applied to examine the environmental impact of the

manufacturing stages and processes for three residential heating systems [11]:

convection system, floor heating system, and radiator unit with pipes. The results

of the study showed that the radiator unit has the highest environmental impact

followed by the floor heating and the convection system, respectively.

In the present study, a comparative environmental impact assessment of two

HVAC systems for a house located in Toronto, Ontario is performed, to improve

understanding of the benefits of the options. The two systems considered are:

(1) hot-air furnace combined with an air-conditioning unit, and (2) air-to-air heat

pump unit. The ReCiPe method [12] is used to assess the environmental impact of

the systems, and serves as a tool to assist home owners and builders in making

informed decisions when purchasing or installing residential HVAC equipment.

61.2 System Description

61.2.1 Features of Residential Buildings

A typical modern detached house is selected for analysis. The total living space of

the two-story building is 185 m2 (2,000 sq. ft). The main floor comprises the

kitchen, the family room, and the laundry area, while the second floor includes

bedrooms and bathrooms. A two-car garage is attached to the house and considered

to be part of the building envelope. Furthermore, the area of the basement is equal to
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the area of the main floor [13]. The hot water heater and the HVAC equipment are

located in the basement. The air distribution system consists of non-insulated

galvanized metal ducts properly sized to handle the required volumetric air flow

rates. The construction of the house conforms to the Ontario Building Code and the

municipal code of Toronto [14, 15]. Because of the airtight construction of the

house, natural air infiltration is taken to be 1.5 air changes per hour (ACH) at 50 Pa.

The thermal resistances of the building components are listed in Table 61.1.

Additionally, the following assumptions are made in this study:

1. The front of the house faces East

2. The house is occupied by a family of four (two adults and two children)

3. The internal heat gain from occupants and appliances accounts for 15 % of the

total energy supplied to the house

61.2.2 HVAC Equipment and System Boundaries

A regional study conducted by Natural Resources Canada (NRC) revealed that

76 % of households in the province of Ontario use a hot‐air furnace (HAF) as the

main heating system, mainly because affordability and availability in developed

communities make natural gas the preferred fuel choice [16]. For summer cooling,

window-type air conditioning units are available in a variety of sizes, but add-on

central air conditioning (AC) units are usually more popular. Different heating

systems and their market share in Canada have been listed in Table 61.2. The

combination of HAF/AC shown in Fig. 61.1 forms the boundary of system “A” in

this study.

Alternatively, a heat pump (HP) can replace the HAF/AC combination system,

with the advantage that such a device can provide heating during winter and cooling

during summer (dual mode). This is achieved using a reversing valve contained

within the heat pump which allows for switching the direction of the refrigerant

thus changing the mode of operation [16]. The heat pump is designated as system

“B” with a system boundary as reflected in Fig. 61.2.

Table 61.1 Thermal resistance

of building components (adapted

from [14])
Building component

Thermal resistance

[m2 K/W]

Ceiling with roof space 7.00

Roof (no roof space) 5.00

Wall 3.35

Foundation wall 2.12

Concrete floor/slab 1.41

Window (fixed) 0.63

Glass door (sliding) 0.30

Exterior door 0.63
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Outdoor
coil

Compressor
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Vapour

Refrigerant Line

Liquid Refrigerant Line

Burner

Add-On Indoor
Coil

Furnace Blower

Cool Air
ReturnWarm Air

Supply Plenum

Fig. 61.1 Boundary definition of HAF/AC system (System “A”) (Modified from [16])

Table 61.2 Market share

of various heating systems

in Canada (adapted from

[16])

Region Heating system Market share [%]

Atlantic Electric baseboard 33

Quebec Electric baseboard 61

Ontario Hot-air furnace 76

Prairies Hot-air furnace 82

British Columbia Hot-air furnace 50

Compressor

Outdoor Coil

Reversing Valve

Inside Coil

Expansion Device

Fan

Fan

Fig. 61.2 Boundary definition of heat pump (HP) system (System “B”) (Modified from [16])
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The program HOT2000 and the CSA standard (CAN/CSA F280) are used to size

HVAC equipment [17]. The capacities of the systems are determined as shown in

Table 61.3. To determine component distributions, compositions, and relative

weights, units manufactured by Lennox International are selected. The units used

for the base case study are energy-star rated and certified by the Air-Conditioning

and Refrigeration Institute (ARI), and their capacities and efficiencies are listed in

Table 61.3 [18]. The electronic components of the units are neglected in order to

simplify this analysis without unreasonably compromising accuracy. Table 61.4

lists the material compositions and weights.

61.2.3 Weather Characteristics

Toronto is located in southern Ontario on the north shoreline of Lake Ontario. The

lake serves to moderate the city’s weather and renders it somewhat mild for Canada.

The Degree-Days (DD) method provides a simplified representation of the histori-

cal weather data pertaining to a specific area or region. For this study, weather data

are obtained from the weather station at Toronto’s Pearson International Airport

(CYYZ), located about 20 km northwest of Toronto city center [19]. The heating

degree-days (HDD) and cooling degree-days (CDD) for Toronto are depicted in

Table 61.3 Rated capacities

and efficiencies of subsystems

(adapted from [18])

System Subsystem Capacity [kW] Efficiency

A HAF 19.35 AFUE ¼ 93 %

AC 7.00 SEER ¼ 14

B HP 17.60 SEER ¼ 14

Table 61.4 Compositions

and weights of materials for

subsystems

Subsystem Material Weight [kg]

Furnace Cold-rolled steel 36.21

Galvanized steel 14.17

Aluminum 7.08

Copper –

Total 63.95

Air-conditioner Cold-rolled steel 33.79

Galvanized steel 15.16

Aluminum 7.36

Copper 7.36

Total 63.68

Heat pump Cold-rolled steel 84.84

Galvanized steel 26.88

Aluminum 5.88

Copper 8.40

Total 126.00
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Figs. 61.3 and 61.4, respectively. The significant heating loads in comparison to the

cooling loads can be clearly construed from the figures. A software application

developed by CanmetENERGY (HOT2000) was used to estimate the heating and

cooling requirements and to calculate the energy consumption of the residential

building under study.

Data such as the building design characteristics, specifications of construction

materials, number and type of appliances as well as internal heat gains can be

specified by a user in detail. The current version of the software (version 10.51) has

a great deal of flexibility that allows for the examination of multiple scenarios and

comparative studies [20], which are presented in subsequent sections.
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61.3 Methodology: ReCiPe Method

Since the inception of life-cycle assessment (LCA), efforts have been dedicated to

improving the method. The International Standards Organization introduced the

framework of LCA under the ISO 14040 series which aims at standardizing the

process at an international level [12]. Various LCA methods based on ISO

standards have been developed over the years. Although there are some differences

among these methods in terms of determining the impact factors of various pro-

cesses and substance, the majority of the methods follow the scheme of midpoint

and endpoint evaluation indicators. The ReCiPe method uses midpoint indicators

with environmental mechanisms like acidification, climate change, and ecotoxicity

and endpoint indicators like human health and resource depletion [12].

Some researchers believe that there should be a harmonization between these

two groups of indicators and consequently attempt to develop models with a

harmonized structure [12, 21]. Some of the methods convert environmental hazard-

ous substances and the effects of resource depletion to the midpoint level while

other methods relate them to more generalized impacts at the endpoint level. Life

cycle impact (LCI), midpoint and endpoint indicators are shown in Fig. 61.5, from

left to right, respectively. Eighteen impact categories for midpoint level are consid-

ered in this method. These midpoint impact indicators can be linked to the endpoint

level through environmental mechanisms. The endpoints are: (1) damage to human

health (HH), (2) damage to ecosystem diversity (ED), and (3) damage to resource

availability (RA).

It is useful to apply global rather than regional impacts since some environmen-

tal mechanisms are limited regionally in scope and can be ignored in a comprehen-

sive list of mechanisms. Mechanisms like acidification, eutrophication,

photochemical ozone formation, toxicity, wastewater and land use are dependent

on regional conditions. This method is also suitable for developed countries. The

impact categories are considered as design tools for sustainable engineering and

policy making. Therefore, the endpoint level is selected based on important protec-

tion issues: human health, ecosystem quality, and availability of resources.

61.3.1 Impact Categories for Midpoint and Endpoint levels

For midpoints, the equivalent impact of different substances is shown in Table 61.5.

Substances obtained from the life cycle inventory are categorized by their equiva-

lent impact on the midpoint indicators. For example, CO2 is generally agreed to be

responsible for climate change and other substances may be expressed by their

equivalent of CO2, to show their effect on climate change. Although endpoints

assign score points to each system, they are not considered since the midpoint can

be normalized to show the relative environmental impact of the systems under

investigation.
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61.3.2 Midpoint Level in ReCiPe Method

For the midpoint level, this method uses the following relation:

Im ¼
Xn

i

Qmimi

Here, mi is the amount of considered intervention i, like the amount of CFC-11

released to atmosphere for ozone depletion impacts. Qmi is a factor that connects

midpoint impact category m to the intervention of i (Characterization Factor), and

Im represents midpoint impact category obtained for intervention i

Referring to ReCiPe database, there are three classifications in developing the

impacts: (1) Individualist (I) as short-term time frame, (2) Hierarchist (H), and

(3) Egalitarian (E) which uses a long-term schedule with a more conservative

approach. In this study, we selected the Hierarchist class that uses 100 years as a

time-frame of impact. As some researchers show, 50 years is rather more realistic,

but the ReCiPe method does not consider such time frame [22].
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Fig. 61.5 Relationship between LCI, and midpoint and endpoint levels. (Modified from [12])
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61.3.3 Life Cycle Inventory Assessment (LCIA)

After identifying the material composition of the HVAC units, a life cycle inven-

tory is constructed using the materials database provided by the National Renew-

able Energy Laboratory (NREL) [23]. The NREL database provides individual

“cradle-to-gate” accounting of the energy and material inputs and outputs relative

to the production of materials and substances. While populating and analyzing

specific inventories, it came to our attention that some emissions to nature were

assigned negative values. No clarification is provided in the NREL inventory user

manual, so we assume there is a net gain (positive impact) resulting from such

emissions; however, these values are not considered in our final results. The NREL

database is not comprehensive and does not contain information regarding the

production of copper tubing. Consequently, the copper life cycle inventory is

Table 61.5 Midpoint, endpoint categories and characterization factors [12]

Characterization factor name Unit Abbreviation

Midpoint

Impact

Global warming potential kg (CO2 to air) GWP

Ozone depletion potential kg (CFC-115 to air) ODP

Terrestrial acidification potential kg (SO2 to air) TAP

Freshwater eutrophication potential kg (P to freshwater) FEP

Marine eutrophication potential kg (N to freshwater) MEP

Human toxicity potential kg (14DCB to urban air) HTP

Photochemical oxidant formation

potential

kg (NMVOC6 to air) POFP

Particulate matter formation

potential

kg (PM10 to air) PMFP

Terrestrial ecotoxicity potential kg (14DCB to industrial

soil)

TETP

Freshwater ecotoxicity potential kg (14DCB to freshwater) FETP

Marine ecotoxicity potential kg (14-DCB7 to marine

water)

METP

Ionizing radiation potential kg (U235 to air) IRP

Agricultural land occupation

potential

m2 � year (agricultural

land)

ALOP

Urban land occupation potential m2 � year (urban land) ULOP

Natural land transformation

potential

m2 (natural land) NLTP

Water depletion potential m3 (water) WDP

Mineral depletion potential kg (Fe) MDP

Fossil depletion potential kg (oil) FDP

Endpoint

Impact

Indicator Name Impact Category Name Unit

Damage to human health Damage to human health Year

Loss of species during a year Damage to ecosystem

diversity

Year

Increased cost Damage to resource

availability

$
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obtained from the European Copper Institute [24]. Although the inventory

resources and methods of preparations are potentially different, this represents the

best available information for this study. Note that LCA software is not used in this

study. Instead, all relevant inventories are manually processed to develop a better

understanding of the environmental impact assessment stage.

61.3.4 Assumptions and Limitations

All life cycle assessment methods have inherent limitations which may differ from

one method to another [22]. The following assumptions and limitations are invoked

in the current study:

1. Due to the lack of reliable data, only the energy consumption is considered for

the manufacturing stage for the units.

2. Maintenance, reduction in system efficiency, and waste disposal are neglected

since these factors are assumed comparable for both systems.

3. Environmental impact results are influenced by operating conditions.

4. The electricity generation profile in a given region remains the same for the

duration of the study.

5. At the stage of production of raw materials, the ratio of scrap–virgin materials is

52:48, 31:69, 30:70, and 50:50 for aluminum, cold rolled steel, galvanized steel,

and copper, respectively.

61.4 Results and Discussion

The impact assessment is divided over the three life stages of the HVAC devices:

production of metals from raw materials, manufacturing/assembly of HVAC units,

and operation. Using the midpoint factors from the ReCiPe method, the impact of

raw materials production for each system is depicted in Fig. 61.6. The results are

normalized by selecting system “A” as the reference system. In general, the

environmental impact of system “A” is similar to that of system “B.” This result

is primarily dictated by the large amount of raw materials required by system “B,”

which has a total mass of 140 kg in comparison to the combined mass of system “A”

(64 kg for HAF and 71 kg for AC).

HVAC units are manufactured using proprietary processes. An extensive

search for the environmental impact of such processes yielded unreliable data.

However, Yang et al. were able to estimate the energy consumption during the

manufacturing stage using the manufacturing cost of the respective unit which is

approximately equal to 1.8 MJ/$ [8, 25]. The cost of each unit was then estimated to

be equal to $1400, $2000, and $3500 for the AC, HAF, and HP, respectively [26].

Figure 61.7 shows the energy consumption during the production of raw materials
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along with the estimated consumption of energy during the manufacturing stage.

Although the energy consumption of both systems is comparable in both stages, the

consumption during the manufacturing stage appears to be about 50 % higher. The

uncertainty associated with the method of estimating the energy consumption

during manufacturing may have contributed to the final values.
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The operational life of the system represents the longest life stage. These

systems may last between 15 and 25 years depending on a number of factors like

initial quality, operating environment and maintenance. Two operating modes

are considered to evaluate their impact on the energy consumption during

the heating and cooling seasons. The conventional mode assumes that the thermo-

stat heating and cooling set points are equal to 21 �C. The saving mode assumes that

some ventilation cooling may be achieved during mild weather by opening

the house windows while lower heating requirements may be met by reducing the

setting temperature on the thermostat. Accordingly, the thermostat heating and

cooling set points are 18 �C and 24 �C, respectively.
The annual energy consumption is depicted in Fig. 61.8 which compares both

systems and reflects the benefit on the saving mode of operation. The reduction of

energy consumption amounts to 5–25 % using the saving mode. Furthermore,

30–40 % of additional energy savings may be realized during the heating season

by using the heat pump while minimal energy saving is achieved during the cooling

season due to the comparable energy efficiency of the air-conditioning unit and the

heat pump (cooling mode).

Greenhouse gas emissions are an important aspect in assessing the environmen-

tal impact of the systems under consideration. Carbon dioxide is considered to be a

major greenhouse gas, so much effort is being expended to mitigate its production

and release to the environment [27]. The impact assessment performed on the stage

of raw materials production takes into account CO2 release and its effects on

climate change as depicted in Fig. 61.6. However, the CO2 emissions during the

unit manufacturing stage may be estimated by assuming that the units are

manufactured at Lennox facilities in Texas, USA (Lennox Headquarters) and that

electricity is the primary fuel used during the process. The CO2 emission factor for
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electricity produced in the State of Texas is 0.73 tonCO2/MWh [28]. The CO2

emissions based on the energy consumption only (effects of chemical emissions

are not considered) are shown in Fig. 61.9.

On the other hand, the operation phase of the systems occurs in Ontario, Canada

which has CO2 emission factors of 0.18 tonCO2/MWh and 0.0497 tonCO2/GJ for

electricity and natural gas consumption respectively [29, 30]. The annual CO2

emissions during the operation phase are reflected in Fig. 61.10. By comparing
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Figs. 61.9 and 61.10, it can be seen that emissions during the annual operation phase

are higher than those during the production of raw materials and unit manufacturing

combined. The results also show that there is an environmental benefit from using

the heat pump system for heating and cooling throughout the year.

61.5 Conclusions

A comparative life cycle assessment of two residential HVAC systems is

demonstrated. LCA methods normally consider a set of assumptions which can

highly influence the final outcome of the assessment. Our results show that weather

characteristics and geographic location can heavily impact the environmental

assessment of residential HVAC systems since their performances and efficiencies

are weather dependent. A sensitivity analysis may be incorporated within the LCA

to address the effects of uncertainty associated with various input data and life cycle

inventories on the final results. While using heat pumps for heating and cooling may

yield energy savings and reductions in greenhouse gas emissions, financial savings

are difficult to realize by the end user. This is mainly due to the higher specific cost

of electricity (per unit energy) compared to natural gas, which leads to long

payback periods if a heat pump is to be selected for use. Some financial factors

such as inflation rate, interest rate, and rise of commodity prices can also alter the

LCA outcome and the benefits of using one system over the other. Further research

and development is merited to improve the energy efficiency of building envelops,

materials, and major home appliances, and local governments should consider

endorsing energy-efficient appliances through incentive programs and end-user

education.
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Chapter 62

Comparative Assessment of Costs

and CO2 Emissions for Various

Residential Energy Options

Sinan Ozlu, Ibrahim Dincer, and Greg F. Naterer

Abstract In this chapter, the heating and hot water demands of a North American

residence are assessed and compared. Five specific systems are analyzed: ground

and air source heat pumps, stand-alone PV, PV–fuel cell hybrid, and a wind

turbine–fuel cell hybrid system. They are compared with traditional sources of

energy such as natural gas, coal, and fuel oil. From the results, although renewable

sources have no CO2 emissions, heat pump systems have significant cost

advantages over the other systems.

Keywords Heat pump • PV • Fuel cell •Wind energy • Residential energy • Natural

gas • Coal • Fuel oil • CO2 emissions • North American residence • Ground source

heat pumps • Air source heat pump • Wind turbine • Hybrid system

62.1 Introduction

Sustainability in the building sector requires a major effort to reduce energy

demand, improve energy efficiency, and increase the share of renewable energy

sources. The improvement of fenestration, heat insulation and air tightness in the

building envelope also has importance. Various options exist on the supply side for

the combined provision of home electricity, heating and the integration of renew-

able energies [1]. Renewable energy sources (solar, wind, etc.) are gaining more
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attention as alternatives to conventional fossil fuel sources, due to diminishing fuel

sources, as well as environmental pollution and global warming problems [2].

The solar photovoltaic (PV) cell is one of the most significant and rapidly growing

renewable energy technologies. During the last decade, PV applications have

increased and extended to industrial use in some countries. The clean, renewable,

and reliable PV systems have attracted growing attention from political and business

decision makers [3]. Wind energy is also among the world’s most significant and

rapidly growing renewable energy sources. Recent technological developments have

significantly reduced wind energy costs to economically attractive levels in many

locations. Wind energy farms, consequently, are considered a key alternative energy

source in many jurisdictions [4]. Though still in early stages of adoption, fuel

cell systems are becoming a focus of interest due to their potential for high efficiency,

low emissions, and low noise. Fuel cells normally operate on hydrogen, but can

also be used with natural gas or other fuels by external or internal reforming.

In this chapter, comparisons of the carbon dioxide emissions and the costs of

various residential energy options are performed. Different residential energy

sources for heat demand are considered.

62.2 System Description

Five residential energy systems will be compared in this section. The first two

systems are widely used and grid dependent. The other three systems are innovative

alternatives and grid independent. The comparison will be made between tradi-

tional and promising systems [5].

62.2.1 Grid: Ground Source Heat Pump—Electrical
Water Heater

In the cooling cycle, as shown in Fig. 62.1, refrigerant vapor exits the compressor at

a temperature in the range of 50–60 �C, which is warmer than the ground. As a result,

it spontaneously loses heat when it enters the condenser, causing it to condense. The

refrigerant leaves the condenser as a liquid, still under high pressure. The expansion

valve allows through just as much refrigerant liquid as can be completely vaporized

by the indoor coil. The pressure drop through the expansion valve vaporizes some

refrigerant and lowers its temperature to 4–10 �C. In the evaporator, it absorbs heat,
which vaporizes the rest of the refrigerant liquid. The low-pressure refrigerant vapor

leaves the evaporator and returns to the compressor, where the cycle begins again.

In the heating cycle, as shown in Fig. 62.1, the refrigerant releases its latent heat

to the room. It is then expanded and vaporized in the ground coil, where it gains

latent heat from the ground. The refrigerant vapor then returns to the compressor

where the cycle begins again. The hot water is supplied to the home by the electric

heater. Electric water heaters supply hot water for household use in many homes.

1160 S. Ozlu et al.



62.2.2 Grid: Air Source Heat Pump—Electric Furnace
System

The system is shown in Fig. 62.2. Using electricity as its energy source, heat pumps

are used for either heating or cooling of the homes by transferring heat between two

reservoirs. In the warmer months, the heat pump acts like an air conditioner,

removing heat from the air inside the home and transferring it outside. During

Fig. 62.1 System1: Ground source heat pump and the electrical heater

Fig. 62.2 System 2: Air source heat pump—electrical heater system
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colder months, heat from outdoor air is extracted and transferred to the interior of

the home. The working fluid, in its gaseous state, is pressurized and circulated

through the system by a compressor. On the discharge side of the compressor, the

hot and pressurized vapor is cooled in a heat exchanger, within the condenser, until

it condenses into a high pressure, moderate temperature liquid. The condensed

refrigerant then passes through a pressure-lowering device called a metering device

like an expansion valve, capillary tube, or possibly a work-extracting device such as

a turbine. The low pressure, liquid refrigerant leaving the expansion device enters

another heat exchanger, the evaporator, in which the fluid absorbs heat and boils.

The refrigerant then returns to the compressor and the cycle is repeated.

The submerged electric resistance heating elements in water heaters are very

efficient, providing about 99 % of the available heat to the surrounding water. In the

heating cycle, the refrigerant is brought back to the heat pump unit inside the house.

It then passes through the refrigerant-filled primary heat exchanger for ground

water or antifreeze mixture systems. In direct-expansion systems, the refrigerant

enters the compressor directly, with no intermediate heat exchanger.

The heat is transferred to the refrigerant, which boils to become a

low-temperature vapor. Then the antifreeze mixture or refrigerant is pumped back

out to the underground piping system to be heated again. The reversing valve sends

the refrigerant vapor to the compressor. The vapor is then compressed and heated.

Finally, the reversing valve sends the now-hot gas to the condenser coil, where it

releases heat. Air is blown across the coil, heated, and then forced through the

ducting system to heat the home. After releasing its heat, the refrigerant passes

through the expansion device, where its temperature and pressure are dropped

further before it returns to the first heat exchanger, or to the ground in a direct-

expansion system, to begin the cycle again.

The cooling cycle is the reverse of the heating cycle. The direction of the

refrigerant flow is changed by the reversing valve. The refrigerant absorbs heat

from the house air and transfers it directly in direct-expansion systems or an anti-

freeze mixture. The heat is then pumped outside, into the underground piping. Some

of this excess heat can be used to preheat domestic hot water. In addition to the air

source heat pump, an electric water heater is used to supply hot water to the house.

62.2.3 PV System

The system is shown in Fig. 62.3. A stand-alone PV system is not connected to any

electricity grids. The system is solely responsible for powering any loads connected

to it. This type of system is common in remote locations where an electricity grid is

not available or too costly for connection. It consists of at least a solar panel, charge

controller, rechargeable batteries, inverter, hot water system and various loads. The

rechargeable battery stores electricity produced by the solar panels. The charge

controller acts as an intelligent central unit where solar panel, batteries and various

DC loads are connected and monitored. An inverter is added to allow AC
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appliances and loads to be used too. Also, a generator is used as a backup energy

during the night.

62.2.4 PV: Fuel Cell Hybrid System

The hybrid system consists of photovoltaic panels and fuel cells designed for a

residence to supply electrical demand. DC voltage obtained by photovoltaic panels

has been stored in batteries with charge regulators. The voltage has been used in an

electrolysis unit which will generate hydrogen used by a fuel cell, as shown in

Fig. 62.4. Hydrogen obtained by electrolysis is stored in hydrogen tanks. DC

voltage from a fuel cell is converted to AC voltage and electrical demand of the

residence is supplied. Excess heat from the fuel cell is used to heat the house. An

electrical air conditioner is used to cool the house during the summer.

62.2.5 Wind Turbine: Fuel Cell Hybrid System

Awind energy/fuel cell hybrid is very similar to a PV/fuel cell hybrid system except it

uses wind energy as the main source to supply the fuel cell instead of using PV. The

system consists of a wind turbine and fuel cells designed for a residence to supply

electrical demand. DC voltage obtained by a wind turbine has been stored in batteries

Fig. 62.3 System 3: PV System
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with charge regulators. The voltage has been used in an electrolysis unit which will

generate hydrogen used by fuel cell, as shown in Fig. 62.5. Hydrogen obtained by

electrolysis is stored in hydrogen tanks. DC voltage obtained from the fuel cell is

converted to AC voltage and electrical demand of the residence is supplied. Excess

Fig. 62.4 System 4: PV–fuel cell hybrid system

Fig. 62.5 System 5: Wind turbine—fuel cell hybrid system
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heat from the fuel cell is used to heat the house. An electrical air conditioner is used to

cool the house during the summer.

Vertical-axis wind turbines (VAWTs) are an emerging development. VAWTs

have rotor blades that spin parallel to the ground, so that they can operate anywhere

without having to account for the wind direction. This allows locations with volatile

wind directions to be viable locations for VAWTs. Because of the axis orientation,

the gearbox and generator can be placed near the ground, eliminating the need for a

high tower.

Advantages of VAWT’s over Horizontal-Axis Wind Turbines (HAWTs) are

numerous. Since VAWTs can have rotor blades close to the ground, they are easier

to install compared to HAWTs that often require the rotor blades to be at a high

altitude depending on the blade length. For the same reason, VAWTs are easier to

maintain since most of them are installed near the ground. HAWTs should also be

checked constantly so that it faces against thewind, unlikeVAWTswhich require less

maintenance. Automatic yaw-adjustment mechanisms have eliminated this need of

constant maintenance on HAWTs. HAWTs require a tower that can erect the rotor

blades to a high enough location that would maximize wind speeds, while VAWTs

would require guy cables to ensure that the machine remains stable. HAWTs require

lesser land space compared toVAWTs since tower bases occupyminimal spacewhile

the need for guy cables for VAWTs would entail occupying a much larger land area.

62.3 Results and Discussion

62.3.1 CO2 Emissions

Typical medium gas consumption in the UK is 16,500 kW h/year, while in the USA,

it is 16,000 kW h/year (for heating 12,000 kW h/year, hot water 3,000 kW h/year,

and cooking 1,000 kW h/year). The CO2 emissions for typical resident energy

sources are shown in Table 62.1. The emission of CO2 if these sources are used is

shown in Table 62.2.

Natural gas emits 1.65 times less CO2 than coal, 1.4 times less than fuel oil, and

4.3 times less than electricity. Ground or air source heat pumps use electricity as the

source. However, as their coefficients of performance (COP) are high enough, they

emit much less CO2 than pure electricity source. The COP of the heat pumps

depend on the heat source and the destination temperatures. When the temperature

difference between them decreases, the COP increases, and vice versa.

Table 62.1 CO2 emissions

for typical resident energy

sources

Sources Emissions in kgCO2/kW h

Natural gas 0.20

Coal 0.33

Fuel oil 0.28

Electricity 0.86
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As a reference if the ground is assumed as 10 �C, and the destination temperature

is 65 �C for radiator or domestic hot water, the typical COP for the ground source

heat pump is 2.9. This means when 1 unit of electricity is used, 2 units of energy

are received. For an average USA home, 12,000 kW h is consumed for heating,

3,000 kW h for hot water, plus 1,000 kW h for cooking. A COP of 2.9 reduces

electricity usage to 4,138 kW h for heating. If electricity is used for hot water and

cooking, the total electricity consumption would be 8,138 kW h. This makes

6,999 kg CO2 emission.

If a high efficiency air source heat pump is used when air is at 0 �C, for the same

destination as above (65 �C for radiator or domestic hot water), the typical COP is

2. By a similar approach as above, the CO2 emission is 8,600 kg. A comparison of

the results is shown in Fig. 62.6.

62.3.2 Costs

Previous work by Ozlu et al. [5] showed that a ground source heat pump is the

cheapest solution in the short and long term (Fig. 62.7). Adding to these systems

natural gas, coal, fuel oil heating and updating the prices gives the results in

Fig. 62.8. It shows that renewable systems are still high in price even after

20 years of operating life. Coal is the cheapest solution for heating and hot water.

Table 62.2 Emissions of

CO2 for various sources
Fuel Emissions in kgCO2

Natural gas 3,200

Coal 5,280

Fuel oil 4,480

Electricity 13,760

0 5000 10000 15000

Natural gas

Coal

Fuel oil

Electricity

Air source heat pump

Ground source heat pump

PV

Wind turbine

Fuel cell
Emissions of CO2 (kg)

Fig. 62.6 CO2 emissions of

selected sources per year
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62.3.3 Prices and Carbon Dioxide Emissions Combined

Carbon emissions trading is a form of emission trading that specifically targets

carbon dioxide (calculated in tons of carbon dioxide equivalent or tCO2e) and it

currently constitutes the bulk of emissions trading. This form of permit trading is a

common method countries utilize in order to meet their obligations specified by the

$0

$20,000

$40,000

$60,000

$80,000

$100,000

$120,000

$140,000

$160,000
Cost

Year
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Ground source heat pump system
Air source heat pump system
5 kW PV system
10 kW PV system
PV-fuel cell system
Wind-fuel cell system

Fig. 62.7 20 year cost span of various systems

$0

$20,000

$40,000

$60,000

$80,000

$100,000

$120,000

$140,000

$160,000
Cost

YearYe
ar

 1
Ye

ar
 2

Ye
ar

 3
Ye

ar
 4

Ye
ar

 5
Ye

ar
 6

Ye
ar

 7
Ye

ar
 8

Ye
ar

 9
Ye

ar
 1

0
Ye

ar
 1

1
Ye

ar
 1

2
Ye

ar
 1

3
Ye

ar
 1

4
Ye

ar
 1

5
Ye

ar
 1

6
Ye

ar
 1

7
Ye

ar
 1

8
Ye

ar
 1

9
Ye

ar
 2

0

Coal

Natural gas

Fuel oil

Electricity

Air Source Heat Pump

Ground Source Heat Pump

PV

PV-Fuel cell hybrid

Wind turbine-fuel cell hybrid

Fig. 62.8 Initial and fuel costs of various systems

62 Comparative Assessment of Costs and CO2 Emissions. . . 1167



Kyoto Protocol, namely, the reduction of carbon emissions in an attempt to reduce

(mitigate) future climate change.

Currently there are six exchanges trading in UNFCCC related carbon credits: the

Chicago Climate Exchange (until 2010), European Climate Exchange, NASDAQ

OMX Commodities Europe, PowerNext, Commodity Exchange Bratislava, and the

European Energy Exchange.

The price of carbon emissions is 6.8 euro/ton or $8.84/ton. In the previous

chapters, the price of the residence fuels and their carbon emissions were examined.

Combining themwith a price of $8.84/ton of carbon emissions, the results in Fig. 62.9

are achieved. The figure doesn’t change significantly as the current price of CO2

emissions is low compared to the past. If the price of CO2 emissions will be higher

and renewable source systems costs will be lower, then they could be comparable.

62.4 Conclusions

In this chapter, CO2 emissions and prices for traditional energy sources such as

electricity, natural gas, coal, fuel oil and renewable sources such as PV, wind

turbine, fuel cell are compared. Heat pumps are also considered as they are widely

used. As a result, renewable sources have no CO2 emissions, while natural gas emits

less than others and then ground source heat pump, air source heat pump, fuel oil,

coal, and electricity in order. When the prices are compared, the renewable sources

are still relatively expensive even when the costs of CO2 emissions are added. The

main disadvantage of the renewable sources is their cost. When they will be widely

used, the cost will decrease.
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