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  Pref ace   

 Information Systems (IS) as a discipline draws on diverse domains including, technology, 
organisational theory, management and social science. The fi eld is recognized as 
very broad and encompassing many themes and areas. However, the development of 
technologically based artefacts, or information systems development (ISD), in the 
broadest sense, is a central concern of the discipline. Signifi cantly, IS impacts on the 
organisational and societal contexts in the way the IS is deployed and consequently 
this impact presents evolving challenges for ISD. 

 Today, there is universal agreement that human behaviour has led to signifi cant 
degradation of the natural environment on a global scale. This is now one of the 
most critical challenges confronting the world. ICT is widely recognised as one 
means to address this challenge, and IS can make a signifi cant contribution as it 
combines the social with the technical aspects of systems. Thus the impact of ISD 
needs to be considered and evaluated not only in terms of its impact on the work 
environment but also on its effect in the broader natural and built environments as 
well as its social impact. 

 Sustainable IS is an emerging theme in academic research and industry practice 
in response to a variety of factors. These include recognition of the role ICT and IS 
can play in mitigation and adaptation strategies to address global environmental 
degradation and, paradoxically, how to deal with the direct contribution of ICT to 
that degradation, within the context of embryonic regulatory environments being 
enacted globally. 

 The ISD conference is dedicated to IS development and compliments the inter-
national network of general IS conferences (ICIS, ECIS, AMCIS, PACIS, ACIS). 
The development of information systems has paralleled technological developments 
and the deployment of those technologies in all areas of society, including govern-
ment, industry, community and in the home. As a practice-based discipline, ISD has 
always promoted a close interaction between theory and practice that has set an 
agenda that is focused on the integration of people, processes and technology within 
a specifi c context. 

 This is the second occasion that Monash University has hosted the ISD confer-
ence. On the fi rst occasion in 2003, the Faculty of Information Technology provided 
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funding to invite to Melbourne members of the fi rst Polish-Scandinavian ISD 
Seminar that was the forerunner of the International Conference on Information 
Systems Development, the ISD conference. This year a member of the original ISD 
Seminar, Professor Karlheinz Kautz, was a keynote speaker. 

 In this volume we bring together current research around the development of 
Sustainable IS, expressed in the theme of the 21st ISD Conference, “Building 
Sustainable Information Systems”. The conference, held at the Monash University 
Prato Centre, in Tuscany, Italy, included diverse research that examined ISD from 
the perspective of sustainability. Keynote addresses were an important component 
as they reinforced and interpreted the conference theme. The two keynotes addresses 
were presented by Professor Doug Vogel, who spoke on Sustaining IS as a 
Discipline, and Professor Karlheinz Kautz, who addressed the issue of Managing 
Sustainable Information Systems Development—Culture, Balance and Mindfulness. 

 Sustainable IS, or “Green IS”, is a catch-all term used to describe the develop-
ment, construction, management, use and disposal of IS, and the ICT that underpins 
it, in a way that minimizes its impact on the environment. As a result, the term has 
many different meanings as was refl ected in the conference tracks that included:

•    The changing landscape of information systems: properties of a new IS ecology  
•   Methodologies for design within complex environments  
•   Green IS—information systems for sustainability  
•   Model-driven engineering in ISD  
•   Sustainable ISD project management  
•   Sustainable knowledge management    

 All submitted papers were double-blind reviewed by at least two reviewers, and 
the quality and fairness of the reviews attest to the quality of conference and the 
accepted papers. As is usual for ISD, conference delegates came from many coun-
tries and institutions and this contributed to the particular social aspect of the ISD 
conference that is its hallmark; collegiality and friendliness. 

 The success of any conference is dependent on many factors. First, we would like 
to extend our gratitude to the work of the track chairs, all the authors, the reviewers 
and delegates who attended the conference. Second, we would like to acknowledge 
and thank the work of those behind the scenes. In particular we thank Sanaz Bayati 
who worked tirelessly on all aspects of the organisation of the conference. We would 
also like to thank the staff of the Monash Prato Centre for their support in ensuring 
the smooth running of the conference. Last, we acknowledge the role of the 
International    Steering Committee for their guidance and moral support.

   Caulfi eld East ,   VIC ,  Australia       Henry     Linger   
  Caulfi eld East ,   VIC ,  Australia       Julie     Fisher   
  Box Hill ,   VIC ,  Australia       Andrew     Barnden      
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1              Introduction 

 Sustainable information systems development (ISD) in the context of this paper is 
not about products that support sustainability at large with its environmental, 
economic and social dimensions and little about the development of sustainable 
products, which are both without doubt important topics. This paper is about a 
prerequisite for such products, namely, a sustainable ISD process, a process which 
exhibits reasonable and responsible stewardship and utilisation of the existing 
resources for ISD—people and information in the context of scope, time/schedule, 
budget/cost, quality and risk. 

 The paper will focus on the ideas of culture, balance and mindfulness and their 
signifi cance for sustainable ISD. It builds upon an understanding of ISD projects as 
complex endeavours and Schein’s (2004) and Schneider’s [ 1 ] work on organisa-
tional culture theory and its application in information systems, Vidgen and Wang’s 
[ 2 ] work on complex adaptive systems theory and balancing the resulting challenges 
in ISD and Butler and Gray’s [ 3 ] work on mindfulness theory and information 
systems. Beyond a conceptual treatment, the paper will relate these notions to agile 
ISD and illustrate their applicability and impact on sustainable ISD through empiri-
cal examples. In this respect the paper is also based on my earlier work on contem-
porary ISD projects as complex adaptive systems [ 4 ], on organisational cultures in 
ISD [ 5 ], on ISD project’s balancing at the edge of chaos [ 6 ] and mindfulness in ISD 
projects [ 7 ].  

      Managing Sustainable Information Systems 
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2     ISD Projects as Complex Endeavours 

 Contemporary ISD is acknowledged to be a complex activity (see, e.g. [ 8 – 10 ]). 
Benbya and McKelvey [ 11 ] identify and analyse sources of complexity in contem-
porary ISD as changing user requirements; changing organisational needs; changing 
external competitive conditions; increased interdependencies among the involved 
individuals, organisations and technologies; and the rapid evolution of IS and IT. 
They state that ISD is often viewed as a complex top-down process and lament that 
such a perspective falls short in dealing with the identifi ed but often unexpected 
contingencies of the ISD process. As an alternative they propose a conception of 
ISD based on complexity science and theory [ 12 – 15 ] and propose that ISD projects, 
following a special branch of complexity science, should be viewed as complex 
adaptive systems (CAS) and are better understood through the application of CAS. 
According to complexity science, complexity generally refers to an emergent prop-
erty of systems, which are made of large numbers of self-organising agents that 
interact in a dynamic and non-linear fashion and share a path-dependent history 
(Jacucci et al. [ 16 ] citing Cillers [ 17 ]). CAS theory is a branch of complexity science 
that studies how a complex system can be adaptive to its environment and how inno-
vative properties of a system emerge from the interactions of its components [ 2 ]. 

 A complex adaptive system consists of a large number of loosely interconnected 
autonomous parts or agents, each of which behaves according to some set of, some-
times, rather simple rules; these rules require agents to adjust their behaviour to that 
of other agents, whom they interact with, and to adapt to each other; the resulting 
system behaviours can be very complex [ 2 ]. 

 Interaction is a signifi cant concept in this context as “the behaviour of the system 
is determined by the nature of these interactions, not by what is contained within the 
components. Since the interactions are rich, dynamic, nonlinear, and are fed back, 
the behaviour of the system as a whole cannot be predicted from the inspection of 
its components. The notion of “emergence” is used to delineate this aspect” (Jain 
and Meso [ 18 ] citing Cilliers [ 19 ]). CAS theory rests on the idea that order emerges 
through the interaction of the agents [ 11 ]. 

 Emergence is the property of complex adaptive systems, which creates some 
greater property of the whole, the system behaviour, from the interaction of the 
parts, the agent behaviours. The emergent system behaviour cannot be predicted or 
fully explained from the measured behaviours of the agents [ 9 ]. Interaction and 
emergence are closely related and link together other generally acknowledged 
properties of CAS. Beyond interconnected autonomous agents, self-organisation, 
co- evolution, the poise at the edge of chaos, time pacing and the poise at the edge of 
time are other concepts that are frequently used when discussing CAS. 

 Interconnected autonomous agents, human or non-human, have the ability to 
independently intervene and determine what action to take given their perception of 
their environment. Yet they are interconnected and interact in such a way that they 
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collectively or individually are responsive to change around them, but not 
 overwhelmed by the information fl owing to them by this connectivity [ 2 ,  20 ]. 

 Self-organisation is the capacity of interconnected autonomous agents to evolve 
into an optimal organised form without external force. This form results from the 
agents’ interaction in a disciplined manner within locally defi ned and followed rules 
and as such requires a departure from command and control management [ 2 ,  21 ]. 

 Co-evolution relates to a complex adaptive system, and/or its parts, changing at 
a sustainable rate to alter their structures and behaviours. Such changes are in 
response to the interactions of the parts of the complex adaptive system and to its 
interaction with other CAS, which coexist in an ecosystem where adaptation by one 
system affects the other systems. This in turn leads to further adaptations and recip-
rocal change where the CAS do not evolve individually, but in concert [ 2 ,  12 ]. 

 Poise at the edge of chaos describes the ability of a complex adaptive system to 
be at the same time stable and unstable, to never quite lock into place, yet never 
quite fall apart. The edge is the place which provides the stimulation and freedom to 
experiment and to adapt, as well as for novelty to appear, but also provides the 
framework, with suffi cient structure, to avoid disorderly disintegration. A complex 
adaptive system that is driven to the edge of chaos has a competitive advantage as it 
will outcompete those CAS which are not [ 2 ,  22 – 25 ]. 

 Time pacing in this context indicates that a complex adaptive system creates an 
internal rhythm that drives the momentum of change and that change in the complex 
adaptive system is triggered by the passage of time rather than the occurrence of 
events. This stops the complex adaptive system from changing too often or too 
quickly [ 2 ,  22 ]. 

 Finally, poise at the edge of time conceptualises a complex adaptive system’s 
attribute of simultaneously being rooted in the present, yet aware of the future. This 
allows the complex adaptive system to balance and synchronise between engaging 
enough exploitation of existing resources and capabilities to ensure current viability 
with suffi cient exploration of new opportunities to ensure future viability [ 2 ,  21 ,  22 ]. 

 All these core concepts are heavily intertwined and mutually reinforcing [ 26 ]. 
In summary, complex adaptive systems can be characterised through the emer-
gence of co-evolutionary, self-organised behaviour, structure and order through the 
interaction of interconnected autonomous agents in a time-paced rhythm balancing 
at the edge of time. 

 CAS theory has been recognised as a valuable approach to understand contem-
porary ISD, and several research teams have applied the theory and provide organising 
principles and suggestions for best practice for the ISD process. 

 Meso and Jain [ 10 ] identify seven principles of CAS that are intuitive and easy 
to grasp. They are the principles of open systems, of interactions and relationships, 
of transformative feedback loops, of emergent behaviour, of distributed control, of 
shallow structure and of growth and evolution. The authors provide a conceptual 
argument, which they support with various examples from the literature. They map 
these principles to agile development practices and from this mapping derive more 
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concrete, yet generic recommendations for best practices for ISD. In brief, their 
recommendations are:

    1.    Let actual solutions, processes, work patterns, team confi gurations and inter-
actions emerge naturally rather than from heavy planning and design.   

   2.    Do minimal planning where and when necessary; limit emphasis on 
documentation.   

   3.    Allow for manageable experimentation in product design and with processes 
for learning from mistakes.   

   4.    Develop, test and validate the IS iteratively and compare with current and past 
solutions.   

   5.    Allow solutions to be responsive to emerging changes in requirements by 
taking into account feedback from frequent releases.   

   6.    Strive for componentisation and loosely coupled IS.   
   7.    Allow the development process to emerge or be determined by local needs.   
   8.    Use an iterative, time-boxed and modular development process with measurable 

process milestones.   
   9.    Re-evaluate the development process and methodology frequently.   
   10.    Delegate responsibility and decision making to local development units.   
   11.    Involve stakeholders and fellow developers by listening to their comments.   
   12.    Re-evaluate team confi guration frequently and allow for pairing or teaming up 

of developers.    

  Vidgen and Wang [ 2 ], again with a focus on co-evolution and agile development, 
develop a framework, which is grounded in the work of Volberda and Lewin [ 21 ] on 
co-evolving self-organising organisations. They identify practices similar to those 
identifi ed by Meso and Jain [ 10 ], but consider them as enablers of agility. 

 My work is based on these predecessors, but I extend the line of reasoning and 
argue that rather than being enablers for agility, these practices are properties of 
complex adaptive systems to cope with complexity and to be adaptive. In ISD, 
understood as CAS, certain characteristics of the process facilitate good perfor-
mance and support a sustainable development process while others inhibit it. I con-
tend that these characteristics are not just limited to and important for agile 
development methods but are generally necessary, from a CAS perspective, for a 
contemporary, sustainable ISD process that has to deal with turbulent and changing 
environments. 

 CAS theory sheds new light on the discussion concerning the advantages and 
disadvantages of mixing plan-driven and agile approaches, methods and practices 
[ 27 – 29 ] and goes beyond actual problems and practices, as are currently coined in 
the literature, to form a deeper theoretical understanding of ISD [ 30 ]. While integra-
tion based on such simple classifi cations from a pragmatic perspective might be 
important and is supported by CAS theory, it seems to be based on a false dichot-
omy between agile and other methods [ 31 ] and appears to be theoretically second-
ary and less relevant. It might even render redundant the plan-based versus agile 
approaches debate as an “either-or” matter [ 32 ] as long as the chosen approach 
allows for organising for adaptation and sustainable ISD based on a set of simple 
foundational rules.  
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3     Cultures of Complexity 

 Several authors underline the importance of culture for agile development [ 33 – 36 ] 
and argue for an innovative and open organisational culture. I now discuss my 
position with regard to the relationship between organisational culture and 
sustainable ISD. 

 My work is grounded on Schein [ 37 ], who defi nes culture as “A pattern of basic 
assumptions—invented, discovered or developed by a given group as it learns to 
cope with its problems of external adaptation and internal integration—that has 
worked well enough to be considered valid and, therefore, to be taught to new mem-
bers as the correct way to perceive, think and feel in relation to those problems”. He 
conceptualises an organisational culture as having three distinct layers. The fi rst 
layer holds the basic assumptions possessed by all members of that culture. These 
assumptions concern the members’ fundamental values about reality, human rela-
tionships, human nature and the environment. They are taken for granted, subcon-
scious, invisible and most diffi cult to change. The second layer holds the values and 
beliefs to which members subscribe. They are espoused, overt and debatable unlike 
basic assumptions. They are visible in the organisation’s adaptation to the external 
environment and in the integration of its internal processes. In this context the 
organisation’s mission, its attitude towards its customers, its resources and measure-
ments, and its approaches to improvement play an important role as do its world 
view, its management and communication style, its distribution of responsibilities 
and its employees’ mutual respect for each other as well as their organisation in 
groups and the groups’ boundaries. In the third and most visible cultural layer, 
labelled artefacts and creations, visual and tangible manifestations of culture are 
found. These manifestations include the organisations’ buildings and physical 
appearance, their technology, art, traditions, and visible and audible behaviour pat-
terns expressed through language and stories. I will use these characteristics to 
analyse some organisational culture of ISD. 

 Schneider [ 1 ] provides a cultural analysis framework which is used by authors 
such as Highsmith [ 34 ] to explain his understanding of the relation between culture 
and ISD. In his framework Schneider [ 1 ] differentiates an organisation’s focus 
between actual experience, reality and present needs or anticipating future possi-
bilities. He further differentiates whether its judgement and assessment processes 
are impersonal and objective or personal and subjective. Schneider distinguishes 
four basic organisational cultures, which he labels competence culture, control cul-
ture, collaboration culture and cultivation culture. The four core cultures can be 
summarised as follows (see Table  1 ).

   In a competence culture, the organisation’s focus is on future possibilities and the 
organisation’s judgement process is governed by objective measures. The organisa-
tion appreciates its employee’s performance and cherishes the competent, superior 
individual. It prioritises work and its guiding question therefore is how a work task 
can be solved. With regard to management style, the organisation is led by exper-
tise. It is organised in projects and recruits staff to improve its competitive strength. 
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 In a control culture, the organisation’s focus is on present needs and the organisa-
tion’s judgement process is governed by objective measures. The organisation 
appreciates power and certainty and cherishes compliance with its plans. It priori-
tises its predefi ned and structured work system and therefore does not ask how and 
why a task has to be done, but what task has to be performed. With regard to 
management style, the organisation is lead by authority and it is hierarchically 
organised. It recruits employees to secure the organisation’s reliability. 

 In a collaboration culture, the organisation’s focus is on present needs and the 
organisation’s judgement process is governed by subjective measures. The organisa-
tion prioritises people and appreciates the employees’ attachment to the organisa-
tion. Its guiding question is "who is performing a task, and for task performance, it 
cherishes teamwork. Therefore, work is organised in teams, usually in permanent 
teams. Managers lead the organisation as role models and recruit employees with 
regard to their capability to cooperate. 

 In a cultivation culture, the organisation’s focus is on future possibilities and the 
organisation’s judgement process is governed by subjective measures. The organ-
isation appreciates its employees’ self-realisation and cherishes creative unfolding. 
Therefore, it prioritises ideas and asks why something should be done. The organ-
isation is organised as little as possible to allow for the generation of as many ideas 
as possible, and for this purpose, it recruits its employees by genius. The organisa-
tion is led by its managers’ charisma. 

 I will also use Schneider’s framework to provide two examples of organisational 
cultures that I consider supportive to sustainable ISD. My examples are based on a 
comparative, exploratory, qualitative case study [ 38 ] of some Danish ISD companies, 
the two I have chosen here are named CoopCul and CompCul to respect their 
request for anonymity. 

   Table 1    The characteristics of the four organisational core cultures   

 Competence  Control  Collaboration  Cultivation 

 Contents  Future 
possibilities 

 Reality/present 
needs 

 Reality/present 
needs 

 Future 
possibilities 

 Process  Objective  Objective  Subjective  Subjective 
 Appreciates  Performance  Power and 

certainty 
 Attachment  Self-realisation 

 Cherishes  Superior 
individual 

 Compliance 
with plans 

 Teamwork  Creative 
unfolding 

 Prioritises  Work  The system  People  Idea 
 Asks  How?  What?  Who?  Why? 
 Is lead by  Expertise  Authority  Roles  Charisma 
 Is organised as  Projects  Hierarchy  Permanent teams  As little as 

possible 
 Recruits by  Competitive 

strength 
 Reliability  Capability to 

cooperate 
 Genius 
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3.1     Examples of Organisational Cultures: CoopCul 

 CoopCul was founded in 1989 and has 21 employees. It has long-term relationships 
with a few customers with whom they work on the basis of time and material con-
tracts. The project which builds the basis for my example is concerned with the 
development of a customer relationship management system for one of their main 
customers, a real estate business. Although each project is free to develop its own 
development process, in practice the development is strongly infl uenced by Scrum 1  
and XP. Three developers and one supporter work on the project, with one of the 
developers acts as project leader and Scrum master. The organisation follows a 
management style where the individual employee has a mandate to (mostly) inde-
pendently make his or her own decisions. 

 CoopCul has a fl at management structure. The management group consists of 
four people, everyone else is a developer. The individual employees have the liberty 
and the responsibility to make their own decisions based on the company’s ethical 
principles about what is right and what is wrong. Knowledge and experience are 
shared by moving staff between different projects. Business process and project 
knowledge is shared through daily meetings. CoopCul believes in the strength of its 
staff. Thus each staff member has 100 h per year which he or she can freely use for 
competence improvement. The overall management style can be characterised as 
“all power to the developers”. In principle all developers are equal and have the same 
decision mandate. In practice some of the developers have greater experience and on 
this basis exert more authority. The project leader role is taken by these developers. 

 CoopCul’s developers appreciate the freedom and trust management and custom-
ers give them. They have an open and honest relation to their customers. As it is 
important to inform and involve customers as soon as problems are discovered, the 
developers themselves contact the customers to ask for information or to inform them 
about problems. In this context CoopCul tries to avoid fi xed price contracts, where 
everything has to be specifi ed, although the customers often do not have a clear idea 
of their needs and requests. To elucidate these needs together with the customer, 
CoopCul uses graphical mock-ups or blackboard drawings. The relationship with the 
customer is further supported by the software tool which registers development time 
quite precisely. The customers have access to this registration system and can see 
how much time has been used for what task. Beyond this, gut feeling and intensive 
communication with the customers are used to assess the status of a project.  

3.2     Examples of Organisational Cultures: CompCul 

 CompCul is a consultant and product development company founded in 1998 with 
25 employees with 8–10 staff working on the company’s main product. This product 

1   As the particular ISD methods are not in the focus of the presented argument, they are not further 
explained in this paper. Further information can be found in the texts referenced in Sect.  1 . 
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is a platform for digital media products which has been developed in different 
subsystems and is currently in version 2.1. The development tasks are performed in 
14 day sprints and are distributed among the developers every second week. 
CompCul’s development process is inspired by Scrum, XP and organisational 
patterns for agile development as introduced by Coplien and Harrision [ 35 ]. The 
company’s chief technical offi cer acts as product owner. 

 CompCul’s mission is to provide quick and speedy high-quality expertise. They 
take on time-critical projects and assignments and aim at changing their customers’ 
development processes by actively intervening in concrete projects. CompCul wants 
to be seen by their customers as humble, but professional. The chief technology 
offi cer acts as product owner and project leader for the digital media product and is 
in constant dialogue with customers, sales personnel and support staff. The digital 
media product is a standardised product, but each customer gets their own unique 
solution. As process consultants CompCul’s employees focus on software develop-
ment and less on organisational development, and CompCul is characterised by a 
curiosity for technical novelties; everyone including the management follows up on 
and experiments with the newest technologies. 

 CompCul has long been inspired by agile principles, and they have become so 
much part of the company that they are not very visible on a day-to-day basis. For 
example, pair programming is only used to a very limited extend, primarily for 
education, but there are always two developers on each user project who are able to 
talk together. Productivity is important for CompCul. The company has a home- 
grown system for time registration which primarily is used for billing but which also 
provides an indication about a project’s productivity. There is some resistance 
against further registration and measurements as well as against the use of project 
management tools such as Gantt diagrams and metrics. Daily morning meetings are 
the primary means of all communication with regard to the actual iteration of each 
project. Education on the company’s product happens through introductory training 
and pair programming. Quality assessment and improvement is dealt with through 
a continuous integration server which builds the system, performs all tests and gives 
feedback on detected problems and errors. Each Friday, general knowledge sharing 
as a basis for further product and process improvement takes place. 

 CompCul has a very fl at structure. All developers are directly under the directors 
in the hierarchy. CompCul’s founder together with the company’s chief technical 
offi cers leads the organisation by example, by always being the fi rst to take on a task 
or an initiative. CompCul pursues full openness as everyone can see what everyone 
else earns and all profi t is shared. The employees are proud of their craftsmanship. 
Everyone is on a high professional level and they strive for being among the best 
consultants in their fi eld. To give something back to the development community at 
large, the employees contribute to the open source movement. There are not many 
formalised roles, but individual developers have to take responsibility for their 
development projects. The daily meetings allow for swift follow-up of the developers’ 
areas of responsibility and their assigned tasks. Everyone in the development team 
has been at a    Scrum master course, and they are all equal with regard to their knowl-
edge about the development processes. In the digital media project, there is 
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nevertheless a certain difference between experienced developers and less experi-
enced developers who are more likely to do what they are asked. At CompCul 
knowledge is shared and not kept back for one’s own advantage. The employees 
care for each other, are observant and are willing to help each other beyond the 
boundaries of any formal groups. There is no a central architect or leading program-
mer, but a joint codes base which all can access. CompCul holds the following basic 
ethos: At CompCul, everyone is open and considerate to each other, loves to develop 
software and wants to be the best in doing it; at CompCul, people are more 
important than processes and family is as important as work.  

3.3     Identifying Core Cultures 

 Table  2  summarises the results of the comparison of the core cultures of the exam-
ple organisations and the projects that were investigated. With regard to the organisa-
tion’s focus, CoopCul develops software for a customer, who has some requirements 
and who wants some problems solved, and although the organisation’s professional 
developers of course also think of the future, they understand as their primary task to 
provide value to the customer by satisfying the customer’s need and not to ponder 
about more extensive possibilities. CompCul is engaged in product development 
with no particular customer. Their developers try to exploit as many ideas and pos-
sibilities to reach as many customers as possible. At both CoopCul and CompCul, 
the overall development process management involves decisions concerning a par-
ticular project being taken by the development team itself and that human, subjective 
and emotional judgement—gut feeling—is as a rule the best to follow.

   CoopCul appreciates its employees’ self-realisation. Developers should dare to 
talk to the customer, be able to make their own decisions and should pursue further 
personal development. At CompCul attachment is most appreciated—the employ-
ees should feel good and at home in CompCul’s developer “family”. CoopCul 
cherishes teamwork, which is demonstrated by the developers’ close cooperation 
and the mutual testing of their software. CompCul cherishes the superior individual 
with its strong technical competencies most. CompCul prioritises work highest, 

   Table 2    The core cultures of the example organisations   

 The organisation  CoopCul  CompCul 

 Contents  Reality/present needs  Future possibilities 
 Process  Subjective  Subjective 
 Appreciates  Self-realisation  Attachment 
 Cherishes  Teamwork  Superior individual 
 Prioritises  People  Work 
 Asks  Why?  Who? 
 Is lead by  Charisma  Expertise 
 Is organised as  Permanent teams  Permanent teams 
 Recruits by  Capability to cooperate  Competitive strength 

Managing Sustainable Information Systems Development: Complexity, Culture…



10

understood in such a way that it is deeply rooted in the culture of the two projects to 
strive for a solution of uttermost quality. CoopCul in extension of its emphasis on 
self- realisation prioritises the employees most. 

 The example organisations differ with regard to their central question: At 
CoopCul the emancipated, individual developer independently gets acquainted with 
a task or challenge and asks “why” a certain approach is better than another. At 
CompCul the question is “who”, they stress that the right developers have to work 
together on the right assignments. 

 CoopCul is lead by charisma, as with its value-based management form, the man-
agement team represents a catalyst and inspiration for the staff. At CompCul, the 
experienced developers and the chief technology offi cer act as Scrum masters and 
supervisors for the younger staff. This can be considered as management through 
expertise. At CoopCul and CompCul, the projects are organised as permanent teams. 

 Finally, at CoopCul it is more important that staff fi t into the culture and like to 
have a relationship with the customer than that they have technical capabilities; 
thus, people are recruited based on their capability to cooperate. At CompCul more 
importance is attached to the technical competence of the employees—they select 
the best developers for the task and thus emphasise their competitive strength most. 

 Now applying Schneider’s [ 1 ] framework, we fi nd the following core cultures. 
 CompCul—a competence culture. CompCul presents a distinct competence 

culture with some traits of cooperation and cultivation. Consultancy companies are 
typically competence cultures [ 1 ], and at the same time, this culture is well suited 
for the development of niche products for selected customers—such as CompCul’s 
digital media product [ 1 ]. CompCul does not have any traits of a control culture as 
this would be against “gut feeling” [ 1 ] which CompCul readily and often utilises. 
“Family is as important as work” is one of CompCul’s basic assumptions, and here, 
the culture shows characteristics of a cooperation culture which in contrast to a 
competence culture has the family as its archetype [ 1 ]. Also CompCul’s policy 
concerning transparent salary information and profi t sharing shows more traits of a 
cooperation culture than of a competence culture. It is a characteristic of a compe-
tence culture that management has the same or even better technical competences 
than staff [ 1 ]. CompCul’s managing director has been a profi cient developer and 
today he helps other organisations to implement sustainable ISD approaches. 
Competence as core culture is also mirrored in the fact that CompCul experiments 
with new technology and advanced prototypes of their product. CompCul has been 
founded with a view to be a front runner of the trade. This idea is still central and 
attracts competent staff. The company is a consultant company organised around 
technical specialists which is refl ected in their product. CompCul does however not 
only recruit experienced, technically superior staff but also employs and trains 
newly graduated people without experience, but with perceived potential. 

 In conclusion, I argue that ISD thrives not only in competence and collaboration 
cultures but also in cultures which might have a strong element of control or culti-
vations—as long as they recognise ISD projects as complex adaptive systems.   
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4      Balancing at the Edge: Project Management Challenges 

 Another concept I relate to sustainable ISD is inspired by Vidgen and Wang’s [ 2 , 
 26 ] work on CAS theory and ISD practice. They summarise the key concepts of 
CAS in three guiding principles for the organisation of ISD to thrive in a competi-
tive, unpredictable environment of continuous and unanticipated change, an ability 
which Goldman et al. [ 39 ] and Dove [ 40 ] link to the concept of agility. These 
principles are matching co-evolutionary change rate, optimising self-organisation 
and synchronising concurrent exploitation and exploration. Matching co-evolution-
ary change deals with handling stability and instability at the same time and can be 
investigated through looking how requirement changes are monitored and tracked 
and how the user requirements’ change rate is matched or exceeded. Optimising 
self-organisation considers the distribution of decision making and local autonomy 
and answers to questions such as how is management distributed, how are capabili-
ties of individuals maximise and how are communication and collaboration facili-
tated. Synchronising exploitation and exploration inquires into how a project is 
rooted in the present, but aware of the past and possible futures, and how exploita-
tion and exploration of resources, especially knowledge, are synchronised. 

 Wang and Vidgen [ 41 ] also identify the edge of chaos as a key concept of CAS 
as the edge of chaos is at the same time stable and unstable [ 24 ]. Edge of chaos is 
the part of a system, which never quite locks into place, yet never quite dissolves 
into turbulence [ 42 ]. It is also the place which provides organisations with both the 
stimulation and freedom to experiment and to adapt but also to avoid disorderly 
disintegration [ 25 ] and thus outcompete those systems that are not at the edge [ 13 , 
 23 ]. Edge of chaos is the place where the really interesting behaviour occurs [ 41 ]. 
In this context Wang and Vidgen [ 41 ] developed another framework. It takes as a 
starting point four pairs of values, which according to the advocates of agile devel-
opment guide ISD in its complex setting. The value pairs are (1)  individuals and 
interactions  over processes and tools, (2)  working software  over comprehensive 
documentation, (3)  customer collaboration  over contract negotiation and (4) 
 responding to change  over following a plan. With regard to these values, two critical 
boundaries demarcate the edge of chaos as the area of having “just enough struc-
ture” where ISD projects are poise at the edge of chaos: the region of emergent 
complexity and where the projects are able to balance order and chaos. These 
boundaries identify where too much structure leads to bureaucracy with too rigid 
processes and rules, too much documentation, too much emphasis on contracts and 
their negotiation and too much focus on following project plans. On the other hand, 
too little structure leads to chaos with too loose, if at all, defi ned processes and rules; 
too much emphasis on working software; too much focus on collaboration; and too 
much response to change requests. In Highsmith’s [ 34 ] words, the edge of chaos is 
where ISD projects show agility, which he defi nes as the ability to balance fl exibil-
ity and stability. On this background I will now briefl y illustrate the three guiding 
principles of CAS and their role in sustainable ISD. 
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4.1     Matching Co-evolutionary Change at the Edge of Chaos 
Through Time Pacing 

 Accepting change has already been identifi ed as a cultural feature in the examples 
presented above. In another project, change, especially change of requirements, was 
an accepted fact of life. This example is based on an empirical case study of a com-
mercial ISD project in a large German public sector organisation performed by a 
German software company. For more information on this project, see the  Appendix  
and again the literature referenced in Sect.  1 . 

 In this project, dealing with change was an integral part of the daily activities. 
This involved balancing how the project responded to changed circumstances 
against following a plan. Beyond the scheduled meetings, some of the customer 
organisation’s subproject managers turned up at the project nearly on a daily basis 
while others came regularly and looked over the shoulders of the developers. The 
development organisation’s project manager commented on the customer behaviour 
and formulated the project’s overall principle to handle change requests: “Yesterday 
he said something and today he says something else. Requirements have to be clear 
at the beginning of an iteration and cannot change right in the middle of it. We are 
agile but not on a daily or hourly change request rate”. Thus, different feedback 
mechanisms were introduced and provided structures for collecting ideas and 
change requests. Change requests were presented by the customers and users on a 
short time frame via weekly and bi-weekly feedback sessions and scheduled weekly 
meetings for all subproject managers. These meetings contributed to an iteration 
and were based on presentations and demonstrations of working software. The cus-
tomer representatives also performed regular “road shows” in the user departments 
to collect feedback and ideas and proposals for improvements. Finally, change 
requests were detected and collected through the scheduled acceptance test sessions 
for each iteration or a release with customer representatives. Change requests, as a 
rule, were dealt with and implemented in the next iteration(s) with the exception of 
minor changes, which, after negotiations and mutual agreement, were implemented 
as part of the current iteration. 

 The different feedback mechanisms provided some structure to handle the 
changes, but plans and planning although not impeding more spontaneous actions 
played an important role as well. Even the weekly sessions were to some extent 
planned, as were of course the acceptance tests. As one customer’s subproject 
leaders relating to the size and complexity of the project said “Planning is essential 
in such kind of projects”. Therefore, the project also had an overall long-term plan 
covering a 14-month period anticipating 3–6 releases depending on the subprojects. 
A more fi ne-grained plan was developed for the individual iterations, which together 
made up a release, that was detailed to a single week. Planning sessions, also called 
planning games and story cards, then offered the means to perform planning at the 
most detailed level for very short periods of time. The frequent planning sessions 
embedded in a “larger” and coarser plan together with the different means to handle 
change provided just enough structure for the project to move forward and to bal-
ance stability and fl exibility at the same time. 
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 In this project, a two-phased development approach and the overall project plan 
set the time frame for the development process. Project activities were performed 
continuously in accordance with an internally set pace. This included the frequent 
releases, formal weekly and bi-weekly meetings and feedback sessions, as well as 
the daily meetings, and in particular the iterations, which were of varying duration 
but were comparably short and of a predefi ned length. Regular planning and, if 
necessary, rescheduling with regard to releases, iterations and daily activities pro-
vided the appropriate intervals to match and handle the changes that were brought 
up continuously during the project. Together with the manageable size of the 
requirements on the story cards, it supported the emergence of a lasting working 
rhythm, which becomes most evident in the way the pair programming worked both 
with regard to shifting partners and sharing the keyboard (see next subsection 4.2). 
This way, time pacing, as also reported by Vidgen and Wang [ 26 ], was an organising 
principle created on an internal rhythm which drove change in the project and 
simultaneously allowed for stability and fl exibility [ 2 ]. 

 The project was continuously in a state of bounded instability, which means that 
it—paradoxically—was simultaneously stable and unstable [ 24 ]. The two-phased 
development approach, the formal contract, the initial project plan and the fi rst 
requirements specifi cation as well as the overall implemented project organisation 
all acted as superordinate structuring mechanisms that created a relative stable 
space within which the development process and the working software could unfold. 
Beyond the direct reaction on manageable clarifi cations and refi nements of existing 
requirements, the handling of the constant requests for changes and new requirements 
illustrates how the project manoeuvred in a region of emergent complexity and 
balanced at the edge of chaos. The organising principles used in the project all 
allowed for the fl exible handling of the large amount of new, incoming demands and 
ideas and at the same time provided a frame for stability as they structured the 
project participants’ day-to-day activities and helped them to know what to do, 
when and what to expect from others. These mechanisms included short iterations 
with frozen requirements, the frequent planning including the estimation of tasks 
with regard to the developers’ capabilities, the prioritisation of tasks with regard to 
the actual situation, the stand-up meeting and feedback sessions and not least the 
size of the individual tasks and user stories whose descriptions could exceed not an 
A5 story card.  

4.2     Optimising Self-Organisation Through Autonomy 

 Self-organisation and self-management in the project were brought about through 
the distribution of decision making and local autonomy to facilitate the team mem-
ber’s interaction and communication and to maximise their capabilities. This is in 
line with the value of individuals and interaction over processes and tools. Pair 
programming was a prominent process to support the interaction of the individuals 
and organised the individuals of the development teams to work in shifting pairs of 
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developers in front of a screen while implementing the requirements written down 
as user stories on story cards as executable code. The developer pairs emerged 
through spontaneous formations, as one developer put it “fi rst I look who is free and 
then I go and work with him”. Two mechanisms here were important: (1) to regularly 
shift a partner and (2) to regularly shift possession of the keyboard within a pair. The 
developers found it diffi cult to fi nd the appropriate synchronisation points at which 
to change a partner in the team of four developers. No common practice existed. 
However, they did not follow an overly bureaucratic rule such as shifting partner 
every morning regardless of the status of a story card. To avoid both too much red 
tape and too much disorder, some developers preferred to stay with a partner until a 
card was closed. “…changing a partner was always a problem, it still is as changing 
in the middle of a card seems foolish to me and I don’t really like doing it…”, said 
one developer. However, a subproject leader might intervene if a pair had worked 
together for too long, say, 3 days. In doing so, a balance, “just enough structure” 
was created between shifting too often and not shifting at all. The developers also 
started out with a practice, which did not really support the objectives of interaction, 
namely, that one developer exclusively held the keyboard and programmed, while 
the other watched and sometimes commented. To avoid such situations, a process 
was introduced using a stopwatch so that after 20 min the keyboard had to switch. 
This was however abandoned as too bureaucratic and not fruitful in the work envi-
ronment. The pairs found their own rhythm. “We don’t do that anymore. It didn’t 
function. Well, now it also functions without any explicit rule.” was how one devel-
oper commented the emerged practice. 

 This had also been the case with stand-up meetings, which like the planning 
games were also used to structure the distribution of work tasks. The developers 
either chose tasks themselves or in common consent were assigned tasks—some-
times on the spot—by their subproject manager without any involvement of the 
project manager. One subproject manager described this as follows: “In a stand-up 
meeting a developer had a good idea and I assigned the task to him. The project 
manager allows such decisions made by ourselves”. The stand-up meetings were 
originally performed by all teams together every day with the purpose to keep 
everyone up to date with the current status of the project and to exchange useful 
information. To start with these sessions were quite detailed and long and consid-
ered as not very effi cient and useful. The team members themselves refi ned this 
practice, and shorter meetings, distinguishing between the overall project and the 
subprojects, were introduced. This arrangement was acknowledged as very helpful. 
Other intensive interaction took place at the beginning of each iteration, where all 
story cards were jointly discussed. This illustrates how disciplined individuals and 
teams behaved throughout the project and how self-discipline and peer-triggered 
discipline, together with all other mechanisms, contributed to self-organisation. 
Moreover, it also illustrates how such behaviours supported a balance between order 
and chaos as well as stability and fl exibility and provided enough structure for the 
project to progress by keeping the project teams informed and decreased the need 
for documentation. 

 In the project, staff acted as autonomous, interconnected agents. Their autonomy 
was expressed in numerous ways. The autonomy of the customer staff showed when 
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they took part in prioritising, estimating, designing and especially approving design 
decisions where the customers had a mandate to make decisions and exerted power. 
Autonomy also became apparent in the liberty the developers had when distributing 
and picking tasks. When implementing the story cards, the developers were largely 
self-governing with regard to the design decisions they made. Finally, the develop-
ers were sovereign when choosing a partner for the pair programming. Still, the 
project participants were highly interlinked and maintained their relationships 
through the structures and measures described above. These structures and mea-
sures supported various forms of direct interactions to achieve interconnectivity 
across and within the four development teams. The emergence of learning of the 
entire team was in general encouraged by a number of factors. These included the 
physical presence and closeness of staff in the project facilities which were onsite at 
the customer premises, the sharing of project-relevant knowledge in the scheduled 
weekly meetings, feedback sessions and daily stand-up meetings, the involvement 
by all team members in project management, in design decisions and in all develop-
ment activities, their self-assignment of tasks based on competence and interest as 
well as the rotation of direct collaboration partners in the programming pairs. Such 
emergent learning is also reported by Vidgen and Wang [ 2 ]. 

 The concept of self-organisation is closely related to the concept of intercon-
nected, autonomous agents [ 2 ,  21 ]. It is thus not unexpected that the same structures 
and mechanisms were prominent in the support of self-organisation. The descrip-
tion of how the practices of stand-up meetings and pair programming were fi rst 
implemented, and later refi ned, illustrates the emergence of self-organisation of 
autonomous project members and the subsequent emergence of order in the devel-
opment process of the project. It also shows that individual and team discipline are 
not in confl ict with, but a vital element of, self-organisation. 

 The role of the project managers also deserves some attention. With largely the 
same development tasks and their sharing of responsibility, they appeared more like 
peers in terms of team interaction and a part of the team who were not controlling 
but primarily acted as facilitators and created an environment that fostered self- 
organisation. This however creates a challenge for the project managers since they 
need to live as members inside the project team as well as providing direction and 
guidance. Finally, feedback, other than the self-organised regular feedback sessions, 
also refl ects the self-organisation. Such feedback was provided and gathered from 
the customers who gave their comments in passing, by phone and by e-mail. This 
variety of forms was subsequently handled in an orderly fashion and contributed as 
part of the planning activities.  

4.3     The Edge of Time and the Emergent Balance 
of Exploitation and Exploration 

 In the project at the centre of attention were always the current iteration and the 
current user stories, while taking the existing working software and the design for 
future extensions into account. The iterations were based on using the existing 
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requirement lists to produce story cards and write working software while investi-
gating prospective options with information from and in consultation with customer 
staff. Such iterations have their root in the presence but are simultaneous awareness 
of the past and the future. Moreover, they balance the concurrent exploitation of 
existing knowledge and the exploration of new knowledge. This has been character-
ised as the edge of time by Brown and Eisenhardt [ 22 ]. The daily meetings and the 
pair programming served the purpose of keeping a focus on today at the same time 
as preparing for the future. Other project structures and mechanisms also supported 
a focus on and constituted a manifestation of both the past and the future, including 
the frequent presentations of working software. The overall project plan, as well as 
the frequent planning sessions, were structured around releases, iterations, planning 
games and the implementation of working software. Beyond product- oriented 
exploitation and exploration, and providing the opportunity for direct reaction, the 
frequent manager meetings and feedback sessions were also used by the project 
participants to think about their own behaviour and to review and improve the devel-
opment process. This is refl ected in the fl exible, but for each iteration, fi xed time 
boxes and the developed formats for the meetings and the pair programming. 

 In conclusion of this section, we argue that in sustainable ISD projects the overall 
plans and requirements documents and the possibility to change, revision and 
refi nement of these plans and requirements create conditions in which adaptive 
activities can fl ourish as they are not plan-driven, but planning driven [ 2 ]. We fi nd 
that recurrent planning is a consequence of frequent feedback due to the close 
relationships and the interactions between all those involved in a project and that 
both high-level, sketchy, long-term plan and detailed, accurate, short-term plans are 
necessary and benefi cial in such a process. This is consistent with the fi nding 
reported by Vidgen and Wang [ 2 ]. In such a context, managers need to care for their 
teams and nudge, remind and reinforce behaviours through communication with 
team members, and they need a subtler approach than command and control. They 
must handle the paradox of control as they are simultaneously in control and not in 
control. In other words, managers must be mindful.   

5      Mindfulness in ISD Projects 

 Vidgen and Wang [ 2 ] in the context of self-organisation also identify collective 
mindfulness as a capability. In this last part of this paper, I show how individual and 
collective mindfulness and mindful behaviour may contribute to successful and sus-
tainable ISD. Butler and Gray [ 3 ] suggest that individual and collective mindfulness 
increase organisations’ ability to perform in problem-solving situations and dynamic, 
changing and unstable environments such as ISD. According to these authors 
“Collective mindfulness requires organizations to couple the ability to quickly detect 
issues, problems, or opportunities with the power to make organizationally signifi -
cant decisions. This may be accomplished by moving decision- making authority or 
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creating an organizational environment that enables the smooth interaction of per-
ception and action”. These characteristics are also associated with ISD when under-
stood as CAS as I have argued above. Mindfulness includes the attention to detail, 
the willingness to consider alternatives and responsiveness to changes [ 43 ]. It 
endorses openness to novelty and an orientation in the present. As such, it also shows 
similarities to the prior presented four pairs of values. 

 According to Langer [ 43 ,  44 ] 2  at the individual level, mindfulness lays emphasis 
on the ability to constantly create and use new categories in the perception and 
interpretation of the world. In contrast, Chanowitz and Langer [ 45 ] describe mind-
lessness as a state of reduced attention, which results from premature commitment to 
beliefs that may not accurately refl ect the phenomena at hand. To conceptualise 
mindfulness, Langer [ 43 ,  44 ] distinguishes fi ve constituent components, which are 
presented in Table  3 : openness to novelty, alertness to distinction, sensitivity to dif-
ferent contexts, awareness of multiple perspectives and orientation in the present.

   Openness to novelty is the ability to reason about, and to cope with, novel kinds 
of stimuli. Alertness to distinction is the ability to compare new categories with 
existing ones and decide if things are the same or different. This is specifi cally 
important when defi ning the nature of a problem as it can help to decrease the risk 
of misdiagnosing a problem. Sensitivity to context is an awareness of the character-
istics of any specifi c situation which an individual faces. This is a prerequisite to 
being able to notice when situational traits change. Awareness of multiple perspec-
tives enables people to perceive and analyse things from different and opposing 
points of view. Finally, individuals, who are oriented to the present, devote more of 
their attention to their immediate situation. In this context, Sternberg [ 46 ] argues 
that people, who pay attention to their actual surroundings, behave more mindfully 
than those who are careless about what is happening. 

 People who are mindfully engaged in a procedure perceive changes in an 
environment. Therefore, there is a probability that they are more creative and that 
they are more likely to adopt new ways of working, and consequently, it is also more 

2   The idea of mindfulness is however much older; it is an ancient Buddhist concept linked to 
Buddhist meditation and has been related to “the art of conscious living” (see ref. [ 50 ]). 

   Table 3    Aspects of individual mindfulness   

 Aspect  Characteristic 

 Openness to novelty  Ability to reason about and to cope with novel kinds of stimuli 
 Alertness to distinction  Ability to compare, contrast and judge about how things are 

the same or different 
 Sensitivity to different 

contexts 
 Awareness of situational characteristics to notice when and 

whether a setting changes 
 Awareness of multiple 

perspectives 
 Appreciation of things from different and opposing points 

of view 
 Orientation in the present  Individual’s attention to their immediate situation and their 

actual surroundings 
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likely that they will fi nd innovative solutions to problems and that they by altering 
their actions will take advantage of new situations. 

 Collective mindfulness presents a theoretical elaboration of the cognitive con-
cepts related to individual mindfulness on the organisational level such as a business 
unit, a work group or a whole organisation. Collective mindfulness is also known as 
organisational mindfulness [ 3 ]. In collective mindfulness, existing expectations are 
continuously scrutinised and refi ned according to new experiences in order to be 
able to invent new expectations for dealing with unprecedented situations to improve 
foresight and current functioning [ 47 ]. Examples include hospitals providing ser-
vices under tight resource constraints but also mundane organisations such as 
restaurants. According to Weick and Sutcliffe [ 47 ], there are fi ve key aspects which 
characterise collective mindfulness: preoccupation with failure, reluctance to sim-
plify, attention to operations, commitment to resilience and migration of decisions 
to expertise (see Table  4 ).

   Preoccupation with failure focuses on the utilisation of errors and failures as a 
way of improvement. Emphasising errors and failures is helpful to prevent overcon-
fi dence in, and inattention to, a given situation. The organisational desire to continu-
ously view problems from different points of view is referred to as reluctance to 
simplify. This is helpful in order to recognise minor anomalies and errors and to 
react appropriately to prevent larger failure in the future. Attention to operations 
focuses on individuals’ (capability to develop an) integrated overall picture of the 
operations in an organisation or project. Commitment on resilience as opposed to 
focus on planning is the ability to cope with problems and dangers as they occur. 
Finally, the migration of decisions to expertise is the means to circumvent organisa-
tional hierarchies and for migrating problems to those experts who are most capable 
of solving them. 

 In summary, Butler and Gray [ 3 ] argue that collective mindfulness is associated 
with cultures and structures that promote open discussion and it increases the organ-
isation’s ability to perform in dynamic, unstable environments. They put forward 
that “Collective mindfulness is not simply the result of having individually mindful 
personnel. In general, mindfulness involves the ability to detect important aspects of 
the context and take timely, appropriate action”. 

   Table 4    Aspects of collective mindfulness   

 Aspect  Characteristic 

 Preoccupation with failure  Utilisation of errors and failures as a way of improvement 
 Reluctance to simplify  Organisational aspiration to perceive problems from 

different points of view 
 Attention to operations  Individuals’ capability to have an integrated overall picture 

of the operations in an organisation or project 
 Commitment to resilience  Ability to cope with problems and dangers as they occur 
 Migration of decisions to 

expertise 
 Migrating the problems to the experts, who are most capable 

of solving them, regardless of hierarchical levels 
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5.1     Examples of Mindfulness 

 To demonstrate the role of mindfulness, I will revisit two of the earlier value pairs 
to deal with ISD in turbulent environments and to support sustainability. The value 
pairs are individuals and interactions over processes and tools, and responding to 
change over following a plan. I will map the value pairs to the constituent compo-
nents and key aspects of individual and collective mindfulness and illustrate them 
with the selected examples from the project we introduced in the previous section. 

 The value “individuals and interactions over processes and tools” underlines that 
business people, customers, future users and developers should work together as 
closely as possible and as much as possible, preferably daily throughout a develop-
ment endeavour, to achieve the project’s goals. The value emphasises that projects 
should be built around motivated individuals who should be trusted and should be 
provided with an environment and the support they need to get their jobs done. In 
this context, self-organising teams are promoted as the organisational unit from 
which the best architectures, requirements and designs emerge. The value also 
alludes that face-to-face conversation is the most effi cient and effective method of 
conveying information to and within a development team. Thus, at regular intervals, 
the team should refl ect on how to become more effective, then tune and adjust its 
behaviour accordingly. From a perspective of mindfulness theory, this emphasis on 
individuals and interactions is mirrored in the concepts of openness to novelty, alert-
ness to distinction, sensitivity to different contexts and awareness of multiple 
perspectives. This underlines the individual’s capabilities to create and handle nov-
elty, to assess similarities, dissimilarities and situational change and which salute 
contrasts and opposition. Taking collective mindfulness into account, the allocation 
of problems to those who are most qualifi ed to solve them is obviously supported by 
such an approach as is the skill to handle predicaments as they happen and the 
organisational ambition to understand problems from different points of view. This 
shows that at least reluctance to simplify, the commitment to resilience and the 
migration of decision to expertise are echoed in this value pair. 

 The behaviour that led to the emergence of rhythm in the stand-up meetings is 
exemplifi ed by the following statement of one project manager: “In the beginning 
we did this all together, but we found out that it can become too much, as some are 
doing something that is not of interest for other teams. But it is good to know what 
others do. It does not have to be in detail. And that is what the teams do now, all 
teams, but we keep it short”. Pair programming in accord with self-organisation and 
autonomy, while balancing at the edge of chaos and time, exhibits both characteris-
tics of collective and individual behaviour in the form of alertness to distinction, 
sensitivity to different contexts, awareness of multiple perspectives, orientation to 
the present as well a willingness to learn from errors, an aspiration to perceive prob-
lems from different perspectives, an ability to cope with problems and the migration 
of decision to expertise. These characteristics are in line with what we argued con-
tributed to the progress of the project in a sustainable manner. 
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 The value “responding to change over following a plan” welcomes changing 
requirements, even late in the development process, and harnesses change for the 
customer’s competitive advantage while keeping the amount of work performed to 
implement a change and produce a new release as low as possible. The frequent 
delivery and evaluation of working software, persistent, lasting development as well 
as good design and technical excellence, certainly facilitate responding to change as 
does the cooperation of the different stakeholder groups and a working environment 
which cherishes trust, expertise and direct communication. In such a context, all 
components of individual mindfulness are taken into consideration as well as all key 
aspects of collective mindfulness are dealt with. 

 In the project described above, the recurrent planning sessions, embedded in a 
large and coarser plan, together with the different means to initiate change, are 
instances of mindful behaviour, which helped moving the project forward. Initiating 
change by collecting ideas and suggestions through road shows in the user depart-
ments and to handle change request brought forward on a shorter time scale in 
weekly and bi-weekly feedback loops built into an iteration has the following con-
sequence, as put by one developer: “…often we show the customer rep something 
once a week and then he’s going ‘well, I thought this would be different’ … thus 
there are always small changes …”. These frequent feedback loops also had the 
effect that minor misunderstandings were caught and dealt with as changes early 
before they could grow into something larger, as the same developer explained: 
“Until now it has not happened that everything was totally wrong; there are of 
course some refi nements or a bug is found or something similar. There is always 
something”. The feedback was taken seriously and immediately responded to with 
action: “Through the feedback we got, we could react directly.” as described by one 
developer. Overall, the project’s response to change and following of plans exhibits 
all aspects of mindfulness that can contribute to sustainable ISD.   

6     Conclusion 

 In this paper I discuss the concept of sustainable ISD and demonstrate the strength 
of an approach which acknowledges the complexity of ISD projects and activities. 
This approach understands the organisation of ISD from the perspective of com-
plexity science and complex adaptive systems (CAS) theory. As part of such an 
approach, I discuss the roles of culture, balance and mindfulness and illustrate this 
discussion with selected empirical examples. The discussion and examples show 
how they contribute to the organising principles, practices and capabilities which 
assist good performance in sustainable ISD. Thus, while my work contributes to a 
complexity theory of sustainable ISD, the presentation and examination of our 
examples also provides practical advice derived from this perspective to success-
fully cope with complexity in sustainable ISD in an adaptive manner.      
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7      Appendix 

 The empirical data for the case study which is presented in Sects.  4  and  5  was col-
lected in semi-structured, open-ended interviews, which were conducted by a team 
of two researchers in a 3-day period on the development site. The study investigated 
a commercial ISD project in a large German public sector organisation. The project 
developed an operations management system (OMS) for the waterworks of a large 
German city by a German software company. The system was developed with a 
web-based graphical user interface and a back end to interface the technical infra-
structure as defi ned by an underlying ERP system. The project was described by 
both the customer and the development company as a success. It was organised in 
four subprojects to provide IT support ranging from customer management to the 
maintenance of the sewer system. 

 A research team of two investigators performed 12 interviews with 11 individu-
als—the development organisation’s project manager was interviewed twice. This 
included nearly a third of the development team covering project managers and 
developers with a wide range of experience and skills and a representative sample 
of key players and future users in the customer organisation. The interviews were 
tape-recorded and subsequently transcribed. For the qualitative data analysis, a soft-
ware tool was used. The interview data was supplemented with company and proj-
ect documents such as method, requirements and release descriptions, as well as 
project plans. The analysis of the data was performed in collaboration with a third 
researcher who was not part of the original interview team. 

 The ISD project was organised in two phases. When the study was performed, 
phase one, which had lasted 12 months, had been successfully closed, and phase 
two had been going on for 4 months. Responding to an inquiry during our fi rst data 
analysis, the responsible project manager stated that phase two ended 10 months 
after our study, on time and budget with all parts of the IS being operational. At the 
time of the project, the development organisation consisted of about 25 employees, 
20 of them were developers, and based its development approach on the develop-
ment method extreme programming [ 48 ,  49 ] which provides a number of practices 
and tools to structure the ISD process. The formalised method includes planning 
techniques for releases and short iterations called planning games, A5-sized user 
stories and story cards to specify user requirements, onsite customers to support 
customer-developer communication, daily stand-up meetings for all project mem-
bers, pair programming, collective ownership, re-factoring of the developed soft-
ware as well as continuous integration and testing to develop the software proper. 
The development organisation had extended the method with some project manage-
ment processes to cater for their larger projects such as an elaborate overall project 
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plan, formal reporting mechanisms and a formal contract based on an initial 
requirements specifi cation produced by the customer.

 Information system  Operations management system (OMS) with web-based 
GUI user interface and ERP back end 

 Formalised method  XP: 
 Short releases and iterations of 3–6 months/3–6 weeks 
 Planning games, user stories, story cards, onsite users 
 Pair programming, collective ownership, stand-up meetings 
 Continuous integration, testing, re-factoring 

 Involved development 
team and developers 

 2 overall project managers (1 development organisation, 1 
waterworks) 

 Development organisation: 
 Up to 12 staff with multiple roles as 
 project manager, analyst, customer contact and developer 
 Highly motivated and educated, limited XP experience 
 4 subproject development leaders also as customer 

contacts, analysts, and developers with XP experience 
 Waterworks: 
 4 customer subproject leaders also as user representatives 
 At least 1 additional user representative for each subproj-

ect, not the whole time onsite 
 Structural context  Formalised method clearly communicated to customer 

 Development organisation: no experience with larger ISD 
projects using XP 

 Waterworks: 1 project using XP 
 Project team onsite in a waterworks building 
 General requirements document as basis for contract 
 Failed ERP implementation 

   Summary table of the structural elements of the OMS project   
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    Abstract     Trust plays a critical role in exchange relationships, including unknown 
risks in the online environment. With respect to the adoption of identity management 
systems (IdMS), users face similar situations and must rely on trust to overcome 
their risk perceptions because many online interactions require the user to disclose 
identity information. Previous studies showed that trust signifi cantly infl uenced and 
increased the individual’s behavioral intention toward a particular Web- based 
service or technology. However, researchers have not explored the role of trust in 
IdMS adoption. This study identifi es multidimensional trust perceptions in the ini-
tial adoption stage of the IdMS and aims to understand and examine their affect 
toward user behavioral intentions to adopt IdMS. A research model of initial trust 
formation is developed and includes trusting beliefs (trust in IdMS providers and 
IdMS artifact) and institution-based trust (trust in the Internet). The conclusion of 
this paper outlines the implications and suggests further directions for future research 
in this area.  

1         Introduction 

 As digital identity becomes more and more important in the online world, identity 
management is an essential component for the successful growth and development 
of the next, so-called “2.0,” user-centric Internet services. Therefore, the emergence 
of identity management systems (IdMS) has brought about primary changes to 
online transactions. IdMS are information systems (IS) comprising the process, 
polices, and emerging technologies used to manage information about the identity 
of users and control access to online resources [ 18 ]. The factors affecting adoption 
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of an emerging information technology (IT) artifact such as IdMS have been of 
interest among IS researchers, but they remain unknown [ 21 ]. Although many 
studies have focused on the factors that infl uence the adoption of IT products (e.g., 
[ 4 ]) or online services such as online banking and online shopping for the past 
decade (e.g., [ 6 ,  21 ]), the issue associated with IdMS adoption has received little 
attention in the academic literature [ 34 ,  35 ]. There is a lack of in-depth published 
research that considers both use and context (from an IS perspective) related to the 
topic of IdMS [ 35 ]. Digital identity authentication schemes from the providers’ 
perspective have been well documented [ 34 ]. However, recent research agrees that 
there is little exploration of the perception of IdMS from the user’s perspective. 
Thus, further research to explore users’ perceptions of IdMS is called for [ 1 ,  2 ,  15 , 
 32 ,  34 ]. In addition, the provision of suitable frameworks or models to better under-
stand IdMS from both business and user perspectives is equally limited [ 35 ]. 
Therefore, the objective of this study is to develop a model to provide a better under-
standing of the factors infl uencing IdMS adoption by users. 

 Recent trust studies have described trust as a fundamental construct for understand-
ing user perceptions of technology and a primary predictor of technology usage [ 20 , 
 21 ,  39 ]. Researchers suggest that understanding how initial trust toward an IT is formed 
is essential for promoting the adoption of a new IT [ 20 ]. Recent identity management 
researchers also suggested that the trust in IdMS should be investigated and formalized 
[ 23 ,  33 ,  35 ]. Previous identity management studies addressed trust issue from the 
technical perspective. Theoretical, social, and regulatory dimensions have not been 
well addressed in the literature [ 1 ]. Therefore, this research fi lls this gap and inves-
tigates user perceptions of trust and its infl uence on user adoption of IdMS. 

 There is a lack of theoretical and conceptual frameworks that guide IT artifact 
research [ 13 ]. Gefen et al. [ 13 ] argued that “Yet, we do not have a conceptual frame-
work, nor taxonomy of constructs, to guide such research by identifying the con-
structs of importance and for deriving propositions” (p. 281). Therefore, they 
suggested developing a theory or a number of theories that identify the IT artifact 
constructs that have the potential to increase trust in online environment, and further 
specify how these constructs can be incorporated into technology adoption models. 
Little empirical evidence exists to support the nomological validity (construct valid-
ity) of applying trust to technological artifacts. Wang and Benbasat’s [ 39 ] research 
is the fi rst empirical study to examine trust in online recommendation agents. 
However, to the best of our knowledge, the nomological validity of trust in IdMS has 
not yet been empirically examined. Therefore, empirical testing is needed regarding 
whether or not trusting beliefs hold true for IdMS. This study is an attempt to fi ll 
this important gap and to contribute to the literature by proposing an integrated trust 
model to investigate and understand the initial trust toward user adoption of 
IdMS. This paper addresses the following questions:

•    What are the antecedents of initial trust in the IdMS context?  
•   How does trust affect users’ intention to adopt IdMS at the individual level?    

 This study theoretically contributes to IS literature relating to trust and emerging 
IT artifact adoption. Prior studies that examine trust on individual behavior have 
been limited and typically test it as a single construct [ 8 ,  19 ]. There is a lack of 

A. Alkhalifah and J. D’Ambra



27

studies that investigate and test the trust factor as multidimensional constructs [ 21 ]. 
Therefore, this study contributes to the literature by examining users’ beliefs about 
multidimensional trust constructs in IdMS context. It also develops a theory for 
better understanding the adoption and use of IdMS. The current study contributes to 
the literature by incorporating the integral roles of trust into innovative technology 
adoption. It extends the technology acceptance theory in the context of IdMS and 
provides a foundation for further research on user adoption of IdMS as, to the best 
of our knowledge, it is the fi rst attempt to examine trust toward IdMS adoption from the 
user’s perspective. According to Melone [ 43 ], “for the most part, the IS literature is 
silent on how users form initial attitudes about technologies and how these attitudes 
are modifi ed over time” (p. 77). Since then, although a growing body of IT adoption 
research has examined formation of initial beliefs, to date, very little research has 
been directed at understanding initial adoption of IdMS. This study synthesizes and 
extends previous work of innovation adoption research into a specifi c context of 
IdMS. It attempts to contribute to a better theoretical understanding of the anteced-
ents of user acceptance and user resistance to adoption and usage of an emerging 
class of IT artifact particularly IdMS. Furthermore, this study can pragmatically 
inform IdMS providers of how individuals interact with IdMS services and tech-
nologies so that providers can assess trust and reduce risk perception toward the 
adoption. Moreover, the proposed framework offers an increased understanding of 
user’s trust, which in turn will provide designers with a tool that can be used to 
develop trust-building mechanisms and risk-reducing strategies that will encourage 
IdMS adoption. 

 The remainder of the paper is organized as follows. The next section provides an 
overview of IdMS and defi nes trust in this study. This is followed by the development 
of the model proposed in this study. Next, the employed research method is 
described. Finally, the conclusion and future directions of the study are presented.  

2     Literature Review 

2.1     Identity Management Systems 

 IdMS have been defi ned as the integration of important personal information from 
multiple systems into one collaborative and unique identity [ 28 ]. IdMS represent 
solutions that are employed to manage end-user authentication, access rights and 
restrictions, account profi les, and other attributes that provide an individual with 
more control over his/her identity information [ 29 ]. This study focuses on Web- 
based IdMS and defi nes IdMS as the business processes, polices, and emerging 
technologies for the creation, maintenance, and use of online identities across the 
Internet and within online service providers. IdMS are services available on the Web 
that enable users to create and manage their online identity. In the offl ine world, 
a person carries multiple forms of identifi cation in his/her wallet, such as driver’s 
license, health insurance card, credit cards, and affi nity cards such as frequent 
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fl yer and loyalty cards. Similarly, IdMS enable individuals to create a number of 
digital cards which they use to identify themselves with Web services that accept 
them. If a user subscribes to an identity management service, they can access Web 
sites affi liated with the identity management service. The user can manage their 
identity information among various Web sites in an integrated way through this 
service. Examples of IdMS include Microsoft Passport, OpenID, Information Card 
(CardSpace), Facebook Connect, Web Single Sign-on, and PayPal Access. 

 Diverse parties participate in the IdMS in different ways. Their participation can 
be classifi ed by roles, taking into consideration that any individual participant or set 
of participants can play multiple roles (both at the same time and at different times) 
[ 5 ]. These roles within the IdMS are the following:

•     Subjects : users of digital services. Subjects may act on their own behalf (as indi-
vidual citizens, customers), or in roles within organizations, companies, or 
government departments.  

•    Identity providers (IdPs) : issue identities. For example, individuals might use 
self-issued identities in contexts such as signing on to Web sites, credit card 
providers might issue identities that enable payment, businesses might issue 
identities to their customers, and governments might issue identities to citizens.  

•    Relying parties (RPs) or service providers (SPs) : an individual, organization, or 
service that depends on claims issued by a claims provider about a user to control 
the access to and personalization of services.    

2.1.1     The Importance of Trust in Identity Management Systems 

 Trust plays a critical role in exchange relationships, including unknown risks in the 
online environment [ 12 ]. With respect to the adoption of IdMS, users face similar 
situations and must rely on trust to overcome their risk perceptions because many 
online interactions require the user to disclose identity information. Trust in IdMS 
is a behavioral belief related to the perception of security in using a particular IdMS 
technology. This may be guaranteed by a security IdP and a SP by using specifi c 
mechanisms such as encryption or digital signatures. Although IdMS is reliable and 
includes measurement against risks [ 32 ], potential risks may come from multiple 
sources, such as the vulnerability of Internet communication platforms and reason-
able technical and operational safeguards of the IdP or a SP. Many identity manage-
ment researchers suggested that the trust relationship among the parties (user, IdP, 
and SP) using IdMS should be investigated and formulized [ 1 ,  23 ,  33 ,  35 ].   

2.2     Trust 

2.2.1     Trust in Technological Artifacts and IdMS 

 In most previous studies, trust was initially advanced in the context of interpersonal 
relationships in which trust targets are human [ 13 ,  20 ,  39 ]. Most trust research has 
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focused on virtual team members or a Web vendor, and therefore the trustee has 
been human or a group of humans [ 20 ]. The role and nature of trust in technological 
artifacts remain unclear [ 20 ,  21 ,  39 ]. In the technological artifact context, trust has 
been identifi ed similarly to interpersonal trust in that it reveals the willingness of the 
truster to “behaviourally depend on a piece of software (e.g., a statistical system) to 
do a task” [ 25 ]. Recent IS trust research has been applied to the relationship between 
humans and technology and has identifi ed trust in technology when the trustee is a 
technological artifact, such as a recommendation agent [ 39 ], an information system 
[ 20 ], and mobile banking [ 21 ]. Research fi ndings have showed that components of 
trust in technological artifacts and in humans do not differ signifi cantly. This indi-
cates that individuals not only use technological artifacts as tools but also form 
trusting and social relationships with them [ 39 ]. Therefore, we identify trust in 
IdMS as an extension of interpersonal trust and a technological artifact that has been 
studied both in other contexts and in the recent literature on IS. 

 Trust in IdMS is different from the IT artifacts that have been examined in 
previous studies such as a recommendation agent [ 39 ] and online banking [ 21 ]. 
IdMS are much broader in nature. IdMS include not only the enabling technology 
but also the content, services, architecture, distributed environments, and even insti-
tutions. IdMS enable interactions and security of fi nancial transactions, as well as 
the exchange of private and sensitive information among people, service providers, 
organizations, and institutions via the Internet. IdMS require three parties: the users, 
the IdMS provider, and the Web service (whatever it maybe which we access via the 
IdMS). Therefore, with an IdMS, users provide their identity details to the IdMS 
who will then maintain and manage the identity data of the user providing the user 
access to Web services. Therefore, with an IdMS, trust is placed with the provider 
of the IdMS, not the Web service (i.e., Internet banking, online shopping, credit card 
management); thus the relationship is different and therefore, the nature of trust is 
different. Users can access, control, and manage their digital identity from anywhere 
and at any time with complete freedom. Because of the uniqueness of IdMS, it is 
imperative to examine the trust and acceptance of this complex new technology 
from the users’ perspective.  

2.2.2     Defi nition of Trust 

 Trust has been explored extensively and defi ned differently in many research studies. 
Because of the varied defi nitions of this complex construct, we choose to use a well-
referenced and respected defi nition of trust set forth in numerous studies. This study 
adopts Mayer et al.’s [ 24 ] defi nition of trust as “the willingness of a party to be 
vulnerable to the actions of another party based on the expectation that the other 
will perform a particular action important to the truster, irrespective of the ability to 
monitor or control that other party” (p. 712). This study follows the call from Gefen 
et al. [ 12 ,  13 ] for further studies on trust in new IT artifacts. 

 The current study focuses on users’  initial trust belief , which is formed after 
users have a fi rst experience with specifi c system [ 45 ] or previous experience with 
other systems [ 20 ].  Initial trust  refers to trust in an unfamiliar trustee [ 27 ]. The 

The Role of Trust in the Initial Adoption of Identity Management Systems



30

 truster  refers to the party that grants trust and the  trustee  refers to the party that 
receives trust [ 26 ]. In initial trust, the truster depends on other sources, such as sec-
ondhand information or contextual factors, in order to make trust inferences [ 20 ]. 
For example, before using a particular IdMS, a user can build initial trust in this 
system based on their experiences with the Internet or other Web-based technolo-
gies, such as online services or others’ opinions about the system. Because IdMS 
are in the early stage, initial trust is needed in a relationship in which the user does 
not yet have meaningful or credible information about the technology [ 3 ,  27 ]. This 
study focuses on the initial adoption of IdMS and therefore aligns with the research 
on initial trust [ 20 ]. Because trust is a dynamic concept that develops over time, 
some researchers have noted the importance of studying initial trust, particularly in 
cases of novel technology such as IdMS, where users must overcome uncertainty 
and perceptions of risk before using the technology [ 13 ,  20 ,  21 ,  27 ,  39 ]. Moreover, 
all these studies showed that initial trust has a strong infl uence on individual 
behavioral intentions toward novel technologies. Therefore, an investigation of the 
initial trust circumstance will enhance our understanding of why users initially trust 
in the context of IdMS and IS. 

 Numerous researchers have examined the effect of trust on an individual’s behav-
ioral intention to use Web-based services and technology in different contexts, 
including the online market place [ 32 ], online services [ 8 ,  19 ,  41 ], e-commerce [ 12 , 
 14 ,  22 ,  27 ], and mobile banking [ 21 ]. These studies showed that trust signifi cantly 
infl uenced and increased the individual’s behavioral intention toward a particular 
Web-based service or technology. However, researchers have not empirically 
explored the role of trust in IdMS adoption. Similar to the above studies, initial trust 
will be the important potential infl uencer to examine the initial adoption of IdMS. 

 This study follows McKnight et al. [ 27 ], Pavlou and Gefen [ 31 ], Cho [ 8 ], 
Be´langer and Carter [ 3 ], and Luo et al. [ 21 ] and suggests that trust is the belief that 
allows individuals to be willing to react after having taken the characteristics of the 
providers and the underlying Internet infrastructure into consideration. Therefore, 
the user should consider both the characteristics of the Web vendor and characteris-
tics of the enabling technological infrastructure before using an electronic service 
[ 30 ]. Trust in IdMS is therefore derived from the traditional view of trust in a 
specifi c provider (trust of the identity and service provider) and trust in the reliabil-
ity of the supporting technology (trust of the Internet) [ 3 ,  21 ,  30 ]. Overall, initial 
trust here includes trusting beliefs (trust in IdMS artifact and the IdMS providers) 
and institution-based trust (trust in the Internet).    

3     Conceptual Model 

 According to the Theory of Social Responses to Computers [ 44 ], people uncon-
sciously treat technological artifacts as social actors and apply social rules to them. 
Although there is an absence of more humanlike features, such as voice and 
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embodiment, humans tend to anthropomorphize technology [ 44 ]. Consistent with 
this theory, Sztompka [ 36 ] argued that in the case of trust in a technological artifact, 
“we trust those who design the technology, those who operate them and those who 
supervise the operations” (p. 46). Hence, this study defi nes trust as the users’ belief 
of the competence, benevolence, and integrity of the IdMS artifact, IdMS providers, 
and Internet platform. The initial trust model developed in this study is shown in 
Fig.  1 . This model consists of three levels of constructs: (1) trusting beliefs, (2) 
institution-based trust, and (3) behavioral intentions to adopt IdMS. The research 
model distinguishes two types of trust: initial trust perception of IdMS artifact and 
an identity provider (may be a preexisting trust) and preexisting trust of service 
providers and Internet platform.

3.1       Trust Construct 

 Trust is often viewed as a three-dimensional construct consisting of competence, 
integrity, and benevolence [ 27 ]. Although many trust dimensions have been posited 
in the literature, these three trust beliefs have been well accepted in many recent 

  Fig. 1    Research model       
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studies [ 8 ,  21 ,  27 ,  39 ].  Competence  refers to the ability of the trustee to do what the 
truster needs,  benevolence  is defi ned as trustee caring and motivation to act in the 
truster’s interests, and  integrity  means trustee honesty and promise keeping [ 27 ]. 
As mentioned earlier, the current study focuses on  initial trust , which develops after 
a user has a fi rst experience with IdMS [ 45 ] or his/her experiences with other sys-
tems and other’s opinions about the system [ 20 ]. These three trust beliefs apply to 
diverse temporal contexts, such as the initial stage of trust formation [ 16 ,  39 ]. Users 
may have concerns about the competence of IdMS providers to satisfy their needs, 
as well as concerns about whether they are working on their behalf rather than on 
the behalf of others. Trust can help users overcome these concerns and encourage 
them to adopt the IdMS. The benevolence of IdMS providers can be engendered by 
informing users that they care about user needs and therefore protect their identity 
information. Thus, their integrity can be promoted by providing technical ability.  

3.2     Trust in Identity Management Systems Artifact 
and Providers 

 Trust in IdMS artifact and IdMS providers refers to trusting beliefs. The term  trusting 
beliefs  is defi ned as the confi dent truster perception that the trustee, such as a 
specifi c Web-based vendor, has attributes that are benefi cial to the truster [ 27 ]. Trust 
in the IdMS providers refers to the user’s perceptions regarding the integrity and 
ability of the providers providing the online identity service [ 3 ,  24 ,  27 ]. Be´langer 
and Carter [ 3 ] argued that citizen confi dence in the ability of an e-government 
service provider to give e-services is crucial for the widespread adoption of 
e- government initiatives. Moreover, [ 12 ] hypothesized that trust in the agency has a 
strong affect on the adoption of a technology. Luo et al. [ 21 ] posited that trust in the 
bank has a signifi cant infl uence on user acceptance of mobile banking. Similarly, 
users must believe that identity providers and e-service providers have the technical 
and astuteness resources necessary to protect and respect their identity information. 
Truthful and non-fraudulent interactions with identity service providers will enhance 
users’ trust and adoption of IdMS. 

 Trust in the IdMS artifact refers to the user’s perceptions regarding the integrity 
and ability of the IdMS providing managing and maintaining their online identities 
[ 25 ]. Previous trust studies have been showed that trust in technological artifacts has 
a positive effect toward user intention to adopt a new IT artifact, such as a recom-
mendation agent [ 39 ] and mobile banking [ 21 ]. 

 It is necessary to distinguish between  trust beliefs  about an online service 
provider and trust in the technology as a platform for online transactions [ 21 ,  27 ]. 
Trust in IdMS is different than other Web-based services and technologies. IdMS 
are not owned by the users, and there is a provider relationship between an IdP, a SP, 
and its users. Thus, the concept trust in this case is important and complicated, and 
it must be built in all IdMS roles (i.e., the user, IdP, and SP) because the IdMS 
enables mutual authentication [ 11 ,  17 ,  32 ]. In this research context, identity service 
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provider, service provider, and IdMS artifact specifi c trust beliefs are one type of 
initial trust. However, they differ when users interact with an IdMS for the fi rst time. 
This study focuses on factors that drive existing online services users to adopt IdMS. 
Therefore, trust in a SP is one type of preexisting belief. As an IdP is another party 
but could be a SP at the same time [ 5 ], trust in IdP includes both new and preexisting 
beliefs. Trust in an IdP is one type of preexisting belief when the user interacts with the 
IdP as a SP at the same time or the user has had an experience with IdP. An example 
of this case is Google Accounts. Google utilizes the OpenID protocol as an IdP and 
allows users to authenticate as a SP to use Google services and applications on behalf 
of the user identity (Google account) [ 37 ]. Thus, users can authenticate to any SP that 
uses the OpenID protocol by identifying their Google accounts as an OpenID. 
Conversely, trust in an IdP is one type of new belief when the user interacts with an 
IdP for the fi rst time. For example, users may be uncomfortable linking their e-mail 
account to their bank [ 34 ]. The trust of an IdMS is a new belief when users interact 
with an IdMS service or technology for the fi rst time (see Fig.  1 ).  

3.3     Trust in the Internet 

 Trust of the Internet refers to institution-based trust [ 12 ,  27 ].  Institution-based trust  
refers to “the belief that needed structural conditions are present (e.g., in the Internet) 
to enhance the probability of achieving a successful outcome in an endeavour like 
e-commerce” [ 27 , p. 339]. Institution-based trust is especially important in situations 
where there is no previous interaction or where the truster is not familiar with the 
trustee [ 20 ]. When studying trust in an Internet-based IT artifact such as IdMS, trust 
in the Internet as an institution should be considered. Trust of the Internet is consis-
tently defi ned as a key predictor of Internet-based technology adoption [ 3 ,  21 ,  27 ,  30 ]. 
Trust in the Internet is based on trust in the security measures, safety nets, and per-
formance structures of this electronic channel [ 3 ]. IdMS adoption is contingent 
upon users’ belief that the Internet is a dependable medium, capable of protecting 
identity information and securing transactions. 

 Trust in an IdMS platform (Internet) for managing online identity through online 
transactions is one type of preexisting trust. Institution-based (Internet) trust is 
defi ned as having two dimensions: situational normality and structural assurance. 
In  situational normality , “one believes that the environment is in proper order and 
success is likely because the situation is normal or favorable” ([ 27 ] p. 339). For 
example, a user who perceives high situational normality would believe the Internet 
environment is suitable, well ordered, and favorable for disclosing identity informa-
tion and using IdMS. In  structural assurance , “one believes that structures like 
guarantees, regulations, promises, legal recourse, or other procedures are in place to 
promote success” ([ 27 ] p. 339). A user with high Internet-related structural assur-
ance would believe that technological and legal Internet protections, such as data 
encryption, would safeguard him/her from loss of money, privacy, or sensitive infor-
mation. In general, users would believe that IdMS providers on the Internet have the 
attributes of competence, benevolence, and integrity.  

The Role of Trust in the Initial Adoption of Identity Management Systems



34

3.4     Trust and Behavior Intention 

 This study proposes  behavioral intention  as a substitute for actual behavior, and it 
establishes the importance of behavioral intention as a determinant of the user’s 
adoption of IdMS. Behavioral intention is a measure of the strength of one’s 
intention to perform a specifi c behavior [ 9 ]. Because using IdMS requires users to 
disclose their personal information in order to manage and control them, both 
intention to disclose and intention to use must be considered. Thus, we defi ne 
behavioral intention as  a user’s intending to disclose his/her identity information 
and to use IdMS . 

 The extant literature on trust showed that trust belief is a key determinant of 
people’s behavioral intentions to conduct activities involving risk [ 21 ]. In addition, 
trust belief is a fundamental construct in understanding users’ perceptions of 
technology and overcoming perception of risk [ 20 ,  31 ]. Gefen et al. [ 12 ] found that 
trust belief increased customers’ behavioral intention to buy CDs and books from an 
online vendor. Malhotra et al. [ 22 ] showed that trust belief has a significant 
influence on the intention to release personal information through the Internet. Luo 
et al. [ 21 ] showed that trust beliefs about a bank have a signifi cant infl uence on 
consumers’ behavioral intention to adopt mobile banking. Be´langer and Carter [ 3 ] 
proposed a model of e-government trust involving disposition to trust, trust of the 
Internet, trust of the government, and perceived risk. The results of their citizen 
survey indicated that disposition to trust positively impacts trust of both the Internet 
and the government, which in turn affect intentions to use an e-government service. 
Based on cognitive dissonance theory [ 42 ], if the Internet environment itself is per-
ceived as dangerous, the individual may be less willing to disclose his/her identity 
information in that environment regardless of the trust he/she has in a particular 
provider. Similarly, in the context of IdMS, users with favorable trust perceptions 
toward the Internet and IdMS providers are more likely to disclose their identity 
information and to use IdMS. Therefore, we hypothesize that trust belief toward 
IdMS providers, IdMS artifact, and Internet positively affects users’ behavioral 
intentions to adopt an identity management system technology or services.   

4     Research Methodology 

 The research instrument to measure the constructs of the model was developed by 
adapting existing measures to the research context. Items that will be used in the 
fi nal instrument are shown in  Appendix . All trust construct measures were adopted 
from McKnight et al. [ 27 ]. Intention-to-use measures were adopted from Davis [ 9 ] 
and Venkatesh et al. [ 38 ]. Intention-to-disclose identity information measures were 
adopted from Be´langer and Carter [ 3 ] and Fogel and Nehmad [ 10 ]. All the variables 
will be measured on a 7-point Likert scale. 

 The data collection process will be carried out using an  online survey  method, 
and the questionnaire will be  Web based . The participants will be users of Facebook 
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and LinkedIn as well as people who engage in online shopping and use online payment 
services. The targeted participants were selected because they have experience with 
online identity services where individuals create online profi les, make connections 
with others, and share identity information. It is decided to collect data from the 
aforementioned target population to ensure that there would be a suffi cient number of 
potential IdMS adopters in the sample. After a survey pretest stage is conducted, 
participants will be recruited via advertisements on Facebook and LinkedIn. Google 
AdWords will also be used to advertise the survey to recruit respondents who engage 
in online shopping and use online payment services.  

5     Conclusion 

 The objective of this study was to develop a model of how multidimensional trust 
perceptions, at the individual level, affect the adoption of emerging IT artifacts in 
terms of IdMS. Such a model has not been suggested in past literature. It identifi ed 
the initial trust roles (trust in IdMS providers, trust in IdMS artifact, and trust in the 
Internet) and explained how they may affect user behavioral intentions to adopt 
IdMS. The proposed model hopefully would stimulate further research and would 
provide a useful lens for examining trust in the context of acceptance of emerging 
innovative technology in its early adoption stage. 

 This study will be complemented by conducting a quantitative examination in 
order to validate the framework by empirical measurement and will test the causal 
network of correlation in the model using survey instruments. Factor analysis will 
be performed to evaluate dimensionality and discriminant validity. The data will be 
analyzed using the well-established structural equation modeling (SEM) technique 
– partial least squares (PLS) – to examine relations between the constructs of the 
conceptual model and to assess the overall fi t of the structural model [ 7 ,  40 ].      

6      Appendix: Research Instrument 

6.1     Trust in IdMS Providers (Services Providers 
and Identity Providers) 

     1.    IdMS providers are/would be competent and effective in managing my online 
identity.   

   2.    IdMS providers perform/would perform its role of managing my online identity 
very well.   

   3.    Overall, IdMS providers are/would be a capable and profi cient Internet online 
identity provider.   

   4.    In general, IdMS providers are/would be very knowledgeable about the online 
identity.   
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   5.    IdMS providers are/would be truthful in its dealings with me.   
   6.    I characterize/would characterize IdMS providers as honest.   
   7.    IdMS providers keep/would keep its commitments.   
   8.    IdMS providers are/would be sincere and genuine.   
   9.    I believe that IdMS providers act/would act in my best interest.   
   10.    If I required help, IdMS providers do/would do its best to help me.   
   11.    IdMS providers are/would be interested in my well-being, not just its own.      

6.2     Trust in IdMS Artifact 

     1.    An IdMS would be competent and effective in managing my online identity.   
   2.    An IdMS would perform its role of managing my online identity very well.   
   3.    Overall, an IdMS would be a capable and profi cient Internet online identity service.   
   4.    In general, an IdMS would be an intelligent solution for managing my online 

identity.   
   5.    An IdMS would be truthful in its dealings with me.   
   6.    I would characterize an IdMS as honest.   
   7.    An IdMS would keep its commitments.   
   8.    An IdMS would be sincere and genuine.   
   9.    I believe that an IdMS would act in my best interest.   
   10.    If I required help, an IdMS would do its best to help me.   
   11.    An IdMS would be interested in my well-being, not just its own.      

6.3     Trust in the Internet 

6.3.1     Situational Normality 

     1.    I feel good about how things go when I do purchasing or other activities on the 
Internet.   

   2.    I am comfortable making online transactions on the Internet.   
   3.    I feel that most Internet providers would act in a customers’ best interest.   
   4.    If a customer required help, most Internet providers would do their best to help.   
   5.    Most Internet providers are interested in customer’s well-being, not just their 

own well-being.   
   6.    I am comfortable relying on Internet providers to meet their obligations.   
   7.    I feel fi ne doing different transactions including business on the Internet since 

Internet providers generally fulfi ll their agreements.   
   8.    I always feel confi dent that I can rely on Internet providers to do their part when 

I interact with them.   
   9.    In general, most Internet providers are competent at serving their customers.   
   10.    Most Internet providers do a capable job at meeting customer needs.   
   11.    I feel that most Internet providers are good at what they do.      
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6.3.2     Structural Assurance 

     1.    The Internet has enough safeguards to make me feel comfortable using it to 
perform different transactions.   

   2.    I feel assured that legal and technological structures adequately protect me from 
problems on the Internet.   

   3.    I feel confi dent that encryption and other technological advances on the Internet 
make it safe for me to do transaction there.   

   4.    In general, the Internet is now a robust and safe environment in which to perform 
online transactions.       

6.4     Behavioral Intentions 

6.4.1     Intention to Use 

     1.    I will defi nitely consider using an IdMS.   
   2.    I predict I would use an IdMS to manage my online identity.   
   3.    I am willing to use an IdMS in the future.      

6.4.2     Intention to Disclose Identity Information 

     1.    I would not hesitate to provide my identity information to an online service 
provider.   

   2.    It is important to me to protect my online identity.   
   3.    I am concerned with the consequences of sharing my identity information online.   
   4.    I am likely to share my identity information online in the future.         
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    Abstract     The three decades of ongoing executives’ concerns of how to achieve 
successful alignment between business and information technology shows the 
complexity of such a vital process. Most of the challenges of alignment are related 
to knowledge and organisational change, and several researchers have introduced a 
number of mechanisms to address some of these challenges. However, these mecha-
nisms pay less attention to multilevel effects, which results in a limited understanding 
of alignment across levels. Therefore, we reviewed these challenges from a multi-
level learning perspective and found that business and IT alignment is related to the 
balance of exploitation and exploration strategies with the intellectual content of 
individual, group and organisational levels.  

1         Introduction 

 The challenges of aligning business and information systems have been identifi ed in 
numerous studies; however, alignment continues to be one of the top fi ve concerns 
of CIOs [ 18 ]. These challenges have been summarised into lack of knowledge 
among executives, unawareness of alignment importance, unknown strategy and 
lack of industry knowledge and organisational change [ 6 ]. According to Lee and 
Bai [ 19 ], these challenges are directly linked to the strategic alignment of business 
and information systems failure, which raises the need for an organisational learning 
mechanism. Fewer studies have introduced a mechanism at individual alignment 
[ 34 ], group alignment [ 31 ] and organisational alignment [ 12 ]. However, most of the 
proposed mechanisms have focused on one alignment level (see Table  1 ), which 
gives a contrary view on the nature of alignment multilevel effects [ 4 ].
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   The dynamic nature of achieving alignment requires the ongoing process of 
organisational learning to ensure continuous alignment between business and infor-
mation systems [ 16 , 21 ]. 

 Therefore, in order to understand alignment mechanisms from a multilevel perspec-
tive, a framework is needed to describe the fl ow of knowledge creation, knowledge 
interpretation, knowledge integration and knowledge utilisation across the intellectual 
content of individual, group and organisational levels [ 35 ]. The suggestions emphasise 
the need for learning forms that distinguish between utilising existing knowledge and 
assembling a new knowledge [ 23 , 28 ]. 

 This paper therefore aims to introduce a comprehensive framework that takes into 
account alignment from a multilevel learning perspective with exploration (assem-
bling a new knowledge) and exploitation (using existing knowledge) concepts.  

2     Background 

2.1     Strategy and Structure Mode 

 Research on alignment has witnessed changes that go beyond automation which 
begun by moving alignment research forward to strategic alignment between busi-
ness and IS [ 15 ]. The early motivation for planning was categorised as a top-down 
planning where IT strategy has to be associated with business strategy [ 6 ]. Other 
researchers found that strategic alignment requires structural alignment between 
top management and IT management [ 30 ]. Structural alignment refers to the impor-
tance of structural harmony between business and IT, particularly in IT decision- 
making rights, deployment of IS personnel and the reporting relationship [ 28 ]. 

 In the early 1990s, Morton [ 25 ] developed the MIT90s framework of alignment, 
which infl uenced a number of researchers such as Henderson and Venkatraman [ 12 ], 
MacDonald [ 22 ] and Baets [ 3 ] in creating their models [ 6 ]. However, the strategic 
alignment model (SAM) has been supported empirically through different studies 

     Table 1    Sample of published mechanisms in business–IT alignment      

 Alignment 

 Source 

 Henderson and 
Venkatraman [ 11 ] 

 Reich and 
Benbasat [ 31 ] 

 Sabherwal 
and Chan [ 33 ] 

 Tan and 
Gallupe [ 34 ]  Lee et al. [ 20 ] 

 Mechanism  Single loop and 
double loop 

 Social 
dimension 
and 
intellectual 
dimension 

 Strategy 
process 
and 
strategy 
content 

 Extension of 
social 
dimension 
and 
intellectual 
dimension 

 Social dimension 
and technical 
dimension 

 Focus level  Organisation  Group  Organisation  Individual and 
group 

 Group and 
organisation 
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and shown to have a practical value (e.g. [ 2 ]). According to Henderson and 
Venkatraman [ 12 ], SAM helps to describe the value of emerging IT and create theoreti-
cal frameworks and guide managers to a practical understanding of the relationship 
between strategic and functional levels. However, the fundamental premises of this 
strategic alignment model do not consider learning as central to planning which 
decreases, therefore understating the opportunity and utilisation of IS. In recent years, 
studies have focused on mechanisms and enablers to further enhance collaboration and 
group interaction among business and IT (see Fig.  1 ). The next section describes a 
number of mechanisms that have been attempted by other research studies.

2.2        Alignment Mechanisms and Enablers 

 Many business executives realise that some business successes are the result of acci-
dental circumstances, which promotes the need for more control in the future [ 7 , 16 ]. 
Luftman et al. [ 21 ] conducted a study for almost 5 years and identifi ed enablers and 
inhibitors for business–IT alignment and referred to the complex nature of address-
ing both. The question of how to achieve alignment was and still is a concern for 
alignment research. Therefore, understanding strategic alignment from an organisa-
tional context has encouraged researchers to use strategic management and organ-
isational learning perspectives (see Table  1 ). Henderson and Venkatraman [ 11 ] used 
single loop and double loop as mechanisms to describe strategic IS planning [ 1 ]. 

  Fig. 1    Evolution of strategic alignment between business and information systems (adapted from 
refs. [ 19 , 28 ])       
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Reich and Benbasat [ 31 ] combined business–IT alignment with Horovitz’s [ 13 ] 
duality of social dimension and intellectual dimension to explain alignment mecha-
nisms and argue that the combination aims to reveal the complexity of alignment. 
Sabherwal and Chan [ 33 ] extend strategic alignment research through strategy pro-
cess and strategy content, which correspond with social and intellectual dimensions 
of alignment. Strategy process and content were built based on strategic management 
literature and work in contrast to the single-loop and double-loop mechanism. 
Although extensive research has been carried out on mechanisms of alignment, no 
single study exists which adequately covers alignment from a multilevel perspective. 
In the following section, we highlight the alignment level of each mechanism.  

2.3     Alignment Levels 

 Ideally, the planning content in business and IT alignment should be further 
expanded to encompass individual, group and organisation [ 6 ]. The constant change 
of business environment has raised the needs for dynamic adaption of organisations. 
Therefore, the process of creating knowledge from individual, group and organisa-
tion becomes a central for strategy creation [ 36 ] as opposed to a process of concep-
tion [ 37 ]. For this reason, organisation learning has received increasingly more 
attention for strategy research [ 8 ]. Strategic alignment is an ongoing process [ 12 ] 
that needs continuous learning processes across all organisational levels. 
Notwithstanding of apparent multilevel perspective in related literature, alignment 
research still focused on one or two alignment levels with less attention to effects of 
other levels which creates unsustainable harmony. 

 The main concern is understanding the complex nature of strategic alignment 
[ 27 ]. Consequently, organisational learning can be used as a mechanism to over-
come the shortcomings of alignment research. This mechanism defi nes strategy 
from multilevel perspective, which describes individual, group and organisation as 
intellectual content and their linkage with the learning process.   

3     Organisational Emphasis on Organisational Learning 

 Organisational learning has been increasingly acknowledged as a dynamic perspective 
for many disciplines such as strategic management, business and innovation [ 26 ]. 
The dynamic concept and multilevel perspective have given other studies a unique 
way to understand the nature of organisation. Crossan et al. [ 9 ] have reviewed a 
number of applied propositions in organisational learning literature and argue that 
learning is a multilevel perspective. The learning levels encompass individual learn-
ing which leads to group learning, and become translated at organisational level. 
Organisational learning conceives exploration–exploitation perspectives as a learning 
fl ow which is linked to the intellectual levels [ 24 ]. 
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 According to Crossan et al. [ 9 ], the learning process begins with knowledge 
 creation which is situated within the individual level where individuals’ experience 
and their capability determine the way tasks are carried out. The second step in the 
learning process is knowledge interpretation which involves other individuals by 
communication and dialogue. The transformation from implicit to explicit occurs at 
this step where ideas become clear and incorporable among individuals. The third 
step is knowledge sharing which is located at group level. The main concern is 
developing a mutual understanding between individuals. The fi nal step of the learn-
ing process transfers individual learning and group learning towards organisation 
level by ensuring that tasks are defi ned, actions are established and learning is 
embedded and utilised in organisation strategies, structures and systems.  

4     Organisational Learning as a Mechanism for Aligning 
Business and Information Systems 

 As described earlier in this paper, business–IT alignment research has used a number 
of mechanisms that were taken from strategic management literature (e.g. [ 10 , 13 ]) 
to understand how to achieve alignment (see Table  1 ). However, most of these stud-
ies do not explicitly show how strategy process shapes strategy content from a mul-
tilevel perspective and how content is sensitive to strategy process [ 17 ]. Therefore, 
we aim to further extend the research to understand the intertwined relationship 
between learning fl ow and intellectual content at multilevels from an organisational 
learning perspective. 

 As stated by Huysman et al. [ 14 ], the process of organisational learning can play a 
central role in strategic IS planning. The learning fl ow aims for a better understanding 
of IS/IT in term of opportunity and utilisation. Hence, the learning perspective must be 
considered in IS/IT strategic planning [ 38 ]. According to Lee and Bai [ 19 ], strategy 
creation is a learning process in which strategists themselves are learning at multilev-
els. In other words, the question “how to create a strategic alignment” is addressed by 
the learning fl ow. Then again, the intellectual content is concerned with planning meth-
odologies, which refl ect peoples’ experience and knowledge [ 16 , 32 ]. This defi nition of 
intellectual content corresponds with the defi nition of Crossan et al. [ 9 ] for learning 
stock with the addition of a multilevel perspective that includes individual learning, 
group learning and organisational learning. 

 The decisions and actions are constantly adapted to meet external and internal 
changes. This dynamic nature of alignment needs a mechanism that balances short- 
term and long-term visions. March [ 24 ] proposed an exploration and exploitation 
perspectives of organisational learning which links organisation adaptation in align-
ment with its population. Exploration is concerned with a long-term vision that goes 
beyond utilising the current knowledge through assembling a new learning and dis-
covering opportunities. In contrast, exploitation aims for short-term goals by using 
the current knowledge and capabilities. Organisational learning links learning fl ow 
and intellectual content as a dynamic mechanism and creates a value for strategic 
alignment [ 8 , 28 ].  
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5     A Conceptual Framework Based on Multilevel Perspective 

 As suggested, alignment should be studied from a dynamic perspective; we therefore 
developed a framework that considers the following premises: learning fl ow of 
alignment is an exploration and exploitation process; the intellectual content of 
alignment involves individual level, group level and organisational level; and the 
social process of alignment includes knowledge creation, knowledge interpretation, 
knowledge sharing and knowledge utilisation. These assume that a multilevel per-
spective is strongly associated to organisational performance based on other research 
fi ndings (e.g. [ 5 ]). 

 As the challenges of alignment are often related to knowledge [ 6 ], the framework 
is developed on a multilevel perspective to understand how knowledge transfers 
across business and IT members. Exploration begins to assemble a new knowledge 
from individual to group and becomes embedded at the organisational level. 
According to Nonaka and Takeuchi [ 26 ], knowledge is created by individuals. 
The fi rst attempt towards individual alignment was by Tan and Gallupe [ 34 ] who 
conducted research at the individual level and indicated that shared cognition of 
business and IT executives has a signifi cant infl uence on business–IT alignment. 
Other scholars have included shared language and experience and found a positive 
relationship to executives’ understanding at an individual level [ 29 ]. 

 The individual knowledge has to be shared between business and IT members in 
order to be group knowledge. The group level is concerned about shared under-
standing and mutual adjustment [ 9 ]. Reich and Benbasat [ 31 ] focus on shared 
understanding of business and IT which is located at group level. The research fi nd-
ings suggest that shared domain knowledge has the strongest impact on alignment 
between business and IT executives. 

 The individual and group knowledge becomes crystallised at the organisational 
level which includes strategy, systems and processes [ 9 ]. Most studies on alignment 
focus on the organisational level with less attention to other alignment levels [ 3 , 12 ]. 
Exploitation refers to what has already been embedded at organisational level which 
becomes utilisable as existing knowledge from the organisation towards group and 
individual levels. Hence, in order to improve organisational performance, both stra-
tegic learning perspectives have to be balanced (see Fig.  2 ).

6        Discussion 

 The distinction suggests that the strategy process and social dimension were 
drawn into alignment research to understand how to achieve alignment, while the 
strategy content and intellectual dimension aim to specify what achieves align-
ment. Initial steps towards considering short-term and long-term infl uence on 
alignment was introduced by Reich and Benbasat [ 31 ] who focus only on shared 
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understanding of business and IT objectives. However, this is inadequate as 
business and IT have other concerns such as creating shared understanding and 
translating that understanding into strategic alignment. From an organisational 
learning perspective, exploration and exploitation represent a learning fl ow. Both 
exploration and exploitation have dissimilar modes under the social construct of 
learning and are essential for organisational survival. Therefore, we are further 
expanding research on the learning fl ow of strategic alignment from a deterministic 
perspective to an organisational learning perspective. The exploration strategy of 
alignment aims for new alternatives that enable the replacement of existing strate-
gies, technologies and knowledge. This perspective is a distant in time and risky but 
expected to be higher in performance. For example, the focus of this perspective is 
on developing a new product and services. Whereas    the exploitation strategy of 
alignment focuses on utilising existing technologies and knowledge, which in turn 
improve capabilities and skills, the exploitation concept in alignment emphasises, 
for example, the need for reducing costs, process re-engineering and adopting 
standardised procedures. 

 The intellectual content refers to knowledge that resides at the individual level, 
group level and organisational level [ 5 ]. The conceptual precision in the framework 
is created by the learning fl ow, and intellectual content aims to distinguish between 
knowledge within a level and knowledge that is transferred across levels. Any mis-
alignment between learning fl ow and intellectual content may cause an effect on 
performance. For example, individuals might become reluctant to introduce their 
knowledge if the fl ow of learning fl ow is lower than the intellectual content of the 
individual. Thus, aligning learning fl ow and intellectual content is a vital approach 
for organisational performance.  

  Fig. 2    A conceptual framework for aligning business and information systems from organisa-
tional learning perspective (adapted from ref. [ 9 ])       
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7     Conclusion 

 This paper goes beyond the current concept of alignment by introducing a compre-
hensive mechanism that recognises the need for balancing alignment. The balance 
concept of exploration and exploitation overcomes environmental uncertainty and 
creates a strategic value. The extension of this research unifi es the concept of learn-
ing fl ow and intellectual content and describes how process shapes the content of 
individual, group and organisation. The intellectual content refl ects the current 
knowledge on what creates a strategic alignment, while the exploration and exploi-
tation forms refl ect knowledge fl ow that is concerned with how to create a strategic 
alignment. This research shows that multi-learning levels are critical for aligning 
business and information systems and leads to organisational performance. 

 Currently, we are in the process of conducting a case study to validate the frame-
work. The analysis will include the impact of multilevel towards strategic alignment 
and exploration–exploitation concepts infl uence on performance.     
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    Abstract     Aligning information communication technology (ICT) to business goals 
is a common issue cited by senior executives. In the UK, the Joint Information 
Systems Committee (JISC), a government funded body for driving innovation in 
UK education and research by championing digital technologies, has also focussed 
its attention on the need for alignment in higher education. This paper reports on the 
deployment of a strategic ICT (SICT) toolkit that aims to provide a maturity mea-
sure of the extent of strategic alignment of an institution. The results from the sur-
vey distributed to 65 senior managers in the organization provide a maturity measure 
and indicate that Enterprise Architecture and integration requirements between 
business and IS planning are central to increasing the maturity levels for universities 
engaged in business and IT alignment (BIA).  

1        Introduction 

 Higher education institutions (HEIs) in    England and Wales are faced with a chal-
lenging and dynamic business environment where public funding of HEIs has been 
reduced by up to 70 %. This lost funding is being replaced by the introduction of a 
new student fees regime beginning in September 2012 following a bill introduced in 
the UK parliament in November 2010. While these recent changes are specifi c to 
England and Wales, like the rest of Europe and elsewhere, the HE landscape has 
also changed with the emergence of private providers and increasing distance and 
on-line education from international institutions all creating additional competition. 
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This environment places greater expectations on operational effi ciency and one 
mechanism for addressing this is to ensure that business strategy and IS/IT strategy 
is better aligned [ 9 ]. In recognition of these drivers, the UK Joint Information 
Systems Committee (JISC), a government funded body for driving innovation in 
UK education and research by championing digital technologies, has funded a range 
of projects that have fi rstly, articulated a business case for the need for greater busi-
ness and IT alignment (BIA) [ 8 ] and then developed toolkits for exploring the matu-
rity of strategic ICT (SICT) alignment in higher education [ 1 ]. 

 In a commercial (non-academic) environment the relationship between business 
and Information Systems/Information Technology (IS/IT) performance has received 
much attention from as far back as 1977 [ 16 ]. There is ample empirical evidence 
that support the hypothesis that those organizations that have aligned successfully 
their business and IT strategy will outperform those that have not [ 6 ,  7 ]. Relatively, 
the academic domain has received less research focus on the study of the business 
of higher education and alignment with IS/IT. To date, Sabherwal and Kirs investi-
gated the alignment of critical success factors with IT capability and confi rmed that 
alignment facilitates both perceived IT success and organizational performance 
(perceived IT success refers more specifi cally to the extent to which the senior man-
agers of the organization believe IT capability contributes to the organization’s suc-
cess). However they also found that integration facilitates neither alignment nor 
perceived IT success. Integration, they maintain is “accomplished through such 
integrative mechanisms as task forces, interdepartmental committees, and liaison 
personnel to coordinate the activities of interdependent departments” and has cor-
responding information systems structures to support these activities [ 20 ]. Later 
work by Chan et al. used the data collected in the earlier study along with data from 
other research to explore issues of BIA across different organizational types [ 7 ]. 
A key fi nding from an academic institution perspective was that:  

  In business fi rms, organizational size affected alignment signifi cantly as expected, 
but environmental uncertainty did not. By contrast, in academic institutions, envi-
ronmental uncertainty affected alignment signifi cantly as anticipated, but organiza-
tional size did not. [ 7 , p. 10].   

 One explanation for this is that whilst academic institutions vary in size (e.g. 
student enrollment) they have a similar organizational structure and business pro-
cesses such as course validation processes. This has implications for the projects 
funded by JISC and in particular the appropriateness of a SICT toolkit for across the 
HE sector. The UK HE sector includes small specialist institutions such as music 
colleges as well as large research and teaching universities. Other isolated work 
exploring BIA in higher education includes research by Motjolopane and Brown 
who found that a critical factor in achieving alignment was the integration between 
business planning and IS planning (BP-ISP integration) [ 17 ]. More recently, Vargas 
et al. using a consolidated framework of strategic alignment models (SAMs) con-
ducted case study research of four public institutions in Nicaragua and some of the 
relevant fi ndings from that research include: the importance of “Architecture 
Integration” and the role of IT in strategic business planning [ 21 ]. 
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1.1    Contribution of This Paper 

 While it is evident that HEIs have been the subject of studies to determine the criti-
cal features/requirements for ensuring BIA, research on the measures for the matu-
rity of alignment has not been conducted. Thus the experimental data arising from 
the deployment of a SICT toolkit presents an excellent opportunity to expose cur-
rent thinking in this area. Further, published research in the HE domain both in the 
UK and elsewhere exploring ICT/Business alignment is relatively small and so 
theoretical models in which to contextualise results are relatively sparce. Given the 
proven importance of BIA for industry this is potentially important for this sector 
and consequently this paper makes a useful contribution to better understanding 
BIA in the tertiary sector. 

 The use of the JISC SICT toolkit in our case study institution is presented and the 
results analysed with respect to preceding related research. Given that the toolkit 
will be available for general use under a creative commons licence, the use of the 
toolkit, its limitations and emerging issues is of relevance to researchers considering 
applying the SICT toolkit elsewhere. 

 The remainder of the paper is structured as follows: Sect.  2  presents the JISC 
SICT Toolkit, the basis for selecting elements of the toolkit to use and its relation-
ship to other SAMs. Section  3  presents the design of the research instruments, the 
constraints of a case study organization and the constraints of the over-arching pro-
gramme of research. Section  4  provides a validation of the use of the SICT toolkit 
and Sect. 5 presents concluding remarks, a discussion of some of the recognized 
limitations and future work.   

2     The JISC S-ICT Toolkit 

 Alignment between business and IT is an oft cited issue and challenge facing orga-
nizations made even more elusive as a consequence of even the term alignment 
having many defi nitions refl ecting the different foci including integration, linkage, 
bridge, fusion or even fi t. For the purposes of this paper we will utilize the defi ni-
tion derived from an early and leading model for alignment originally proposed by 
Henderson and Venkatraman, the SAM [ 10 ]. They state that alignment is the 
degree of fi t and integration among business strategy, IT strategy, business infra-
structure and IT infrastructure. Other researchers have extended the SAM and its 
associated defi nitions with varying success and usage. Luftman proposed the stra-
tegic alignment maturity model (SAMM) that measures maturity levels of strategic 
alignment along several key dimensions such as governance and skills and catego-
rizes levels into strategic, tactical and operational states [ 15 ]. Vargas et al. have 
produced a model that has been consolidated from a review of existing models and 
studied the use of the model in case studies of public universities in Nicaragua as 
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discussed in Sect. 1 [ 21 ]. Other models for strategic alignment have focused on 
executive feedback measures [ 2 ], organizational structure [ 4 ] and social dimen-
sions such as vision [ 19 ]. 

 From these a common conceptual model emerges (see Fig.  1 ). As the model 
indicates, an Organization has an overall maturity level. Key areas are denoted as 
alignment areas within the organization and are defi ned by attributes. Both the 
alignment area and the attribute also have a maturity level. Attributes making up an 
alignment area have a specifi c question associated with them to which the response 
contributes to the maturity level.

   This model also manifests itself in the JISC SICT toolkit developed to help HEIs 
to analyse, assess and develop their strategic use of IT. The SICT was commis-
sioned by JISC and the Leadership Foundation for Higher Education to support all 
senior decision-makers in developing towards more strategically directed ICT 
deployment in recognition that the UK Higher Education (HE) sector will continue 
to face major challenges as a result of political, socio-economic, demographic and 
technological pressures. The toolkit is available in a downloadable form under a 
creative commons licence [  http://tinyurl.com/c9puwfb    ]. 

 Despite the high levels of deployment of ICT, there is perception (not widely 
cited in the literature) that ICT does not always add suffi cient “value” to an institu-
tion either operationally or strategically in providing the capacity to realise the 
changing needs of today’s HEIs. A mature ICT strategy allows an institution to be 
more agile in meeting strategic demands within appropriate timeframes. Following 
on, the maturity of SICT is defi ned as a measure of how well ICT is integrated and 

  Fig. 1    Common conceptual model for business and ICT alignment       
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aligned with the enterprise wide institutional strategy and therefore able to deliver 
maximum value and agility. An institution’s Strategic Plan may require ICT to sup-
port the delivery of operational, strategic or transformational objectives [ 1 ]. 

2.1    Components of the SICT Toolkit 

 The SICT provides three key components: (1) A knowledge base of information that 
provides awareness of the factors that may have an impact or infl uence the strategic 
use of ICT. These are “enablers” of SICT; (2) A set of case studies drawn from 
institutions within the HE sector with models of operation, strategic and transforma-
tional maturity and (3) a self-analysis framework that uses a structured method to 
measure the an institution’s current maturity—the primary focus of this paper. 

 The enablers described in the SICT are the areas of maturity that can be used to 
describe the state of alignment maturity of an organization. The areas are: 

   Strategic Leadership     Vision and articulation of an institution’s mission and 
ethos The role of senior leadership in developing stra-
tegic use of ICT.   

  ICT Services     ICT-based delivery of key operational functions—
examples are email, HRM, Website, Purchasing.   

  Shared ICT Services     Shared ICT-based delivery of functions—across insti-
tutions made possible because of the similarity of 
structure of business processes.   

  ICT Governance     Specifi cation of decision rights and accountability 
framework: What decisions, Who makes them, and 
How (inc.: monitoring).   

  Comms and Engagement     Communication of SICT throughout the institution.   
  Enterprise Architecture     A coherent whole of principles, methods and models 

that are used in the design and realization of an enter-
prise’s organizational structure, business processes, 
information systems and infrastructure.   

   These areas correspond to the “Alignment Area” concept in Fig.  1  and are a 
grouping of attributes whose measures contribute to a maturity level of the area. The 
attributes are used in the design of a weighted questionnaire that computes an ordi-
nal maturity value that classifi es each alignment area/dimension into one of three 
levels: 

   Operational     ICT supports the organization providing reliable and 
satisfactory performance. The use of ICT is primarily 
for managing costs and there few, if any institutional 
ICT initiatives.   

  Strategic     ICT provides good value and supports the institution at 
a business process level. There is good business align-
ment between institutional needs and ICT and 
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operational capabilities exhibit a high dependence on 
ICT. The institution is not an  agile  university but is able 
to deliver against some strategic needs.   

  Transformational     An agile university with a strong focus on institutional 
needs and strong capabilities in horizon scanning and 
using ICT to drive business innovation. The ICT strat-
egy is highly integrated and aligned with institutional 
strategy with clear and managed ICT governance.   

   In contrast to Luftman’s SAMM model [ 15 ] the model underpinning the SICT 
does not clearly identify the various attributes that contribute to each of the areas. 
For example, there are six attributes that contribute to the Communication area in 
SAMM such as understanding the business of IT and inter-organisational learning. 
These attributes themselves have a maturity level. (This is shown by the conceptual 
model in Fig.  1 ). 

 SICT is intended to be fl exible in its use and the toolkit is organized so that indi-
vidual dimensions can be selected for measurement. Like other maturity models, 
one objective of SICT is to provide a high level aggregated summary of strategic 
BIA to senior management. This is achieved by an aggregation procedure for calcu-
lating an overall “maturity” level for each areas depending on the responses from 
the questionnaires. Each dimension has a fi xed number of questions that support 
responses using a fi ve point Likert scale. The responses are discrete and mutually 
exclusive; however, the fi ve point scale is mapped down into the three level maturity 
scale. Thus some responses do not contribute to the overall maturity of a dimension 
and hence of the overall organization. 

 The next section describes our usage of SICT in the context of a typical UK HEI.   

3     Validation 

 Our validation of SICT had some similarity to the approach taken in the work done 
by Khaiata and Zulkerman in their adaptation of SAMM [ 13 ]. We also adopted a 
case study-based approach as there are several examples in IS research where there 
is evidence that case study-based methodologies are well suited for exploring busi-
ness processes in an organizational setting (e.g. [ 12 ]). 

 The HEI we chose is a university that received university status in 1992 after 
conversion from polytechnic status. The university has academic departments orga-
nized into four Schools and a range of centralized services such as IT. The univer-
sity is primarily a teaching university with a developing research capability. A key 
strength of the university is its international presence with two physical campuses 
overseas and a large range of partnerships with overseas academic providers. The 
corporate strategy of the institution addresses both the UK and overseas campuses 
and the centralized IT services have similar responsibilities. The head of IT is part 
of the senior management of the institution. 
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3.1    Methodology 

 A key initial question facing the project team was to determine which of the 
dimensions of SICT should be deployed. The decision was in the end governed 
by a review of the literature and the background of the research team (actively 
researching enterprise architecture). We chose to use all the dimensions except 
for the “Shared Services” element. We felt that the issue of shared services was 
insuffi ciently articulated in the supporting documentation supplied with the 
toolkit. Preliminary meetings with some informed senior managers also con-
fi rmed that understanding the concepts around shared services would be 
challenging. 

 Our initial aims of the project also focused on this research being primarily one 
about exploration of strategic alignment of ICT and consequently we did not initiate 
any particular hypothesis. The delivery capability of the toolkit (supplied as an 
EXCEL spread sheet) also infl uenced us towards an exploratory study rather than 
one of hypothesis testing. 

 The spreadsheet form of the toolkit required a lot of manual intervention for col-
lating data so the project team converted the spreadsheet-based questionnaire to a 
SurveyMonkey account and provided a single URL/Collector. At this stage, some of 
the questions were re-worded to improve clarity with permission from the SICT 
designers. This collector link was tested before deployment. To support the web- 
based deployment (we planned to send the URL to our target respondents), we 
provided summaries of the key concepts and principles of each of the elements of 
the questionnaire (strategic leadership, enterprise architecture, etc.) using as a 
source, the toolkit documentation. 

 The project team agreed that respondents should primarily be senior managers of 
the institution, that is, the Senior Executive (University level), The School Executive 
(Deans, Associate Deans, Directors of Resources, Heads of Departments) and 
Service Heads such as Library, Information Services, Resources, International 
recruitment and Estates. Most of these target respondents were informed of poten-
tial selection at a variety of University Committees such as Business Development 
Foresight Group (BDFG), Research Committee, Academic Committee and IT 
Strategy Committee. The BDFG and IT Committee was in particular used to pro-
vide a background context to the proposed research. 

 After selection discussions, 65 respondents were selected and sent emails asking 
them to participate in the research. The email included a supporting statement from 
one of the DVCs (who was also the project champion), assurance about anonymity 
and optionality, the URL for the web survey and deadline for completion. 
Respondents had 3 weeks to complete the survey. 

 In the end 34 valid responses were received and subject to analysis. These were 
later reduced to 32 after undertaking a data cleansing and preparation for SPSS 
exercise. This response rate was deemed to be adequate to support the exploratory 
nature of the project but was insuffi cient to provide any meaningful hypothesis 
testing. 
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 During the collation of the results into a single value of SICT alignment we 
 discovered that the original SICT toolkit spreadsheet had a computation error in the 
weightings allocation for one of the questions. This was raised in the shared blog 
and the bug was corrected by the SICT designers. 

 Once we had a single value for each of the dimensions we were able to use the 
SICT toolkit to determine the indicative maturity level for our case study institution. 
After import of the data into a statistical package—SPSS 19, the data was prepared 
by adjusting Likert variables from scalar to ordinal. Variables for which there were 
no responses were also removed. Importantly, new variables representing each of 
the fi ve dimensions (or maturity areas) were added. These variables computed the 
dimension total (unweighted sum of responses) and mean. These variables gave the 
opportunity for maximum analysis. 

 This overview maturity level and analysis was then documented and presented to 
the IT Committee of the institution towards the end of the project. Feedback from 
the Committee forms part of the analysis in this paper. 

 Published research in the HE domain exploring ICT/Business alignment is rela-
tively small and so theoretical models in which to contextualise results are rela-
tively sparce. Thus the focus has been one of exploratory activity rather than the 
testing of hypotheses. As the SICT becomes more widely deployed in relatively 
standard ways, such empirical research will be a more appropriate and valid form 
of research.  

3.2    Results and Discussion 

 For the purposes of this paper, we have chosen to focus the results and discussion 
around three key areas. Firstly, consistent with the aims of the SICT, it is useful to 
present an executive focussed overview of the SICT alignment maturity of our case 
study institution. Secondly, we present a subset of our results that contribute to the 
discussion on BIA in higher education. As the current literature indicates there are 
issues in: integration between business planning and IS planning (BP-ISP integra-
tion) [ 17 ]; importance of “Architecture Integration” and the role of IT in strategic 
business planning [ 21 ]. Thirdly, we discuss some of the operational and practical 
fi ndings around the use of the actual toolkit. 

3.2.1    A High Level Overview of Maturity 

 The aggregated responses from the completed questionnaires resulted in an institu-
tional maturity level classifi ed as Operational. As the fi gure below illustrates: the 
organization exhibits an overall score of 26 (operational level). The diagram  represents 
some interesting and confl ictual results. A high score on ICT governance (the speci-
fi cation of decision rights) contradicts a low score for Enterprise Architecture. 
Discussion with senior managers following presentations at the ICT committee 
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indicate that Enterprise Architecture is a poorly understood term outside the IT Staff, 
certainly, the all encompassing nature is not recognized [ 11 ,  14 ,  18 ,  22 ]. 

 The overview chart is useful in very clearly identifying areas which need exami-
nation if the HEI has accepted that as in the commercial sector, BIA is important. 
If an organization does not review its maturity level nor plan for improving its matu-
rity level then, it is likely that the HEI is going to be less successful than those that 
do [ 6 ,  7 ]. At an organizational level, the survey and its presentation to senior manag-
ers of the institution had an immediate impact. This was the fi rst time that there had 
been a strategic, managed process to measure the value of ICT provision. There was 
further intention to develop institutional specifi c tools to measure ICT provision 
going forward.  

3.2.2    Reliability and Correlation 

 For the analysis conducted with SPSS 19, the additional variables introduced to 
represent derived information of the dimensions such as EA were subject to reli-
ability analysis so that we could assess the internal consistency of the responses in 
each section. Cronbach’s alpha test was used to get an indication of the randomness 
of answers [ 5 ]. Only the ICT Services dimension did not pass the threshold value of 
0.7. These additional variables also allowed the possibility of conducting correla-
tion tests between these dimensions which showed general correlation.  

3.2.3    Specifi c Issues of Architecture Integration and BP-ISP 

 Previous research has reported that both Enterprise Architecture (EA) and the inte-
gration between Business planning and IS planning have been cited as important for 
higher education [ 21 ]. Our research confi rms this fi nding. Enterprise Architecture 
(EA) in particular scored low. Given that the universities have invested enormously 
in business and ICT systems the issues around data existing in silos; the perception 
that ICT is a bottleneck to organizational change; business process duplication; and 
a real lack of concrete information concerning whether the institution gets good 
value from ICT investment suggests that the role of EA has not been suffi ciently 
articulated. The fi gure below presents the specifi c fi ndings for this dimension. 

 In the UK, JISC has been promoting the value of EA and how it can be used to 
address some of the current policy changes. For example, the use of shared services 
across institutions in order to reduce costs is predicated on documented, current and 
viable enterprise architecture. In the case study organization, the dominant response 
to every question was “Not Known”. Given that the majority of respondents were 
senior managers (departmental heads of academic divisions and services) this was a 
surprising result. If as JISC and others such as [ 21 ] have indicated that EA is impor-
tant then addressing this concern is key if an organization is to improve its maturity 
for BIA. It also indicates that JISC should consider further how its focus on EA and 
the value arising from EA can be promoted in the HE sector. 
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 The SICT toolkit positions ICT strategy as a key element of Governance. The 
responses to some of the questions in this area were interesting because of the dis-
connects apparent. Governance contributed strongly to the overall maturity level 
(see Fig.  2 ). We suspect that the relatively high score was due to conformance to 
institutional processes rather than a deeper understanding. For example, almost 60 
% of respondents believed that projects were subject to detailed progress monitor-
ing and reporting. Similarly, the availability of a documented ICT strategy (again 
weighted positively) was also noted by 60 % of respondents. In contrast, when 
respondents were asked how ICT strategy was related to other strategies, 62 % did 
not think or could not comment on how strategies were integrated. With respect to 
architectural integration as noted by Vargas Chevez [ 21 ] there was a lack of knowl-
edge of the understanding of these issues with almost 70 % either unaware or dis-
agreeing with the existing of architectural integration component in the ICT 
strategy.

3.2.4       SICT as an Instrument for Measuring Maturity 

 Our usage of the toolkit exposed to several areas for potential improvement. While 
SICT was approximately conformant to the derived general conceptual model pre-
sented in Fig.  1 , it would have benefi ted from a clearer identifi cation of attributes 
that contribute to maturity levels. This would enable greater cross validation of 
results, for example, by comparison with studies conducted by such instruments as 
Luftman’s SAMM. The toolkit could also have benefi ted from some overarching 
questions on maturity level opinions for each of the dimensions. These could then 
have been tested and compared with the additional variables introduced during the 
analysis. 

 A key fi nding from an existing large study by Chan et al. [ 7 ] suggested that envi-
ronment factors were important in affecting alignment of business and IT strategy. 
We note that while SICT does not consider this an important dimension, given the 
current external factors facing the UK HE sector are driving major change, we see 
this as a signifi cant omission. 

  Fig. 2    Maturity level 
overview       
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 Maturity is not a stationary value, it evolves over time. For example, as EA gets 
embedded in an organisation, the maturity level will change. The SICT toolkit must 
begin to include elements that can support longitudinal studies so that changes in 
maturity levels can be measured over time. Enterprise Architecture takes time to be 
embedded and projects that can measure before and after maturity would take that 
into account.    

4     Conclusion 

 This paper has presented the results and analysis of an exploratory study addressing 
strategic business and ICT alignment in higher education. Studies that have investi-
gated non-profi t organisations are relatively sparse hence exploratory studies where 
there are no obvious hypotheses can still make a useful contribution in setting out 
this landscape. 

 ICT is anticipated to play an important role in helping the tertiary sector address 
some of the key environment factors currently affecting the sector such as policy 
changes, demographics, and the changing nature of learning. A better understand-
ing of BIA through studies such as that reported in this paper can help refi ne the 
nature of that role. 

 We also recognise that the limitations of a single case study are apparent even 
though the nature of the practice of governance in HE shows a relatively small vari-
ance [ 3 ]. Not withstanding this, results indicate that EA and integration require-
ments between business and IS planning are central to increasing the maturity levels 
for universities engaged in BIA but are not being adequately understood by the 
academy. 

 There are number of further research activities planned. We intend to refi ne the 
SICT toolkit to address some of the operational issues that were raised during this 
experiment. These include reducing the ambiguity between questions and making 
clearer the link between alignment attributes and the survey questions. We also 
recognise that alignment is a continuous activity and we plan to collect a second 
tranche of data at a later stage to see the evolution of the alignment maturity. Finally 
we are in discussions with directors of IT services in other academic institutions 
with a view to executing a refi ned version of the study to enable a more sector wide 
view of BIA.     
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    Abstract     Over the last 30 years, IT outsourcing has become an enormous industry, 
and it continues to grow today. Over this period, outsourcing has matured and 
become widespread; this change has meant that for many managers, outsourcing 
questions have shifted from “Whether or not I should outsource?” to “What should 
I do when the outsourcing contract is about to expire/be terminated?” This study 
presents multiple case studies of the post-outsourcing decisions faced by two 
companies operating in Australia and begins the process of understanding this new 
class of outsourcing decisions. The study identifi es the factors considered during 
post- outsourcing decisions and their interrelationship. The fi ndings show that the 
factors affecting post-outsourcing decisions are of a combination of initial outsourc-
ing decision factors and experience factors with the previous vendor. Several factors 
that were important in the initial outsourcing decision become much less relevant in 
the context of post-outsourcing decisions.  

1         Introduction 

 The age of outsourcing megadeals began when Kodak signed a $1billion (USD) 
agreement with IBM in 1989 [ 1 ], which established IT outsourcing as a matter of 
strategic importance. Today, with the emergence of India and other outsourcing 
hubs, outsourcing has become widespread and the IT outsourcing industry has 
matured. Just as the number of outsourcing contracts has increased, so has the 

      Investigating Post-outsourcing Decisions: 
Using the Intellectual Capital View 

             Hamish     T.     Barney     ,     Aybüke     Aurum     ,     Graham     C.     Low     , and     Kevin     Wang    

        H.  T.   Barney (*) •         A.   Aurum •         G.  C.   Low •         K.   Wang      
     School of Information Systems, Technology and Management , 
 University of New South Wales ,   Sydney ,  NSW ,  Australia   
 e-mail: hamish@hbarney.com; aybuke@unsw.edu.au; g.low@unsw.edu.au; 
Kevin.Wang@student.unsw.edu.au  



64

number of prematurely terminated outsourcing contracts [ 1 ]. Up to 51 % of all IT 
outsourcing contracts [ 2 ] are terminated prematurely and this fi gure appears set to 
continue rising. For instance, JPMorgan Chase prematurely ended a 7-year, $5billion 
(USD) contract with IBM to bring some of its IT functions back in-house [ 3 ]. Higher 
contract turnover highlights the increasing frequency with which companies are 
facing post-outsourcing decisions, which motivates this research. 

 As the proportion of businesses that outsource some or all of the IT has increased 
[ 2 ], the question that these businesses face has changed from “Should this function 
be outsourced?” to “What should I do when the current contract terminates?” 
A signifi cant proportion of outsourcing contracts need to be renegotiated on a fairly 
routine basis [ 4 ]. It is diffi cult for prolonged outsourcing contracts to support the 
dynamic IT demands of corporations over time. Some fi rms are even choosing to 
bring certain IT functions back in-house after a contract has expired [ 3 ] because of 
the increased fl exibility offered by in-house arrangements. 

 Several studies [ 3 ,  5 ] have highlighted the differences between post-outsourcing 
decisions and the initial “whether or not to outsource” decision. An assessment of 
the literature revealed that existing research has focused on describing factors 
affecting the initial sourcing decision and the factors affecting termination of out-
sourcing contracts. These factors are insuffi cient in the case of post-outsourcing 
decisions; issues like the experience with the previous outsourcing vendor also need 
be taken into account [ 5 ]. The objective of this study is to explore the factors which 
infl uence post-outsourcing decisions. This research is signifi cant given that, to the 
best of our knowledge, there is no empirical study that specifi cally examines the post-
outsourcing decisions using the intellectual capital view (where intellectual capital 
is defi ned as a combination of human, social, organisational and physical forms of 
capital). By contributing to the understanding of post-outsourcing decisions, through 
two in-depth case studies, this research will facilitate a better understanding of post-
outsourcing activities in general, leading to more successful IT projects. 

 The remainder of this paper is structured as follows. A brief background to the 
study is presented in Sect.  2 . Section  3  describes the two case studies, while the 
research methodology is presented in Sect.  4 . In Sect.  5 , the results of the case studies 
are presented. Section  6  provides a discussion. Finally, Sect.  7  presents the conclud-
ing remarks.  

2      Background 

 We defi ne post-outsourcing decision as “the decision about how an IT service 
will be provided when the current outsourcing contract is facing expiration or 
termination”. Our assumption is that the business has time to make an informed 
post- outsourcing decision. 
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2.1     Implications of Terminating an Outsourcing Contract 

 When the existing contract is facing expiration, the business has three options: 
renegotiate/extend the current contract, backsource or switch vendors. In most 
contract termination cases, renegotiation is not an option because the client is not 
satisfi ed with the current vendor’s performance and may not wish to continue the 
relationship [ 6 ]. The remaining options are not necessarily comfortable either. 
Backsourcing, for example, has three major drawbacks. Firstly, backsourcing is 
expensive, costing from 2 to 15 % more than outsourcing [ 5 ]. Secondly, backsourcing 
refl ects negatively on previous management decisions [ 7 ]. Thirdly, backsourcing is a 
lengthy process and has a signifi cant impact on the organisational structure, including 
the need to establish and integrate new knowledge, resources and capabilities 
in-house, as well as establish a new system of infrastructure and employees [ 8 ]. 
Similarly, the option to switch vendor also has several drawbacks. For instance, 
there are signifi cant search costs associated with fi nding a suitable vendor and 
drawing up an arrangement, not to mention the need to dedicate more resources to 
ensuring that the new outsourcing partner is integrated into the business.  

2.2     Post-outsourcing Decisions 

 Prior research has consistently identifi ed cost [ 9 – 12 ] as a key driver of outsourcing. 
However, in other studies, factors such as power and politics, gaps in outsourcing 
expectations and external factors (e.g. vendor’s strategic direction) have been shown 
to be just as important as cost [ 13 – 15 ]. While the factors that affect initial outsourc-
ing decisions are also relevant to post-outsourcing decisions, there are additional 
factors that need to be considered in post-outsourcing decisions. 

 McLaughlin and Peppard [ 3 ] reviewed public records related to high-profi le 
outsourcing deals to examine the motives behind backsourcing decisions. They 
found that post-outsourcing decisions are heavily infl uenced by the most recent out-
sourcing experience and changes to the technology and environment. Whitten and 
Leidner [ 5 ] examined the predictors of fi rms’ choices to backsource or switch 
vendors. Their results showed that post-outsourcing decisions are highly infl uenced 
by the nature of the relationship and experience with the previous vendors. Neglecting 
these aspects of the post-outsourcing decision identifi ed by prior research could be 
problematic. Decisions to terminate an outsourcing relationship and the subsequent 
post-outsourcing decision are not always driven by a negative experience (for instance, 
if a signifi cantly more attractive option recently became available). There are various 
diffi culties when assessing these changes suggested by [ 3 ] because these dynamic 
environmental factors need to be assessed in addition to reassessing the factors that 
infl uenced the initial outsourcing decision.  
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2.3     Intellectual Capital View 

 Intellectual capital (IC) is a derivative of the resource-based view. Intellectual capital 
is composed of four elements (human, social, organisational and physical capital) 
which are utilisable for competitive advantage [ 16 ,  17 ]. Human capital refers to the 
expertise and skills of the individuals. Social capital refers relational capital that is 
built up between individuals encompassing organisational culture and shared under-
standing that facilitates communication and collaboration. Organisational capital 
refers to the things that stay in the possession of the company when people go home 
at night including “institutionalised knowledge and codifi ed experience residing 
within and utilised through databases patents, manuals, structures, systems and pro-
cesses”; physical capital refers to tangible assets such as costs or equipment [ 16 ]. 

 A literature review of IC in software development shows that the majority of 
studies cover investment issues in software product line practice and the impact of 
upfront investment on cumulative return in terms of money, effort and time [ 18 ]. 

 Research suggests that since IT can enhance organisational memories, it should 
facilitate the institutionalisation of knowledge [ 16 ]. If IT investment in internal 
organisational resources can enhance the value of an organisation’s intellectual cap-
ital, what are the impacts of outsourcing the function? What happens to knowledge 
when a function is outsourced and how IC can be retained and the creation of new 
IC can be supported in an outsourcing arrangement become important questions.   

3      Case Study 

 The data was collected from two different companies where each company is 
regarded as one case study. These cases were chosen because these companies were 
both facing post-outsourcing decisions. Companies were selected from two distinct 
industry sectors to increase the external validity of the research, helping to identify 
the factors that are possibly common to post-outsourcing decisions in general. 

  Company A : Company A is one of Australia’s most respected food manufacturing 
companies. It had a 4-year relationship with Vendor A. The outsourcing arrangement 
was a typical utility model where Vendor A1 was responsible for hosting and sup-
porting both applications and infrastructure. However, a mix of issues including poor 
contract management and poor service delivery resulted in a dysfunctional outsourc-
ing relationship. Toward the end of the contract, it was clear to both parties that the 
contract would not be renewed. Company A was then faced with a post- outsourcing 
decision: backsource or switch to another vendor. Cost and environmental reasons 
led to the rejection of backsourcing. Company A then spoke to several alternative 
vendors, including those vendors recommended by its parent company in the USA. 
Ultimately, the company chose to align itself with its parent company under the same 
international vendor (Vendor A2). Vendor A2 had a strong presence in Australia and 
had already worked with Company A on an ERP implementation. Vendor A2 was 
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given control over the new contract and part of the migration process. So far, 
Company A is impressed with Vendor A2’s performance. 

  Company B : Company B operates in the banking and fi nancial services industry 
and in Australia has approximately 11.8 million customers and 39,000 staff world-
wide. The organisation has a multi-brand model operating across many customer 
facing business units, including retail banking, institutional banking and wealth man-
agement. Company B merged with another major retail bank (Company B2) in 2008. 
It has undertaken several major IT projects to consolidate duplicated IT systems. The 
outsourcing contract for the management of Company B’s credit card platform was 
nearing expiration after 10 years. Company B was facing a post- outsourcing deci-
sion. This was a good opportunity to consolidate the support for Company B and 
B2’s credit card platforms. Company B initiated an invitation-only- based selection 
process. The bidders included the two incumbent vendors responsible for supporting 
Company B and B2’s credit card platforms, respectively, and a third vendor who was 
servicing Company B in another area. Backsourcing was also considered. The two 
existing vendors offered the most attractive proposals, with Vendor B1 winning due 
to lower switching costs and risks.  

4      Research Methodology 

 Given that post-outsourcing decisions have become increasingly common, this 
research examines the following research questions:

•    RQ 1: What are the factors considered when making post-outsourcing decisions?  
•   RQ 2: What is the relative importance of the factors identifi ed?    

 This paper aims to study post-outsourcing arrangements from the theoretical lens 
of the IC view [ 16 ] combined with Sullivan’s [ 17 ] conceptualisation of “knowledge 
company”. This helps us to identify “tangible” and “intangible” factors, which 
together provide a comprehensive set of factors considered during post-outsourcing 
decisions. 

4.1     Research Method 

 To address the research questions, an exploratory case study, with semi-structured 
interviews followed by a questionnaire, was undertaken. The interview questions 
covered the participants’ background, the decision process in post-outsourcing 
arrangements and the future of the current outsourcing relationship. The qualitative 
data that these interviews provided were used to address RQ1 and RQ2. 

 The questionnaire provides a means of assigning a priority to the putative post- 
outsourcing decisions factors to address RQ2. Relevant factors were compiled from 
the literature. Factors which have been shown to be important in the initial 
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outsourcing decision [ 13 ,  15 ] and factors which affect outsourcing termination [ 19 ] 
were both used in the questionnaire. Additionally, factors related to the experience 
with the previous vendor [ 5 ], i.e. product/service quality, relationship quality and 
switching costs, were also included as possible factors in the questionnaire .  After 
detailed examination of the literature, 37 factors related to outsourcing arrange-
ments were considered. The full set of factors can be found in [ 20 ]. After pilot studies 
with academics and IT professionals, this list was reduced to 20 factors.  

4.2     Data Collection and Analysis 

 Overall, ten stakeholders participated in this study (Table  1 ). The samples of the 
interview and questionnaire participants involved in this study cover almost the 
entire population of decision-makers in each case study. Two relevant stakeholder 
groups were managers who have a direct impact on the post-outsourcing contract 
negotiation and decision-making process and senior staff who have direct input to 
the post-outsourcing decision and are heavily involved during the implementation 
of the contract.

   During each interview, the participants were given an overview of the research 
and the areas relevant to this study. The interview then commenced with a sequence 
of questions specifi ed in the interview schedule. Interviews took approximately 
45 min. The recorded interviews were transcribed and imported into NVivo 9 for 
coding. Thematic coding was applied where the scripts were grouped and coded 
based on the high-level factor groups specifi ed by the IC view. The codes consisted 
of factors which the interviewees identifi ed as affecting post-outsourcing. These 
factors are compared with the literature for discussion. 

 Following the interview, each participant was asked to complete a questionnaire 
(Table  2 ). The questionnaire asked participants to rank 20 factors derived from lit-
erature. These factors were grouped based on IC view. Participants were asked to 
allocate 1,000 points amongst each of the factors based on their perceived  importance 
during decision-making and to identify any factors missing from the list.

   Table 1    Participant distribution   

 Company A  Company B  Total 

 Executives/managers 
(decision-makers) 

 CIO  Programme director  5 
 IT director  Programme head of IT 

 Sourcing manager 
 Senior staff (decision implementers)  Service delivery manager  Senior process engineer  5 

 Function lead  Application team lead 
 Service desk lead 

 Total  5  5  10 
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        Table 2    Factors ranking across two companies      

      

   HC  human capital,  SC  social capital,  OC  organisational capital,  PC  physical capital,  POR  previous 
outsourcing relationship,  SF  switching factors,  Mgr  manager,  Stf  senior staff,  Rng  difference 
between manager and staff ranks 
 Grey shading = top fi ve factors, lined shading = bottom three factors, underline = top three rank 
differences  
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5          Results and Discussion 

 The following sections provide the results of interviews and questionnaire for RQ1 
and RQ2. 

5.1     Post-outsourcing Factors 

 In analysing RQ1, from the transcribed interviews, factors are coded, analysed and 
described based on the elements of IC view, i.e. human, social, organisational and 
physical capital. 

  Human capital : The interview results show that one of the main concerns was 
about the skill set of the vendor organisation demonstrating the importance of this 
issue. Human capital played an important role in Company A’s decision to end their 
relationship with Vendor as they were  lacking in terms of some of the skill set . 
Similarly, human capital was one of the primary reasons Company B felt confi dent 
that Vendor B1 would be able to service the new combined credit card system at 
lower cost and risk. Vendor B1’s staff intimate knowledge about how the credit card 
system worked was one of their biggest assets in their bid; choosing another vendor 
would require the new vendor’s staff to acquire this human capital afresh. Those 
interviewed were critical of the vendor’s sometime hyperbolic claims of access to a 
deep pool of diverse and deep human capital as being more theoretical than actual. 
Those interviewed said often these skilled and knowledgeable resources were often 
not readily available. 

  Social capital : The interviews revealed new social capital-related factors: “social 
commitment” on the client side and organisational cultural fi t between client and 
vendor. As the service delivery manager in Company A describes, “If you make a 
company feel like part of your company they become a stakeholder in your com-
pany. If you make a company feel like they are servicing your company, you get 
best effort”. It is evident that in addition to cultural compatibility, the willingness to 
develop a social relationship is equally important. In the case of Company A, the 
fact that neither side was willing to commit contributed to the ultimate failure of the 
outsourcing contract. This issue was critical in Company A’s post-outsourcing deci-
sion: “We make those folks feel like they really work for us, and as a consequence 
we had an enormous stability” (CIO, Company B). The fi ndings from Company A 
also showed that the lack of trust between Vendor A and Company A strongly con-
tributed to the negative experiences. A lack of social capital between vendor and 
client considerably reduces the likelihood of extending an existing outsourcing. 

 The second case provided further evidence that social capital is an important 
factor. In contrast to Company A, Company B’s relationship with their previous 
vendor (Vendor B1) was positive. This led to the invitation-only tender process 
where only vendors that already had a positive relationship with Company B were 
considered. The quality of their relationship led to the fi nal decision to renegotiate 
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the relationship with Vendor B. When the fi nal round bids of the two vendors were 
considered, the programme director commented that “we didn’t know how to man-
age Vendor B2 as well as we knew how to manage Vendor B. We had some good 
relationships with Vendor B1 whereas on the Vendor B2 side they were still trying 
to learn how to work”. 

  Organisational capital : The degree to which vendor processes and knowledge is 
transferable and able to be internalised is an important concern in post-outsourcing 
decisions. Previous experience with the existing vendor makes this factor a very 
transparent indicator of vendor performance, which is likely to impact the outcome 
of the post-outsourcing decision. 

 The interview data suggested that both clients expected their vendors to retain 
their knowledge to enhance services to the client. For instance, the Functional Lead 
(Company A) highlighted it is important that “the [previous] management of the 
outsourcing vendor was committed to an effective knowledge retention…” of the 
client so that “if somebody was going to leave that they were prepared for that”. 
This remark also demonstrates the relationship between human and organisational 
capital. Organisational processes that lead to knowledge sharing ensure human 
capital continuity if staff leave. However, if staff turnover is too high, continuously 
training new staff incurs additional costs and reduces the quality of the service 
provided. 

 The risk of losing internal processes and knowledge to the vendor was also 
another concern which was addressed by the senior process engineer in Company 
B: “I think the risk to Company B would be so big if they choose a different vendor. 
Because we had given them so much”. The process engineer’s comments highlight 
potential risks factors considered when the initial outsourcing decision was made 
have come to pass once the post-outsourcing decision is being considered. Previous 
experience may limit the post-outsourcing choices available. 

  Physical capital : The cost of the previous arrangement was used as a baseline for 
evaluating post-outsourcing options for Company A. The CIO of the Company said, 
 “ Now, why we were confi dent that it was a smart, economic decision… we had 
some benchmarks for what we were paying Vendor A1”. In post-outsourcing, the 
cost of the previous arrangement may be used as a basis for comparison; the next 
arrangement is expected to be superior to the current one. Company B’s programme 
director identifi ed three dimensions to this factor: “The cost dimension there are 
three: implementation cost, vendor investment, how much investment the vendor 
was prepared to make and then a return which was the hard core business case”. 

 For Company B, in addition to the previous vendor’s products being  well defi ned  
and having  stood the test of time pretty well  (programme head of IT), several organ-
isational specifi c preferences seemed to be caused by this factor: “[T]he preference 
for putting in new function rather than upgrading the base product…” (programme 
head of IT) for instance. These contextually specifi c preferences need to be 
accounted for in post-outsourcing decisions because they may infl uence the choice 
vendor. The programme head of IT commented: “…if that other product had been 
richer in function, I think it may have changed our decision”. 
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 Neither switching risk nor switching cost was explicitly considered by inter-
viewees from Company A. This may be because Vendor A2 (the new vendor) was 
responsible for bearing the risks associated with this transition. Alternatively, there 
had already been a decision to change vendors, so switching costs played a much 
more important role in Company B’s decision. The alternatives under consideration 
were very similar on other dimensions; consequently switching costs became a factor 
of differentiation. 

 This fi nding has implications for post-outsourcing because renegotiation as an 
option will always yield lower switching costs and risks. The most attractive option 
will be determined by “whether you can capture enough of [the benefi ts from an 
alternative arrangement] to make the cost of the implementation to be worth the 
trouble” (programme director).  

5.2     Relative Ranking of the Factors 

 In analysing RQ2, the participants’ understanding of the relative importance of 
the decision factors is examined. The factors in Table  2  were grouped according 
to the rubrics of human, social, organisational and physical capital. Additionally, 
factors which are associated with previous experience are grouped under a sepa-
rate category. Table  2  also shows the rankings of each factor across two different 
stakeholder groups and across the two companies. The various shading and col-
umn abbreviation are explained in the legend. The top fi ve factors are greyed and 
bottom three factors are marked (as indicated in the legend). The third column 
“RNG” is the range between the rankings (i.e. difference between staff rank and 
manager rank): the larger the range, the higher the discrepancy in opinions. The 
fi ve biggest discrepancies between managers and staff for both companies are 
underlined. 

 These fi ndings suggest that physical factors and previous experience are the most 
important factors across the two companies. Table  2  provides evidence that although 
the two companies span different industries, there is some alignment between the 
top fi ve factors. Physical capital items, namely, cost savings and access to the ven-
dor’s advanced technology, are the top factors. This is concordant with the majority 
of outsourcing literature [ 15 ]. The organisation’s past experience with outsourcing 
was also demonstrated to be important with quality of previous vendor’s staff and 
the quality of relationship with the previous vendor ranked highly. This accords 
with the fi nding of [ 5 ], who found that past outsourcing experience strongly infl u-
ences the post-outsourcing decision. Interestingly, it appears that when refl ecting 
on the previous outsourcing relationships during a post-outsourcing decision, the 
intangible and intellectual aspects of the relationships, i.e. social and human aspects, 
appear to be more important instead of the physical aspects of the relationship (see 
Table  2 ).   
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6      Discussion 

 One of the key assumptions of this research is that three high-level options for 
post- outsourcing decision exist: renegotiate with current vendor, switch vendors or 
backsource. The results showed that for the companies we studied, backsourcing is 
unlikely; an in-house solution is perceived as being too costly. These fi ndings are 
obviously preliminary given the limited sample of two companies, and further 
research is necessary and is underway to confi rm these fi ndings. 

 The fi ndings showed that some initial outsourcing decisions were also reconsidered 
in post-outsourcing decisions, e.g. cost saving, particularly in the group of physical 
capital. One of the key differences found between post-outsourcing and the initial 
outsourcing decision is that when post-outsourcing decisions are made, some of the 
risks or potential benefi ts that were considered in the initial outsourcing decision 
have already been realised (both positive and negative). If the company has a positive 
experience with their previous vendor, then the relationship is an asset to the 
company which is lost if the fi rm chooses to “switch vendors”. If it is a negative 
relationship, i.e. the previous relationship is a liability and a risk hazard, which is 
also “lost” if they choose to switch vendors. This also has a strong infl uence on 
post- outsourcing decision when considering alternative solutions, because in addi-
tion to the loss of the “relationship” asset, there is also the new cost associated with 
reacquiring the lost knowledge, a process which is both expensive and risky. 

 Although common patterns have been found across the two cases selected in this 
study, there was strong evidence in the results to support the uniqueness of context 
and its impact on the post-outsourcing decision. It was evident that the nature of the 
industry has an effect on the role of IT and consequently the perception of the 
IT outsourcing contracts. For instance, IT is perceived as a facilitating function 
(in Company A), and it is likely that during the post-outsourcing decision process is 
based on “getting the service at the lowest price”. In contrast, it was evident in 
Company B that the “fl exibility” of the product/service offering and “partnership 
with IT vendors” was an important concern. 

 The specifi c nature of the function or area may also have an effect on the factors 
which affects post-outsourcing decisions. The two cases covered in this study are 
both IT service outsourcing with coverage over both application and infrastructure 
support. The similarity between the two outsourcing transitions in this study may 
explain the general alignment of factors considered in Table  2 . As Willcocks et al. 
[ 21 ] have identifi ed, the functional area of the outsourcing arrangement has a strong 
impact on what should be considered during outsourcing. For example, this study 
found a lack of evidence across both companies for the consideration of “disruption 
to internal social networks” which was considered in outsourcing literature. This is 
most likely because this type of outsourcing requires minimal direct client vendor 
engagement (e.g. minimal vendor staff on site); hence the impact on the internal 
social network is also minimal. Consequently, the functional-level specifi city is also 
an important consideration during post-outsourcing decisions. 
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 These results are preliminary, given the limited size of the sample. Further 
research is required to confi rm these results and determine the extent to which they 
are externally valid. Further research addressing this question is already underway. 
Further case studies and further surveys are being conducted looking at the relation-
ship between intellectual capital and post-outsourcing sourcing decisions.  

7      Conclusion 

 This research examined the relatively unexplored field of post-outsourcing 
decisions using multiple case studies. The goal was to explore the factors that are 
considered during post-outsourcing decision-making and better understand the rela-
tive importance of these factors. 

 The evidence shows that cost savings is the main driver in post-outsourcing, and 
previous experience with vendor and managers’ own experience are just as impor-
tant as cost savings. Backsourcing is perceived as an expensive option because of 
the high cost of regaining the knowledge required to provide the function in-house 
and is also complex, timely and risky and only chosen under very special circum-
stances. The choice between switching and renegotiation is more associated with 
whether or not:

•    The current vendor is providing a satisfactory level of service at a reasonable price  
•   The relationship with the current vendor is positive  
•   The alternative vendors are providing high incentives to switch    

 The fi ndings also show that an existing relationship with a vendor can be an 
asset, a liability or a risk. The managerial implications of this mean when making 
post-outsourcing decisions managers need to:

•    Treat the “relationship” between the vendor and client as an asset and take a 
more prominent place in management thinking and decision-making  

•   Be aware of the risks involved in moving away from the existing relationship if 
the contract is heavily integrated into the business’ operations    

 These factors may affect the duration, scale or simply the viability of certain 
options considered. Furthermore, previous experience with a vendor could be used 
as a baseline in the decision process, where every aspect of the current and potential 
solution is contrasted to see whether there was potential for improvement. 

 This study has verifi ed the uniqueness of post-outsourcing decisions. Given the 
limitations with the sample size, there is an opportunity for future research to repli-
cate this study across various cases and across different industries. The future study 
will also include developing a set of generic criteria for the IT industry along with a 
methodology of assessing and comparing a vendor’s ability and suitability to deliver 
services as part of an outsourcing arrangement.     
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    Abstract     Despite the popularity of Object-Oriented programming and design, 
their analysis phase is diffi cult to learn and relies heavily on the analyst’s intuition 
and experience. Even industry practitioners can produce initial class diagrams 
requiring time-consuming refi nements in the design phase. Business clients can fi nd 
it diffi cult to follow its diverse techniques and constructs. The ATSA method offers 
analysis under a single theoretical framework that is specifi cally designed to be 
easily understood by both neophyte practitioners and business clients. However, as 
it follows the procedural paradigm, it is not suitable for direct OO application. This 
paper presents an adaptation of ATSA for the OO paradigm, which produces an 
initial class diagram, complete with suggested attributes and methods. It offers 
improved cohesion and comprehensibility over its OO counterpart.  

1         Introduction 

 A previous paper [ 1 ] briefl y presented the Activity Theoretic Systems Architecture 
(ATSA) methodology. Activity Theory (AT) is use-centric, based upon a hierarchy 
of doings that occur within any given human endeavor. This makes it more compat-
ible with the mindset of business clients (who are more easily able to describe 
their domain in terms of tasks performed and  goal s satisfi ed) and, furthermore, 
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makes the resulting system less susceptible to changes (such as those arising from 
staffi ng reconfi gurations). 

 ATSA yielded system specifi cations in the form of a data dictionary with trans-
forms noted in pseudocode fragments, anticipating a procedural implementation. 
However, the majority of the steps within ATSA were agnostic of implementation 
paradigm. Thus, it was anticipated that ATSA could be adapted to suit the widely 
used Object-Oriented (OO) paradigm. 

 Object orientation provides encapsulation, polymorphism, and inheritance which 
facilitate maintainability, reuse, and modifi cation/extension. These advantages have 
made OO approach immensely popular. 

 Of the three phases of the OO approach—Object-Oriented Analysis (OOA), 
Object-Oriented Design (OOD), and Object-Oriented Programming (OOP)—the 
majority of these advantages are found in the latter two phases, while the fi rst phase 
remains problematic. Despite the notion that OOA is “based on concepts that we fi rst 
learned in kindergarten” [ 4 ], it is notoriously diffi cult for all but the most experienced 
practitioners to apply [ 7 , 11 , 12 ]. 

 As ATSA was designed with learnability in mind [ 2 ], an OO version of ATSA 
should be signifi cantly easier for inexperienced practitioners to apply. Therefore, 
Object-Oriented ATSA (ATSA:OO) should provide an excellent pathway from 
early phase elicitation into OOD and OOP. 

 This paper briefl y recaps the ATSA method, presents new class fi nding heuristics 
underlying ATSA:OO, and provides a brief worked example based on the coffee 
machine problem drawn from a typical OO teaching text. The example demon-
strates that ATSA:OO can generate a workable initial design class diagram.  

2     Initial Design: Model-0 

 In one of the earliest descriptions of the OO concept [ 11 ], two phases of design were 
described. An initial  abstract  design, known as a General Design, emerged from an 
architectural system-level consideration of the problem description, which would 
then be passed on for Detailed Design. This description effectively created OOA. 

 Most current OO approaches and examples present an initial design, arising from 
(often disappointingly cursory) OOA considerations, typically employing variations 
of the Use Case diagram technique. There are many (often subtle) variations of this 
OOA, using different terms for their resulting design. We adopt the general term 
model-0 to refer to the outcome of any OOA method. In each case, model-0 serves as 
the basis for ongoing iterative design revision. 

 Our intention is for ATSA:OO to sit in the place of OOA, offering Activity 
Theoretic analysis techniques in place of the many Use Case techniques, and there-
fore, we expect ATSA:OO to generate a model-0 which is at least as good a starting 
point for further design refi nement as that generated by OOA. 

 We will detail the generation of a model-0 from a typical textbook problem and 
compare it to a corresponding model-0 from a typical OOAD approach, indepen-
dently conducted by a practitioner from the software industry.  
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3     The Coffee Machine Problem 

 We will use a problem from an OO teaching text. Identifying cohesive classes in this 
problem, at the correct level of abstraction, has challenged OO students for over a 
dozen years ([ 10 ], p. 129). It describes a simple drip-feed coffee brewing machine 
with its main physical components and operations as follows: 

 “The Mark IV special makes up to 12 cups of coffee at a time. The user places a 
fi lter in the fi lter holder, fi lls the fi lter with coffee grounds, and slides the fi lter 
holder into its receptacle. The user then pours up to 12 cups of water into the water 
strainer and presses the Brew button. The water is heated until boiling. The pressure 
of the evolving steam forces the water to be sprayed over the coffee grounds, and 
coffee drips through the fi lter into the pot. The pot is kept warm for extended periods 
by a warmer plate, which only turns on if there is coffee in the pot. If the pot is 
removed from the warmer plate while water is being sprayed over the grounds, the 
fl ow of water is stopped so that brewed coffee does not spill on the warmer plate. 
The following hardware needs to be monitored or controlled.

•    The heating element for the boiler. It can be turned on or off  
•   The heating element for the warmer plate. It can be turned on or off  
•   The sensor for the warmer plate. It has three states: warmerEmpty, potEmpty, 

and potNotEmpty  
•   A sensor for the boiler, which determines if there is water present or not. It has two 

states: boilerEmpty or boilerNotEmtpy  
•   The Brew button. This is a momentary button that starts the brewing cycle. It has 

an indicator that lights up when the brewing cycle is over and the coffee is ready  
•   A pressure-relief valve that opens to reduce the pressure in the boiler. The drop 

in pressure stops the fl ow of water to the fi lter. It can be opened or closed” 
([ 9 ], p. 60)    

 We briefl y report on an analysis of this problem using ATSA:OO, treating the 
problem description text (above) as the information elicited from a client. The ini-
tial two phases of the method run as previously described for the procedural ATSA. 
For brevity we omit that elicitation and the construction steps of the activity network 
but offer a brief recap of the ATSA method as previously presented.  

4     Activity Theoretic Systems Architecture (ATSA) 

 ATSA employs a single coherent theory throughout the Systems Analysis and 
Design (SA&D) process, Activity Theory (AT). It is well beyond the scope of this 
paper to properly introduce AT, so the interested reader is invited to consult earlier 
publications [ 6 , 8 , 13 ]. 

 The construction of ATSA was motivated by a concern that neophyte practitio-
ners lacked the experience and tacit skills required under other methods and 
approaches and a desire to address the persistently poor success rates reported for 
IT projects [ 5 ]. 

Improved Initial Class Diagrams with ATSA:OO



80

 To establish the basis of the extension offered in this paper, a brief recap of the 
three main phases of the ATSA method is presented below. A more complete 
description of the method can be found in Brown and Piper [ 1 ]. 

4.1     ATSA Elicitation 

 The analyst identifi es a list of  roles , each being some human (who typically occupies 
some defi ned “ position ”) acting in a specifi c mindset, engaged in task-specifi c 
work, and typically using task-specifi c tools. Any one position may fi ll several roles, 
but there may also be more than one position capable of, or authorized to, acting in 
a given role. 

 As the fi nal use-centric system will be described to facilitate doings, ATSA 
considers  its  actors to be roles not positions. ATSA designs for a  community  of such 
actors (being roles performing activities) and designs both an overall facilitating 
system and appropriate  activity -specifi c tools for each. Positions, therefore, cease to 
be of immediate concern to the analyst. 

 The analyst identifi es Candidate Instruments (CIs) from existing fi les, folders, 
forms, records, registers, lists, and databases. These are data-like  things  (tangible or 
otherwise) which are required for roles to perform their work and satisfy their goals 
or which are made available for other roles as a result of their work.  

4.2     ATSA Analysis 

 Having obtained the obvious business details, the analyst identifi es task-specifi c 
goals. These goals are more readily obtained than the more abstract activity-level 
motives (to disambiguate an OO object from an AT object, we will use the term 
motive for the latter). When confl ated with the single roles that work to satisfy each 
goal and also the list of all CIs both required and produced in the course of that work, 
these are labeled Goal-Driven Actions (GDAs). 

 As they will connect together in transactional chains, GDAs may be envisaged as 
the nodes of a directed graph, with CI transactions as arcs. For convenience, this 
may be rendered as a GDA adjacency matrix (GDAAM). 

 Goals, however, only exist at the action layer of AT. Activities are driven by more 
abstract and somewhat strategic motives which ATSA envisaged as  coherent sets of 
consistent goals . 

 To assist in identifying activities, GDAs may be broken into component pieces 
and confl ated following AT precepts. The analyst decomposes each GDA into a 
number of Single Instrument Nodes (SINs) equal to the number of CIs it receives 
and outputs. Each SIN inherits its parent GDA’s goal and constraints. AT requires 
that each activity has just one role as the doer and a single motive (coherent set of 
consistent goals), so SINs are sorted fi rst by role and then into groupings of consis-
tent goals. Some subjective judgment on the part of the analyst is indicated here, 
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but it is informed by an understanding garnered during elicitation and is at, worst, 
no broader an application of experience than that called for in any other method or 
approach (experience suggests it will be less). Under ATSA, the clients may still 
actively participate and assist as required, as all ATSA models, including the fi nal 
activity network, are consistently expressed in comprehensible terms. 

 Detailed piecewise deconstruction of GDAs into SINs goes some way toward 
revealing duplications, ineffi ciencies, and ambiguities; however, it has been found that 
with experience, clustering of GDAs to activities directly may be possible. The SIN 
sorting technique might in fact be used topically, as a check. For learners, SIN 
sorting serves as “training wheels.” 

 A growing familiarity with their client’s business processes can tempt analysts to 
institute changes prematurely. Instead, they must refrain and record any such “good 
ideas” for consideration in the next phase. 

 Activities identifi ed and confl ated from the coherent grouping of GDAs (or their 
SIN fragments) will each have numerous CIs, both in and out, often connecting them 
together. The resultant activity network may be illustrated as a directed graph and/or 
represented as an adjacency matrix known as the Combined Activity Table (CAT).  

4.3     ATSA ReDesign 

 In consultation with the stakeholder as needed, the analyst seeks to reconfi gure and 
rearrange the client’s processes to enhance effi ciency and to relieve the roles of 
burdensome lower-order doings (which have simple drivers such as conditions or 
simple goals). 

 Any “good ideas” noted during preceding phases may now be considered as 
options for changes. Further suggestions for rationalization of the network can be 
found using Node Reduction Heuristics (NRHs) which were described in detail 
elsewhere [ 3 ]. 

 The complete activity network from the analysis phase will highlight the interac-
tional consequences of any changes and thus prompt more complete and carefully 
considered decisions. 

 In its procedural mode, ATSA then envisages a central system which mediates 
 automatable  activities, holds instrument values, and conducts transforms upon them 
as required. The specifi cation produced takes the form of a data dictionary and a 
series of transformation descriptions with constraints and conditions recorded 
(wherever possible) in structured English (pseudocode).   

5     ATSA:OO 

 ATSA:OO follows the fi rst two phases of ATSA exactly as described above. It also 
encourages redesign and refi nement in the same way as ATSA, drawing upon “good 
ideas” and the NRHs. To conform to the OO paradigm, ATSA:OO does not collapse 
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automatable activities into an amorphous assortment of data instruments and 
transforms. ATSA:OO retains all redesigned activities and transactions in their 
networked form, which remains comprehensible to the client. It then seeks to identify 
coherent classes and their associations from this modifi ed network. Table  1  shows 
the new elements of ATSA:OO in comparative sequence.

   Since an activity represents a coherent unit of work, conducted by a role, to satisfy 
a coherent set of consistent goals, it is a good candidate to be the basis of a class. 
OO requires that a class has both methods (work done) and attributes (essentially a 
list of its variables), so we require that any class identifi ed from within an activity 
network must consist of at least one activity and at least one instrument. 

 Classes will tend to be more complex than simple pairings of singleton activities 
and instruments. Figure  1  below shows the complete activity network for the cof-
feemaker problem. It also indicates identifi ed classes by using grey zones encasing 
each of them. We offer four rules to guide the clustering of activities and instruments 
into classes. These are described below.

5.1       New Class Finding Heuristics 

 Since ATSA has already identifi ed data-like and function-like constructs, namely, 
CIs and activities, the primary problem with identifying classes from the activity 
network is determining which instruments should be clustered with which activities. 
To address this problem we devised the four heuristics. 

 At each application of these heuristics, we fi rst attempt to form one or more clus-
ters (proto-classes) under the principle of that heuristic. Where this is not possible 
(for want of at least one available activity and available instrument), we extend one 

   Table 1    Elements of ATSA compared to additional and replacement ATSA:OO elements   

 ATSA  ATSA:OO 

 Positions, roles, CIs 
 Goal identifi cation 
 GDAs SINs 
 Confl ation of activities 
 Initial activity network 
 NRHs, good ideas 
 Client input, refi nement 
 New activity network, CAT 
 Automate activities  Apply class fi nding heuristics 
 Bend instrument paths to system  Identify classes, attributes, and methods 
 Convert temporal rules to deontic  Model-0 class diagram 
 Data dictionary 
 Pseudocode transforms 
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  Fig. 1    Activity network for the coffeemaker with classes identifi ed       
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or more of the existing proto-classes. Priority is given to proto-classes suggested by 
preceding heuristics, over those suggested by later heuristics. That is, later heuristics 
cannot de-cluster proto-classes formed under preceding heuristics. 

  Rule 1 

 Cluster “source” activities with their output instruments. 
 If an activity is responsible for outputting a given instrument to multiple other 

activities, we cluster the activity with that instrument. When many entities obtain 
data from a single source, good design practice says that the data should reside with 
the single source rather than with the many recipients. 

 In Fig.  1 , activity 11 is a source activity which outputs multiple copies of the 
WarmerState instrument to different activities. Rule 1 therefore clusters activity 11 
with the WarmerState instrument. This is suffi cient to form a proto-class. 

 Similarly, activity 12 is clustered with the BoilerState instrument and activity 3 
with the Pot instrument, each forming their own proto-class.  

  Rule 2 

 Cluster “sink” activities with their input instrument(s). 
 If an activity receives copies of an instrument from multiple other activities, we 

cluster the receiving activity with that instrument. This rule recognizes that rather 
than having the data reside with one or other of these multiple sources, a single copy 
of the data should reside with the recent entity, which should permit those source 
entities to set the value of that data. 

 In Fig.  1 , activity 11 is the recipient of the Warmer Assembly instrument from 
multiple activities. Rule 2 would therefore cluster activity 11 with the 
WarmerAssembly instrument; however, activity 11 has already been clustered into 
a proto-class by an application of Rule 1 and is thus not available. The instrument 
WarmerAssembly is insuffi cient to form a proto-class on its own (lacking an activ-
ity), and thus, it is clustered with the existing proto-class (which already contains 
activity 11 and the WarmerState instrument).  

  Rule 3 

 Cluster activities that input the same or similar instruments and that also output the 
same or similar instruments, with those instruments. 

 This Rule seeks to cluster according to a commonality of process (based on both 
data and function). Two or more entities which act upon variations of the same input 
data, producing variations of the same output data, are variations of essentially the 
same function type and therefore should be clustered together with their input and 
output instruments. 

 In Fig.  1 , activities 6 and 7 both receive variations of the BoilerState and produce 
various changes to BoilerHeaterState. BoilerState has already been clustered; how-
ever, BoilerHeaterState is still available. Thus, it is still possible form a proto- class 
consisting of activities 6 and 7 and BoilerHeaterState. 
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 Similarly, activities 9 and 10 are clustered with PlateHeaterState, though 
WarmerState was unavailable. 

 Activities 4 and 5, however, have no available instruments for clustering as Pot 
and WarmerAssembly have each been clustered under the preceding heuristics. 
They are thus unable to form a proto-class by themselves and must therefore be 
assigned to either the proto-class containing activity 11 and WarmerAssembly or 
the one containing activity 3 and Pot. In this situation, we are guided by roles identi-
fi ed in the ATSA analysis phase. Activities 4 and 5 are conducted by the same role 
as activity 3, so we decide to cluster them together.  

  Rule 4 

 Consider unclustered activities and their associated instruments. 
 After the application of the preceding three heuristics, a number of isolated activ-

ities and/or instruments may remain unclustered. For these, we rely on the roles and 
motives identifi ed under ATSA and the intuition of the analyst. 

 In Fig.  1 , activities 1 and 2 are clustered with their outstanding input and output 
instruments due to a commonality of role and motivation identifi ed under ATSA. 

 The only remaining unclustered entities are activity 8 and the IndicatorLightState 
and Signal instruments. These cluster into a proto-class. As an extremely simple 
class, this may later be absorbed into another class, but this consideration would 
arise under OOD.   

5.2     Identify Classes, Attributes, and Methods 

 At the completion of the class fi nding heuristics, we have a number of proto-classes 
which can now be converted into classes. Class names are drawn from the roles and 
goals of the component activities, in the form of a new role name. For example, 
under initial analysis, activity 11’s goal was to monitor the state of the 
WarmerAssembly, performed by a PressureSensor role. The class containing activity 
11 and the WarmerAssembly and WarmerState instruments is given the name Warmer 
Monitor. 

 Attributes of classes are simply the instruments belonging to the proto-class. The 
methods are drawn from either the component activities (as in the case of the Coffee 
Pourer class) or their constituent GDAs (as in the case of the Light Controller class).  

5.3     Model-0 Class Diagram 

 With the classes defi ned, all that remains is to determine the associations between 
the classes, and these can be directly inferred from the instrument transactions 
which cross the proto-class boundaries in the activity network. For example, the 
ButtonPress transacted between activities 2 and 6 indicates that the Coffee Preparer 
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starts the Boiler Controller, while the WarmerState transacted between activities 11 
and 6 suggests the Warmer Monitor reports to the Warmer Controller (assuming a 
subscription model). Our resultant model-0 is shown in Fig.  2 .

6         Comparison of ATSA:OO with OOA 

 A worked solution to the coffeemaker problem was offered by Weirich [ 14 ]. Figure  3  
shows his model-0, resulting from OOA Use Case techniques. We can see that the 
model-0 from ATSA:OO in Fig.  2  is signifi cantly more cohesive.

   Figure  3  has very poor cohesion; it has a central “God” class, a mistake common 
to neophyte practitioners. It would require considerable additional effort to reform 
into workable cohesive classes. 

  Fig. 2    Model-0 of the coffeemaker offered by ATSA:OO       
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 Figure  2  does not have this problem. Fully decomposing to SINs then recluster-
ing generates distinct activities. ATSA:OO identifi es the smallest feasible classes 
resulting from those activities, so it is highly unlikely to produce a “God” class. 

 Furthermore, because all activities are determined through clustering by role and 
goal, the resulting suggested class methods are functionally cohesive. As the 
ATSA:OO heuristics cluster activities with their associated instruments, each class 
is likely to have high informational cohesion (and therefore reduced coupling). 

 Additionally, the OOA model-0 only has class names whereas the ATSA:OO 
model-0 has suggestions for possible attributes and methods. 

 Both the OOA and the ATSA:OO model-0 show class associations. However, 
neither depicts composition or inheritance, as these more abstract relationships are 
expected to be identifi ed during the OOD phase.  

7     Conclusion and Future Work 

 ATSA:OO is an adaption of the ATSA method to suit the widely adopted OO 
paradigm. It is intended to replace the OOA phase, with a method that is easier for 
neophyte practitioners to understand and use and has a strong theoretical basis. 

 If even an experienced industry practitioner, employing Use Case analytical 
techniques under OOA, can produce a model-0 with a controlling “God” class and 
lacking both attributes and methods; then a neophyte practitioner can hardly be 
expected to use OOA with confi dence. ATSA:OO’s application of the precepts of 
AT yields classes with greater cohesion, ensuring that neophyte practitioners can 
have confi dence in a stronger model-0, requiring less effort in the design phase. 

 There is substantially less reliance upon the intuition of the analyst, as ATSA:OO’s 
model-0 arises from a straightforward application of simple steps. Each of these 
steps is suffi ciently tightly prescribed to prevent seesawing between potential models 
in the analysis phase. 

  Fig. 3    Model-0 of the coffeemaker offered by traditional OOAD (from Ref. [ 14 ])       
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 ATSA allows the client to comprehend the design process all the way through to 
the activity network. ATSA:OO continues this by clustering the activity network 
directly, allowing client comprehension all the way to the class diagram. 

 This paper considered the feasibility of ATSA:OO using a very simple example. 
Further examination of this adapted method will consider more complex design 
problems. The clustering rules of both ATSA and ATSA:OO appear to result in highly 
cohesive classes; quantitative evaluation of the cohesion found in code built under 
ATSA:OO analysis is required to measure this. Similarly, quantitative and experien-
tial tests with groups of neophyte practitioners will measure the ease with which the 
method can be learned and applied.     
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    Abstract     In most developed countries, the ageing population is placing a severe 
strain on health systems and national budgets. In meeting this challenge, e-health 
initiatives seek medically focused ICT solutions for improved health services that 
enable senior citizens to remain living at home longer. A literature review and inter-
views with healthcare providers reveal that signifi cant factors affecting the well- being 
of the elderly are isolation and loneliness. In this paper we report on the fi rst stages of 
a study on the digital literacy of seniors and the potential development of social media 
to meet the capabilities of people as they age. Focus groups with senior citizen 
computer club members tell us that older folk are becoming more digitally literate. 
As social media becomes more usable and acceptable, we propose that online com-
munities for senior citizens may have signifi cant health benefi ts. As this is a multi-
faceted emergent phenomenon, we apply concepts from Complexity Theory to our 
analysis and to the design of future research on this topic using an action research 
methodology.  

1         Introduction 

 In Australia, as in most of the developed world, the ageing population is creating 
challenges for the adequate provision of affordable healthcare for increasing numbers 
of senior citizens at home, in self-managed units or in residential care. The ageing 
population is placing severe strain on the health system and the nation’s budget. 
E-health is perceived as a means to provide a high level of online medical service 
while reducing the economic burden and enabling the elderly to remain at home 
longer. There are also enormous benefi ts to be gained through e-health for those 
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living in regional and remote areas. Signifi cant effort has been put into research and 
development of technical solutions to medical issues including monitoring devices 
and Internet-based consultations. Less research has been conducted into how to 
enhance the emotional and social needs of the ageing population. 

 Our research is motivated by literature reporting that loneliness and isolation are 
among the main problems encountered by folk living well into their 1980s and 
1990s. Those still in their home receive basic medical and support services through 
either e-health systems or professional visits, but their lack of mobility restricts their 
ability to interact socially. Those who move into independent self-managed units or 
full-residential institutions are often dislocated from family and friends. 

 Although they did not grow up with digital technologies, those now in their 
1960s and 1970s are increasingly more computer and Internet savvy. Many have 
been active users at work or elsewhere, while others in retirement are catching up, 
using email, social media and online services to connect with family and friends and 
access information. It is not clear, however, how this will equip them for the later 
stages of life when they will be increasing more reliant on the Internet for their 
social interaction but have reduced physical and mental capability. 

 The exploratory study reported here seeks answers to two related questions. 
To what extent can the elderly use information systems to address issues of loneliness 
and isolation? How can socio-technical systems be established using emerging Web 
2.0 applications to meet the disparate needs of isolated elderly users? By means 
of literature review, interviews with aged care providers and a focus group with 
members of a seniors computing club research explore the ways in which senior 
citizens currently participate in online communities, their capabilities for doing so 
and the potential benefi ts of involvement in online communities for isolated senior 
citizens. As this is an emergent phenomenon, we explain how we apply concepts 
from Complexity Theory to our analysis of this exploratory phase of the research. 
We conclude the paper with the design of future research on this topic using an 
action research methodology.  

2     Literature Review 

2.1     Isolation and Loneliness 

 Despite the global interconnectedness provided by the Internet, isolation and loneliness 
are an increasing social problem. Norrie [ 26 ] reports that isolation and loneliness 
pose an increasing threat to the health of Australians, many of whom are cut off 
from friends and locals by ill-conceived urban design. According to research cited 
by the report between 1984 and 2005, the percentage of Australians who said they 
did not have any trusted friends rose from 4 to 6 %, while the percentage who 
felt they could not call on locals for help increased from 11 to 13 %. The fi gures 
are expected to worsen with the rise in the number of single-person households. 
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The report concludes that “it’s now recognised that loneliness is up there with high 
blood pressure, lack of exercise, obesity, and smoking as an indicator of shortened 
life expectancy”. 

 Isolation appears to be a universal problem in ageing populations [ 14 ]. One UK 
digital media champion, Martha Fox, expressed concern that “over three million 
people aged over 65 don’t see another person in a week” and believed that technology 
could help address this problem [ 8 ]. This is supported in a study on the use of online 
communities by older people, which found a positive association between a sense 
of belonging to an online community, sense of community and link to well- being 
[ 32 ]. Coughlan [ 11 ] also describes the particular health risks for the elderly in 
England where more than half of people over the age of 75 are living alone and 
about one in 10 says he or she suffers from “intense” loneliness. A lack of social 
interaction can make old people more vulnerable to depression and to problems 
such as excessive drinking, poor diet and a reduction in exercise. A study of 1,300 
people aged 65 and over [ 17 ] found that 35 % of participants were lonely, with 9 % 
describing it as painful and 6 % as intrusive. Thirty-four percent had a nonintegrated 
social network with well-being, depressed mood and hopelessness, all independently 
associated with both loneliness and nonintegrated social networks. While younger 
people routinely make use of social media to stay connected, it is often assumed that 
the elderly are not inclined to do so, particularly those who have never used computers. 
However, we suggest that this is changing.  

2.2     Digital Literacy of the Elderly 

 There has been a strong focus on teaching seniors basic Internet skills and there is 
considerable literature relating to this. The AHRC [ 4 ] Report emphasises education, 
training and provision of appropriate technology to achieve effective Internet access. 
Parry [ 29 ] states that teaching mobile web literacy is as important as teaching basic 
literacy. Several research papers [ 19 ,  33 ,  34 ] focus on training seniors in Internet use. 
Internet literacy programmes for older users are regarded as an important fi rst step, 
but more is required. 

 Recent Australian research into Internet use by female seniors [ 28 ] pointed to the 
need for access to training, technical assistance and information as important for 
this group. Palmer [ 28 ] refers to earlier studies of elderly participants suggesting 
that lower levels of education, lower income levels and workforce participation 
might be factors contributing to their lower usage of Internet-based services. 
The most common use was for email. Lack of knowledge was perceived as a major 
barrier. Some had had bad experiences and felt disillusioned. Lack of services and 
not knowing where to fi nd help were a concern. Users had a generally positive view 
of the Internet’s impact on well-being, while non-users thought it would have a 
negative effect. A concern expressed in the report’s conclusion was that, while, 
in this study, non-users experienced little inconvenience at present, they were 
concerned that lack of access might be a problem in the future [ 28 ]. Training aimed 
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at improving digital literacy skills was among the report’s recommendations as was 
consultation with seniors on e-government services. 

 In a small Australian study, Mellor et al. [ 23 ] considered a group of twenty 
residents in a nursing home, who reported a generally positive experience from the 
use of computers. As there were discrepancies in the fi ndings, it was suggested that 
the impact on well-being was more complex than could be inferred from these 
results. This clearly warrants further study among a wider group. 

 Access to information services by the elderly is another area of importance. One 
report [ 4 ] expressed the view that digital technologies offered the potential for pro-
viding greater access to both government and business information services. 
Improved access to education and services at locations and in formats that otherwise 
might have been diffi cult to access was also stressed. Concern was raised regarding 
equity of access, with some older Australians not enjoying the standards that others 
take for granted. The report highlighted the potential for both older Australians and 
those with disabilities to extend their access to information services of every kind 
due to the inherent nature of digital technologies. 

 Designing systems with a variety of interfaces that older people will use seems a 
logical objective, although some researchers have suggested that age is less a dis-
criminating factor than is commonly thought. In a study by Chung et al. [ 10 ], factors 
affecting perceptions of online community participation were investigated using the 
Technology Acceptance Model (TAM). One fi nding was that “the relationships 
among perceived ease of use, perceived usefulness and intention to participate in 
online communities do not change with age”. Ease of use was no more important to 
older users than it was to younger users. These fi ndings have implications for devel-
opers. Older users were concerned about privacy issues and this might be a factor 
infl uencing their participation in social media sites. Ease of navigation and content 
relevant to the target audience regardless of age were important. Perceived quality 
of sites and web design are, it seems, important to older and younger users alike.  

2.3     E-Health, Seniors and Social Media 

 When considering the needs of older Australians, much focus has been directed 
towards e-health to assist at-home, isolated seniors, particularly the over 1980s. 
This is not surprising given the potential of developments in this area. In his reports 
on Australia’s Digital Economy, Paul Budde [ 6 ,  7 ] describes e-health as potentially 
one of the “key killer apps linking e-health developments to the National Broadband 
Network”, two signifi cant areas being early diagnosis and posttreatment patient 
monitoring provided at home. 

 It is clear from the Australian demographic that e-health is important. In the recent 
government report “Australia 2050: future challenges” [ 2 ], the emphasis is on “an 
ageing and growing population”. Consequent on this, a signifi cant rise is predicted 
in aged care spending, related to the increasing number of people over 85, likely to be 
in residential care or with disabilities requiring special care. E-health applications 
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may help to reduce the need for residential care. The report states that social media 
may hold some promise in this regard. 

 Social networking is seen as useful in combating loneliness and isolation: 
“Ultimately, virtual communities can combat social isolation by offering a new 
channel for older Australians to form support networks, maintain contact with 
friends and family, and participate in different parts of the community” [ 3 ]. A recent 
study suggests that social media collaborations in relation to specifi c diseases 
(in this case, Crohn’s disease among teens) can be extended to many of the diseases 
of older age groups: diabetes, heart disease, psoriasis and some cancers [ 18 ]. 

 Reports on use of the Internet and social media in the USA in 2010 [ 1 ,  21 ,  30 ] 
indicate that the average usage of Internet social media among users over 50 had 
nearly doubled in the preceding year, from 22 to 42 % of those surveyed. Among 
those using social networking sites, the fi ndings recorded 47 % of 50–64-year-olds 
and 26 % of those 65 years and older. Numbers using MySpace, Facebook and 
Linkedin had grown by 88 % among 50–64-year-olds and 100 % among older users 
(65 and over), whereas growth among younger users (18–29) (already representing 
86 % of all users) was only 13 %. Email was still the main medium of communication 
among older users. 

 The literature reports confl icting fi ndings on the usefulness of social media in 
overcoming isolation, loneliness and depression. In their 2006 UK study, Dickinson 
and Gregor [ 12 ] suggested that “computer use had no demonstrated impact on well- 
being in older adults”. Participants in a study conducted by Erickson in 2011 [ 14 ] 
reported mixed opinions on the value of Facebook as a “community”, with most 
seeing it as a medium to passively view what others were doing. A more recent 
Canadian study of seniors over 60 [ 15 ], however, suggested that the Internet 
promoted “higher perceptions of self-effi cacy” among seniors using the Internet 
regularly over those who did not. Similar fi ndings were reported in a US study [ 16 , 
 31 ], which reported positive results, with 20 % reduction in depression, among 
elderly American Internet users. This study looked at survey responses from 7,000 
American retirees, aged over 55 years. It concluded that there were signifi cant 
health outcomes to be had from expanding Internet adoption in this age group, with 
potential economic savings as well. Etchemendy et al. [ 13 ] claim that ICT can be 
helpful in reducing negative moods and isolation and thus can be effi cacious and 
effective resources for improving the quality of life in elderly. According to Norval 
et al. [ 27 ], research suggests that communication platforms that complement existing 
telecare systems could be designed to provide signifi cant emotional support for 
older adults. However, it is clear that this is still an under-researched area where 
further work is needed [ 14 ]. 

 The study that we have found to most closely relate to our work is one by 
Ballantyne et al. [ 5 ] who describe a qualitative pilot project that implemented an 
Internet social networking intervention with six older people aged 69–85 years 
recruited from a community aged care programme. The researchers evaluated the 
effect it had on older people’s experience of temporal loneliness. The fi ndings 
from this project demonstrated that the utilisation of a social networking site has 
the potential to reduce loneliness in older people. Four major themes emerged 
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from their inductive analysis of the data which were the participants’ experience 
of loneliness, technology as an enabler, providing a supportive environment and 
connectivity. We are encouraged not only by the positive results of the study but 
also by the inductive approach taken, which allowed for emergence of issues 
and outcomes.   

3     Theoretical Underpinning 

 Our literature review demonstrates the complex and multidisciplinary nature of our 
topic. Most e-health research follows a traditional scientifi c method of enquiry that 
is well ordered as it should be. Most websites for seniors are currently created 
top- down where government or civil “experts” train, advise or organise older peo-
ple who are assumed to have low digital skills and knowledge. In contrast, what 
appears to be needed to overcome loneliness is to engage seniors in meaningful 
online communities and activities that are created bottom-up by the senior citizens 
themselves with assistance, facilitation and encouragement where needed. We thus 
turn to concepts from Complexity Theory such as self-direction, self-organisation 
and emergence. 

 Complexity Theory is concerned with the behaviour over time and space of 
complex systems. Complexity science deals with complex adaptive systems that are 
fl uidly changing collections of distributed interacting components that react both to 
their environments and to one another. Complex systems have a history; they evolve 
and their past is co-responsible for their present behaviour. Elements in the system 
can be ignorant of the behaviour of the system as a whole responding only to what 
is available to it locally. 

 Within complex contexts principles of emergence, co-evolution, pattern forma-
tion, self-direction and self-organisation are critical for understanding. In complex 
environments, effective change and growth should not be mandated but encouraged 
and facilitated through the introduction of appropriate attractors, incentives, diversity 
and the setting of fl exible and porous boundaries. Promising emergent forms and 
patterns of behaviour should be rewarded and supported even when these are not 
what were originally anticipated [ 20 ]. 

 The literature suggests that the different capabilities, experiences and needs of 
the elderly will require a range of different technical and social solutions to the 
problems of isolation and loneliness. In the exploratory research presented here, 
we provided evidence of the complexity of this problem and the suitability of 
evoking Complexity Theory to indicate that simple imposed solutions are unlikely 
to be readily taken up by those in need of social connections. We will therefore 
look for solutions to emerge through a complex co-evolution of human and 
technical capability driven by those involved, namely, the elderly, their families 
and carers. The principles of Complexity Theory will enable us to better under-
stand this process.  
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4     Research Approach 

 Our research began with the review of literature summarised above and sources 
from a number of different fi elds: isolation and loneliness, contributions to the 
social well-being of isolated senior citizens, IT and the elderly, social media, 
Internet access and usability. There is little intersection between research in these 
different areas, and we bring them together to inform our work through the lens of 
Complexity Theory which we have also described above. 

 Our exploratory research has been conducted in the following stages:

 –    A study of websites and online facilities created for and used by Senior 
Australians  

 –   Informal interviews with carers and service providers in the Aged Care Sector to 
determine from their experience the social needs of the elderly and potential 
benefi ts of online social interaction among senior citizens  

 –   Focus groups with senior members of a local computer club on their use of the 
Internet and attitudes to social media    

 We describe the conduct and results of this research below. The setting for this 
study is urban and regional Australia, which, as a Western developed country, has a 
high level of IT and Internet use and the challenges of an ageing population. This is 
an opportune time to conduct a study in this area as a national broadband network 
is currently being rolled out to provide a high-quality infrastructure to support new 
social multiplatform media. Our discussion uses the fi ndings of this preliminary 
exploratory study to develop a research design for a wider study involving interven-
tions in the form of the establishment, facilitation and assessment of online com-
munities driven by the needs of groups of senior citizens. 

4.1     Observations of Senior Australians Online 

 The fi rst stage of the study involves an examination of the provision of ICT for 
seniors and its use and acceptance in Australia. Our exploratory study of existing 
approaches to online sites for seniors indicated that most were currently created 
top- down where government or civil “experts” train, advise or organise older people 
who are assumed to have low digital skills and knowledge. 

 The Australian Government provides a website,  seniors.gov.au , for senior citizens 
and associated activities. This site refl ects a typical bureaucratic top-down approach 
that sees the government as having the responsibility to inform and educate its 
citizens with limited community engagement [ 9 ]. Much of the seniors’ website is 
aimed at 50–70-year-olds and assumes that most older people have a limited level 
of digital literacy. In Australia there are 160 public seniors’ computer clubs which 
have a similar view and a focus on training, mentoring, technical support and 
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provision of advice on security, privacy and awareness of IT pitfalls (   http://www.
ascca.org.au/        ). A typical club description is as follows:

  Brisbane Seniors Online Inc is a not-for-profi t organisation made up of volunteers who 
assist Brisbane’s seniors to become competent with computers and to use them online. Most 
mentoring is done on a one-to-one basis in people’s homes if they so choose. Since BSOL 
was formed in November 2000, our volunteer mentors have taught, or are teaching, some 
three thousand people over the age of 50 to become computer-literate—to access the 
Internet, send and receive emails and use word processing. 

   The Australian Seniors Computer Clubs Association (ASCCA)’s Google group 
(  http://groups.google.com.au/group/cyberascca    ) states that the main problem 
seniors face is the question of “how do I”? They offer an online help desk where 
members can post their questions and the experts of the Google group, along with 
other members, can offer suggestions on how to fi x it. The University of the 3rd Age 
(U3A) takes a similar simplistic view offering short online courses and many other 
useful resources for older people, especially those who are geographically, physi-
cally or socially isolated. The U3A Online website provides up-to-date contacts for 
all Australian and New Zealand U3As as well as facilities for their members to 
exchange ideas, resources and information about regional U3A events. The infor-
mation, including news items and links to many interesting websites, will also prove 
useful to other groups of older people. 

 With the move towards social networking, the ASCCA are investigating the use 
of the social networking website   www.fi nerday.com     which is more senior friendly 
than Facebook. The Australian Government seniors’ website is also beginning to 
try some online community-building initiatives although most are not yet active. 
The Australian Seniors site says:

  In addition to providing a huge range of factual information relevant to older Australians, 
 seniors.gov.au  provides a wide range of exciting community-building features. These fea-
tures enable you to interact with other people with similar interests and ensure that this 
online resource refl ects the opinions and addresses the issues of direct relevance to 
Australians over 50. 

   Features planned in the development are “Living History” (stories of where people 
were and what they were doing during a signifi cant event in Australian history), a 
“Q&A Forum”, a “Meeting Place” (where topics of discussions could include such 
things as travel, genealogy and entertainment) and even “Online Games”. Although 
these features are more creative, there is still a top-down approach where the 
government controls, directs and manages the agenda. 

 In an attempt to fi nd emergent communities of seniors, we found Australian 
Seniors on Linkedin with 17 members and some recent discussion and an 
AustralianSeniors page on Facebook that had 43 likes but very little content. These 
seemed to be driven by a few individuals but not yet with a critical mass to be called 
a community. This suggests that while online communities of seniors may follow 
similar patterns of other such groups, there is a need to investigate where they may 
differ and have more specifi c requirements and challenges.  

L. Burgess et al.

http://www.ascca.org.au/
http://www.ascca.org.au/
http://groups.google.com.au/group/cyberascca
http://www.finerday.com/


97

4.2     Advice from Those Working in the Aged Care Sector 

 As part of a set of interviews conducted during a separate research project, carers 
and service providers in the Aged Care Sector were asked for their comments and 
advice on our proposed project. Their responses confi rmed the following:

 –    That the emphasis on current e-health research was on technical and medical 
issues  

 –   That loneliness was a major problem as people aged and had a signifi cantly 
affect on their health and well-being, often leading to depression  

 –   That IT and the Internet could be used in a solution to the isolation that often 
increased as people aged but that there would have to be a variety of systems 
needed to suit people in different circumstances and conditions    

 Many of those interviewed belonged to a Dementia Support Network and indi-
cated that dementia patients would be a particular challenge. However, they also 
noted that as people age a whole range of special needs develop which may impact 
on their ability to use a standard computer. This provides evidence for the complex-
ity of the problem.   

5     The Digital Literacy and Attitudes of Senior Citizens 

 In order to gauge the potential for senior citizens to use social media and assess their 
attitudes to doing this, we held a discussion on this topic with members of a Seniors 
Computing Club at their invitation. In keeping with our intention to take an exploratory 
approach to this phase of the research, we followed the nondirective, “affi nity group 
discussion” approach of Hugh McKay, a renowned social commentator in Australia. 
This method [ 22 ] uses a naturally existing social group (in our case members of the 
computing club) meeting together in their natural habitat (the club’s monthly meeting), 
to engage in informal and unstructured conversation about the topic of the research. An 
inductive analysis of the audio recording of this conversation involved the identifi cation 
of themes and individual perceptions by the researchers and revealed the following: 

 Several of the members, mostly those who had used computers for years and 
were respected as experts by other members, were quite antagonistic towards the 
use of social media. They saw applications such as Facebook and Twitter as trivial 
exercise in social banter. As one said “I can’t see the sense of it, my time is too valu-
able to waste on that” and “if my daughter wants to share a picture with me she 
should just attach it to an email”. Others, however, began to describe how they used 
Facebook and Skype to keep in touch with family. Another called himself “a stirrer” 
and saw how blogging and online discussions would be attractive for him. Another 
advocated using Internet tools to put his life story online for his descendants to read 
once he is gone. One very elderly gentleman then described his extensive use of 
social media for all sorts of activities that he combines with his volunteer work and 
interests. Right at the end one elderly lady describe her experiences with isolation 
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and said that if online communities could help, she would be all for it. Lots of the 
general discussion described how they would come across different applications on 
the Internet and see how they could be useful for something they were doing. This 
demonstrated the emergent nature of how things happen in this regard and support 
our intention to follow a “bottom-up” approach to the interventions we plan for the 
next phase of our research.  

6     Discussion of Next Steps 

 As indicated above our research seeks answers to questions on the potential use of 
information systems in meeting the social needs of isolated elderly users. The 
results of the literature review and exploratory study described above, combined 
with our understanding of emergent processes from Complexity Theory, confi rmed 
our commitment to the following propositions in answering those questions:

 –    That overcoming loneliness and isolation experienced in old age would have 
positive benefi ts for the national health system  

 –   That one component of the e-health programme could be the use of the web to 
connect isolated elderly and overcome the negative effects of loneliness  

 –   That this approach would need to take a bottom-up approach to engage citizens 
in the process  

 –   That a diverse range of socio-technical systems and community activities would 
emerge as the programme progressed  

 –   That Complexity Theory constructs can underpin research in this area    

 According to Kurtz and Snowden [ 20 ] and Mitleton-Kelly [ 24 ], the processes of 
emergence and co-evolution as understood by Complexity Theory cannot be 
planned but can be encouraged through the imposition of “attractors” with suitable 
“boundaries”. Precise outcomes cannot be known in advance but positive outcome 
are likely if the attractors and boundaries are chosen well. We will thus follow an 
action research methodology for the next phase of this research where interventions 
will be carried out to provide opportunities, advice, incentives and resources (i.e. 
attractors) among groups of Senior Australians to form online communities bounded 
by the technologies that suit them and are available. A “bottom-up” approach will 
be followed to engage participants at all stages and the emergent outcomes will be 
studied, evaluated and reported. 

 The creation of new communities is best understood by the principles of com-
plexity as diversity, creativity, self-organisation and unanticipated outcomes are key 
elements in the cocreation of an innovative environment. The distinguishing 
characteristic of complex co-evolving systems is their ability to create new order. 
In human communities this may take the form of new ways of communicating, act-
ing, thinking and relating or even the creation of a different culture or a new organ-
isational form [ 24 ,  25 ]. 

 In our study the application of Complexity Theory can guide our analysis of the 
emergence and facilitation of self-directed online communities of senior citizens as 
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well as a participatory emergent approach to evolution of the diversity of suitable 
tools and their interfaces. Members of such communities require a level of digital 
information literacy beyond simple computing skills to the ability to  access ,  inter-
pret, connect, manipulate, visualise  and  create  digital content. The computer itself 
has become almost ubiquitous so that the traditional concepts of usability and 
acceptance give way to those of real engagement and emersion in a merged inter-
connected physical and virtual world. 

 We will therefore apply concepts of Complexity Theory to our research design 
of interventions involving online communities of senior citizens and relate these to 
their subjective well-being which Wiesmann and Hannich [ 32 ] have developed as 
an indicator for successful ageing. These authors adopted the perspective that a 
sense of coherence plays a key role for psychological adaptation. The fi ndings 
corroborate the idea that the sense of coherence (i.e. integrated and holistic) creates, 
or maintains, a form of psychological integrity as represented by subjective well- 
being. Our research will take this idea into the digital online environment.  

7     Conclusion 

 The literature review and early fi ndings of this research suggest that the use of social 
media by senior citizens may be benefi cial to their well-being, overcoming isolation 
and loneliness as they become more housebound. The creation of online communi-
ties that would engage the elderly is however unlikely to succeed if imposed on 
them, and so we turn to concepts from Complexity Theory such as emergence to 
guide proposed research in this area.     
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    Abstract     In this paper we present a framework for evaluating the social impact of 
high-bandwidth Internet provision and use in Australia. High-bandwidth Internet  will 
be provided through a national broadband network  to be rolled out gradually and 
which began in 2011. The framework is based around four key aspects: (1) identify-
ing provision of the national broadband network  as an intervention, (2) specifi cation 
of important outcomes, (3) understanding the behavioural link between intervention 
and outcomes and (4) conduct of high-quality population-based empirical research. 
The framework is suffi ciently fl exible that it can be adapted and applied to various 
regions of Australia and, depending on the appropriate focus, to the conduct of 
different types of studies. It is hoped that, by focusing attention on the human behav-
ioural link between high-bandwidth Internet  provision and individual outcomes in the 
general community, we will be able to identify ways of promoting social inclusion 
and other benefi ts through appropriate use of the national broadband network .  
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  NBN    National broadband network   
  RISIR    Regional Initiative for Social Innovation and Research   
  TPB    Theory of Planned Behaviour   

1           Background 

 The Australian government announced in 2009 that a national broadband network  
(NBN) would be established to make high-bandwidth Internet  (HBI) available to 
all Australians. A wholly government-owned company, NBN Co, was created to 
deliver the roll-out of the network and aims to provide the NBN  to 93 % of the 
Australian population through fi bre optic cable with the remainder to connect by 
fi xed wireless or satellite (  http://nbnco.com.au    ). 

 The Commonwealth Scientifi c and Industrial Research Organisation (CSIRO) is 
Australia’s national science agency whose mission includes conducting research for 
the benefi t of Australian society, industry and the environment. CSIRO has estab-
lished the Australian Centre for Broadband Innovation (ACBI) as a collaborative 
research initiative to develop and demonstrate socially and economically useful 
applications and services that can use next-generation broadband networks such as 
the NBN . One of ACBI’s main objectives is to develop an understanding of com-
munities’ needs and capabilities with respect to services and applications that are 
enabled by the NBN . To this end, CSIRO and ACBI have allocated approximately 
$US 3 million over three years to undertake this work. The initiative will draw on 
expertise from social and economic research areas within CSIRO such as mathe-
matical and statistical sciences, human services evaluation, population health 
research, energy demand management and economic planning. 

 CSIRO is also partnering with other research organisations such as the Regional 
Initiative for Social Innovation and Research (RISIR) Centre at Southern Cross 
University in Coffs Harbour, to ensure that relevant locally based research is 
undertaken. 

 This paper proposes a general framework for evaluating the impact of the NBN  
on digital literacy and social and well-being outcomes. Section two makes explicit the 
key components of the framework and states the major objectives of the initiative. 
Section three details our approach to measurement of connection bandwidth, digital 
literacy and other life outcomes and outlines the study designs for surveying indi-
viduals in our fi rst target populations and planned statistical analyses. The fi nal 
section discusses aspects requiring further work and considers extensions to other 
studies and other regions of Australia.  

2     General Framework to Evaluate the Impact of the NBN 

 In developing a general framework, we broadly followed the NONIE guidelines that 
detail key steps in designing and conducting an impact evaluation [ 16 ]. These steps 
are considered in turn below. 
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2.1     Identifying the Intervention 

 The intervention of interest is the NBN . The NBN  is to be provided in a staged roll- out 
that began in May 2011. It is expected to be complete for about one third of the 
country (approximately 3.5 million households) by 2015 (  http://nbnco.com.au    ). 
Although universal coverage is planned, individuals may choose either not to con-
nect to the Internet or to remain connected through low-bandwidth information 
transfer rates. Bandwidth is dependent on factors such as type of NBN  connection 
(fi bre, wireless, satellite), distance to Internet service provider (in the case of non- 
fi bre connections) and client-side hardware. 

 There are two ways in which the impact of the NBN  could be evaluated as an 
 observational  intervention. The fi rst is  provision  of the NBN  per se. For example, 
knowing that the NBN  has been provided to one community and not (yet) to another 
makes it possible to compare the two communities,  on average , in terms of social 
and/or life outcomes. The second is  connection bandwidth  measured as a transfer 
rate (Mb/s) of information. In this case knowing an individual’s connection band-
width makes it possible to estimate the  rate  at which outcomes such as “digital 
literacy” ( see  Sect.  2.2  below) change per unit increase in bandwidth. Greater varia-
tion among connection bandwidths is expected after the introduction of the NBN.  

2.2      Specifi cation of Outcomes Valued by Stakeholders 

 Our team initiated an evaluation of broadband outcomes with consultation among 
interested parties and stakeholders at the national and regional levels and by a litera-
ture review to determine what is currently known and to identify important gaps in 
knowledge. These investigations highlighted the capability for individuals and com-
munities to make use of NBN -enabled services and applications and to transfer 
skills from one Internet-usage domain to another. We will refer to this cluster of 
capabilities as  digital literacy . 

 In order to compare changes in the adoption and diffusion of Internet usage 
among Australian residents before and after the introduction of the NBN , it was 
considered crucial that standardised measures examining a range of Internet behav-
iours be incorporated across all survey applications. Critical areas identifi ed were 
Internet usage for information seeking, buying and using services, communication 
and social networking, and entertainment and leisure. 

 In addition to measuring behaviour change for the above core set of Internet 
domains across all regions, interested parties have highlighted the need to incorporate 
customised survey items to focus on Internet behaviour in areas of interest to a par-
ticular community. For example, our research partners at RISIR in Coffs Harbour 
have identifi ed three important components to digital literacy in their region. These 
include the use of the Internet for (1) fi nancial services, (2) local government 
services and (3) social/business networking. Through the utilisation of a 
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behavioural model ( see  Sect.  2.3 ), this tailored approach can identify not only the 
changes in Internet behaviour for specifi c areas of regional interest but also the 
underlying determinants of that change. 

 Consultation has revealed also the importance of identifying the impact of digital 
literacy (i.e. the adoption and diffusion of Internet usage) on broader life outcomes 
including health, education, community engagement, standard of living and general 
life satisfaction. We expect the concept of digital literacy to have general relevance 
and applicability to these life domains, even if its underlying components vary by 
community.  

2.3      Understanding the Behavioural Link Between 
Intervention and Outcome 

 We propose adopting a model for human behaviour to facilitate an understanding 
of the impact of the NBN  on outcomes of interest and their determinants. 

 Over the last two decades, a rich body of research has emerged on consumer 
adoption and diffusion of technology innovations, resulting in the publication of a 
number of reviews and meta-analyses (e.g. [ 4 ,  12 ,  15 ,  22 ,  24 ,  25 ]). ICT adoption 
researchers have advocated the use of “Integrated Models”, which generally use the 
Theory of Planned Behaviour ’s [ 1 ] core constructs as a foundation (e.g. [ 6 ,  11 ,  24 ]). 

 The Theory of Planned Behaviour  (TPB) emphasises that people’s behaviour are 
driven by their attitudes, social infl uences (i.e. norms) and their sense of control 
in relation to the behaviour. The predictive validity of TPB  is well established [ 3 ]. 
The model has been employed to investigate human behaviour in a wide range of 
domains, e.g. water conservation, smoking cessation, blood donation, adoption of 
cleaner vehicles, household recycling and Internet and communication technology 
adoption. Most of the research applying the TPB to draw a link between the Internet 
and related behaviour has been conducted in the workplace and has been cross- 
sectional in nature. Little, therefore, is known about links between provision of the 
Internet and related behaviours and outcomes in residential settings [ 7 ,  12 ]. There is 
also a dearth of research studying these effects over time and the effects of interven-
tions [ 25 ]. 

 Figure  1  depicts a model for human behaviour that integrates the TPB  with other 
theoretical constructs found to be effective predictors of the frequency and diversity 
of Internet usage, such as “perceived usefulness” and “perceived ease of use” from 
the Technology Acceptance Model [ 9 ] and “relative advantage” from Innovation 
Diffusion Theory [ 20 ]. In keeping with recent integrated behavioural models (e.g. 
[ 13 ,  18 ]), it takes into account both cognitive and emotional determinants of atti-
tudes. This theoretical framework is used to identify which factors (attitudes, norms 
or perceived control in the second column from the left in Fig.  1 ) drive or inhibit 
behavioural intentions, along with the critical beliefs that underpin these factors (fi rst 
column from the left in Fig.  1 ). Once identifi ed, the relevant beliefs could, for 
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example, be measured over time to examine their relationship with behaviour change 
across subgroups of individuals and/or locations. Moreover, this approach facili-
tates the targeting of core beliefs in intervention strategies (e.g. education, train-
ing, marketing) to affect change.

2.4        Qualitative and Quantitative Empirical Research Studies 
to Answer Specifi c Research Objectives 

 To draw the link between the NBN  and NBN -enabled applications and broader life 
outcomes, a critical step is to collect high-quality, reliable and valid data on indi-
viduals, households and communities. In new fi elds of enquiry, research is often 
needed to know exactly what to study, to develop survey instruments and to validate 
them. Following this preliminary work, substantive studies must be designed to 
answer the major research objectives and must be feasible given the available 
resources and time frame. 

 As previously noted, an understanding of the impacts of broadband requires lon-
gitudinal and experimental studies in household and/or community settings [ 6 ,  12 ]. 
We plan to focus on population-based research by recruiting representative samples 
from two regional Australian cities: Coffs Harbour and Port Macquarie. Roll-out of 
the NBN  has begun in Coffs Harbour, although connections will not be possible 

  Fig. 1    An integrated model for the determinants of human behaviour       
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before 2013. The roll-out has not begun in Port Macquarie and it is not among the 
early release areas.   

3     Measurement of Broadband Connectivity, Digital Literacy 
(Internet-Related Behaviour) and Life Outcomes 

 Empirical conclusions depend heavily on the measurement of the intervention and 
the outcomes described in section two. Therefore, these aspects are described in 
more detail here. 

3.1     Measuring Broadband Connectivity 

 It is diffi cult to directly observe individual broadband connectivity because (1) there 
is no standard defi nition of “broadband Internet” in terms of bandwidth transfer rate 
(Mb/s), (2) individuals may not know their transfer rate, and (3) for privacy reasons 
bandwidth transfer rate will be diffi cult to obtain and/or verify from ISPs. We there-
fore plan to investigate two approaches to measuring broadband connectivity. 
The fi rst is to use a web-based broadband speed tester to directly measure download 
and upload speeds. 

 The second approach is to consider high-bandwidth connectivity as an unobserved 
category, e.g. an individual is (likely to be) connected to the NBN  or is (likely) not 
connected. A set of simple, but relevant questionnaire items can be used as data from 
which to estimate the probability of belonging to each connection category. 
Questionnaire items need to relate to aspects of Internet use that are easily understood, 
e.g. Do you use the Internet at home? Do you have a wireless connection at home? 
Do you download fi lms from the Internet at home? Do you play online games at 
home? A statistical model is used to estimate connection category probabilities [ 17 ]. 

 If the second approach is validated against the fi rst, it could prove useful in set-
tings where it is not possible to directly measure the bandwidth available to an 
individual, e.g. owing to a participant opting for the paper version of a survey, when 
a network connection is not available, or if the web-based speed tester is down for 
technical reasons. 

3.1.1      Validation Study for Measuring Broadband Connectivity 

 This study will be designed to validate our direct and indirect approaches to the 
measurement of broadband connectivity. For the direct approach, an ad hoc broad-
band speed tester will be engineered in our laboratories and tested for accuracy on 
hardware and software platforms that are likely to be encountered by users in the 
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general population. Both the direct and indirect survey approach will then be trialled 
on a sample of residents selected from an NBN  release area that has already been 
switched on to HBI . 

 In this study it will be important to include a large proportion of individuals who 
have chosen (or who are highly likely to have chosen) to make use of HBI , and to 
contrast them with a comparable sample from the same area who are not highly 
likely to have chosen to make use of HBI . Given that initial uptake of NBN  services 
is low (  http://nbnco.com.au    ), representative sampling of the population would lead to 
selection of very few HBI  users and would be an ineffective strategy. As an alterna-
tive, NBN  users could be randomly selected from users subscribing to an NBN - 
enabled application available in an early NBN release area. A control group could 
then be randomly selected from the same area. This type of study is sometimes 
referred to as outcome-dependent sampling and has effi ciency advantages (in cost 
and precision) over random sampling study designs when the outcome is rare [ 5 ]. 

 For the broadband speed tester, statistical analysis will focus on the willingness 
and ability of users to correctly access HBI  and run the selected application. For the 
indirect survey approach, analysis of data would focus on (1) the interpretation of 
the indirect observed connection categories and (2) the accuracy of the survey 
approach in identifying connection categories by comparison with the “gold standard” 
broadband speed tester.   

3.2     Measuring Digital Literacy and Its Determinants 

 Digital literacy is by defi nition a latent phenomenon which is not directly observable. 
Our proposal is to observe this phenomenon indirectly, through a set of question-
naire items concerned with Internet-related behaviour (e.g. frequency and diversity 
of Internet usage in various domains). As discussed previously, we propose to use 
one set of measures that will be kept constant for different regions in Australia, 
allowing for regional comparisons in terms of the impact of the NBN . A second set 
of measures will be used to focus on identifying change in Internet-usage behaviour 
for specifi c areas of interest to a given community. For this customised approach we 
propose to employ the integrated behavioural model using the core constructs of the 
TPB  and, thereby, examine the underlying determinants of the Internet-related 
behaviour (e.g. evaluative beliefs). These will be conceived similarly as unobserved 
phenomena that are to be indirectly estimated. Structural equation models will be 
used for estimating latent constructs [ 23 ]. 

3.2.1     Telephone Interviews and Pilot Study 

 Before constructing a TPB  questionnaire, it is imperative to fi rst conduct a qualita-
tive elicitation study to indentify people’s salient behavioural, normative and con-
trol beliefs (see left column Fig.  1 ) regarding engaging in the behaviour under 
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consideration [ 2 ]. This information is then used to effectively word the items to be 
used in a quantitative survey. 

 Transcripts of interviews need to be analysed by at least two researchers using 
qualitative data management software (e.g. NVivo) to facilitate fl exible and dynamic 
coding of text data. The goal is to explore the data for themes emerging from the text 
and to code, sort and query the data. An audit trail for each theme coded will be 
created with continual access to the original data for cross validation of themes. 

 Once the questionnaire items are devised, a quantitative pilot study should be 
conducted to test if the items are easily understood and relevant to the target population. 
This requires responses from a small but diverse community sample.  

3.2.2     Validation Study 

 Major fi ndings of quantitative studies critically depend on well-validated measure-
ments. Therefore, and following any survey item modifi cations based on the 
outcome of the pilot study, the next objective is to conduct a validation study to 
assess the measurement properties of the survey instrument. A factor analysis of the 
data will be done to assess the reliability and validity of the items and hypothesised 
latent constructs. These constructs relate to the integrated behavioural model (utilis-
ing the TPB  core constructs) as depicted in Fig.  1 . 

 Participants will be selected to be representative of the general population ( see  
Sect.  3.1.1 ). Sample size requirements will be based on estimating latent digital 
literacy constructs with suffi ciently good precision. Sample size for factor analysis 
depends on the number of survey items, the number of factors and the communali-
ties. Allowing for nonresponse of 10–15 %, then to detect true population factor 
structure to a high degree, the estimation of four factors based on six survey items 
per factor would require a sample size of 220 subjects assuming communalities 
ranged between 0.2 and 0.4 [ 19 ].  

3.2.3     Cross-Sectional Benchmark Survey 

 Once the survey measurements have been validated as described above, the next 
goal is to conduct the survey proper. This survey would be administered prior to the 
introduction of the NBN  in various regions and, therefore, serve as a benchmark of 
Internet-related behaviour to compare with follow-up studies. Ideally, a survey of 
this nature should be conducted with a representative sample of the population. In 
theory, representativeness can be ensured only by using some form of probability 
sampling, e.g. random selection. We plan to achieve representativeness by sampling 
participants as follows. First, residential addresses will be randomly selected using 
a geographic information system (GIS) and a Geocoded National Address File 
(G-NAF). Second, individuals will be randomly selected from households (e.g. by 
asking that the person usually resident in each household having the next birthday 
participate in the study). 
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 To achieve a high response rate, we plan to use several strategies, including a 
media campaign to raise awareness of the study, provision of options for survey 
participants (e.g. online or hardcopy, delivered directly to households), incentives 
for participation and training of data collectors to better inform perspective partici-
pants. Sample size requirements will be planned using the data collected for the 
earlier validation study and based on estimating association between digital literacy 
and broader life outcomes (see below) with suffi ciently good precision.  

3.2.4     Measuring Broader Life Outcomes 

 It is also important to identify the potential impact of Internet-related behaviour on a 
range of life outcomes. The benchmark survey described above will, therefore, include 
various established outcome measures such as those relating to emotional well-being 
[ 26 ], community engagement and respectful treatment [ 8 ], environmental mastery—
i.e. perceived control over one’s life [ 21 ], skills and opportunities—and general satis-
faction with life [ 10 ].   

3.3     Randomised Control Trial 

 Employing the integrated behavioural model in conjunction with life outcomes will 
also allow us to examine the effectiveness of different educational strategies aimed 
at improving digital literacy within various communities. The aim would be to com-
pare general NBN  training with education initiatives tailored to the needs of the 
local community. In such a trial, conducted following the roll-out of the NBN , par-
ticipants would be assigned to groups that receive one of the three different types of 
treatment. The government has produced a number of generic materials to help 
users make the most of the high-speed network. That material relies on self-directed 
learning. Access to that material, which includes implicitly any other materials 
users may fi nd, forms treatment 1. Treatment 2 will be comprised of a set of generic 
training modules delivered to users individually or as small groups. The content 
of the generic modules will be pitched to illustrate both the capacity of the NBN  
and strategies for using the NBN  across a range of activities (information seeking, 
buying and using services, communication and social networking, entertainment 
and leisure). Treatment 3 will provide for small user groups more tailored content: 
The units in this treatment will take into account the needs of the user group, the 
community and environment and will utilise wherever possible peer-to-peer train-
ers. Content for those groups will be tailored, in the fi rst instance, to older users with 
no previous experience of the Internet; to those living in social housing with special 
needs or those receiving social benefi ts (long-term unemployed and so on); to those 
with some experience of the Internet but who would not normally use the Internet 
for all service, health, business and banking; and to high-end users (four groups). 
Those four groups dictate the participants to be allocated to the other treatments. 
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To that end, participants meeting the trial inclusion criteria will be allocated at ran-
dom and from across the Coffs Harbour fi bre service area maps to an initial treatment 
group. The impact of the training protocol will be measured as described above 
and follow-up assessments will be carried out at 3 months and then at 12 months 
after treatment.   

4     Future Extensions and Discussion 

 We have described here some principles of impact evaluation and how these will be 
applied in our planned investigations of NBN  impacts on the lives of people in several 
Australian regions. Our broader objectives include the promotion of NBN  benefi ts 
and the identifi cation (and reduction) of negative impacts. An example of the latter 
is a possible widening of the social exclusion gap and greater social inequality 
in some communities following provision of the NBN . Some of the foreseeable 
benefi ts of the NBN  have been described in detail by Hayes [ 14 ]. We hope that by 
focusing attention on the behavioural links between high-bandwidth Internet  provi-
sion and individual outcomes in the general community, we will be able to identify 
ways of promoting social inclusion through the use of the NBN . We intend to 
achieve these ends by conducting high-quality population-based research with the 
participation of regional institutes and input from local experts. 

 Our evaluation framework can be adapted to suit various regions in Australia and 
address different areas of interest in terms of Internet-related behaviour. We intend 
to pursue this extension of the present work in collaboration with research partners 
in universities and other institutions, so as to expand expertise and application. 
We hope also to extend and generalise our evaluation framework to meet the needs 
of policymakers at the national level, as proposed in a recent paper based on experi-
ence with the introduction of HBI  in the United Kingdom [ 27 ].     
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    Abstract     This paper describes a research project and the fi ndings from a set of six 
cases which examine professional requirements engineering (RE) practice from the 
perspective of how analysts reach agreement on system requirements for information 
systems development (ISD). In these studies, it was found that the analysts reached 
agreement on requirements with clients through communication and negotiation 
based on both analysts’ cognitive skills in problem-solving and creative skills in 
developing informal models that could be used in the negotiation of agreement and 
sign-off on requirements specifi cations. A theoretical model of social-creative- 
cognitive (SCC) aspects of requirements engineering is proposed encompassing the 
empirical fi ndings.  

1         Introduction 

 The social and collaborative aspects of the requirements engineering process have 
been well documented [ 7 ,  17 ,  18 ,  24 ,  26 ,  27 ,  36 ,  38 ,  41 ]. Viewing the requirements 
engineering process as a social process implies that if the product of the require-
ments engineering process is the specifi cation document on which the design and 
implementation of the system is based, then this product has to be agreed upon by 
both parties. That is, the specifi cation needs to be validated as correct or acceptable 
from both points of view—the formally modelled consultant’s point of view and the 
client’s informally modelled point of view. 

 This paper reports on part of a larger longitudinal project [ 9 ,  11 ] whose objective 
is to understand how systems are developed in practice and which roles, if any, 
experience, cognitive processes, social processes, methods, models, tools and 
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techniques play in the RE process. The research reported in this paper addresses part 
of the larger project on the basis of the following research question:

  How do professional developers reach agreement on requirements for system development? 

   Sections below present the fi ndings of a multiple-case study addressing these 
questions based on qualitative data collection and analysis methods. Section  2  pro-
vides background in related work. The research approach adopted is presented in 
Sect.  3  along with descriptions of the six cases. The fi ndings are presented in Sect.  4 , 
and Sect.  5  presents a theoretical model which encompasses the fi ndings and dis-
cusses the implications of the fi ndings for practice and education and training.  

2      Social Processes in Requirements Engineering 

 Although there is no single commonly accepted defi nition of requirements engi-
neering [ 12 ,  24 ,  26 ,  38 ], the defi nition used in this paper is

  Requirements engineering is an iterative and collaborative process of elicitation, modelling, 
and validation of information system requirements which provides an agreed specifi cation 
which is the basis for the design and implementation of that information system. 

   This defi nition places the requirements engineering process early in the system 
development cycle, although in many projects it may not necessarily be the very 
fi rst phase. It may be that the requirements engineering process is triggered by pre-
liminary investigations [ 1 ] or questionings of users and clients of the way activities 
are undertaken within their organisation [ 5 ]. This defi nition also contains explicit 
reference to the collaboration needed between clients and analysts [ 41 ] and the need 
for feedback via iteration in the process of specifying requirements. 

 There are various frameworks proposed for understanding RE practice [ 20 ,  24 , 
 26 ,  31 ,  32 ]. 

 Pohl [ 32 ] proposes a framework suggesting three dimensions of the requirements 
engineering process. These three dimensions can be outlined as follows:

•    Specifi cation dimension involves the development of the specifi cation from the 
“opaque” to the specifi c.  

•   Representation dimension which deals with the methods for representing the 
specifi cation and includes informal, semi-formal and formal languages.  

•   Agreement dimension describes the “common specifi cation” or agreed specifi ca-
tion which is based on the different viewpoints of the parties involved in devel-
oping the specifi cation.    

 This view of requirements engineering is in harmony with the idea of information 
systems development being more than a purely technical undertaking. It incorporates 
the concept of an information system described by [ 24 ] as a “sociotechnical system,” 
that is, a system “… that involve[s] computer-based components interacting with 
people and other technical system components in an organisational setting”. 

 The agreement dimension of Pohl’s framework is specifi cally explored in this 
research paper.  
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3      Research Approach 

 The objective of the project described in this paper was to understand how systems 
requirements are developed and agreed on in practice and which social or other 
aspects play a role in this agreement. The research questions are:

•    How do professional developers and clients reach agreement on requirements for 
system development?  

•   Is this agreement a purely social agreement between the developer and the 
client?  

•   What other aspects contribute to this agreement?    

 The evolutionary case research approach [ 9 ] was used in this study based on 
recorded semi-structured interviews with individual requirements engineers. These 
interviews provided empirical data which is interpretive and descriptive rather 
than normative or quantitative. Interview questions focussed on exploring the three 
main processes of requirements engineering: elicitation, modelling and validation, 
e.g. Is elicitation explicitly undertaken and when does it start? When does it end? 
When does modelling begin? Do you think it is necessary to validate the specifi ca-
tion once the models have been produced? Which (how many) models are pro-
duced during specifi cation? Who are they produced for? Who uses them? Which 
models, if any, are shown to the user? Which models are used internally by the 
development team? 

 The evolutionary case approach is iterative and cyclic and is particularly suited 
to interview-based data collection. In each case cycle the researcher seeks to refi ne 
the current version of the theoretical model by:

•    Looking for  reinforcement  of concepts already contained within the theoretical 
model or framework  

•    Revelation —identifying new areas for exploration and potential reinforcement  
•   Learning and  refl ection  on data collected so far  
•    Re-examining  previous transcripts to fi nd any further reinforcement of an emerg-

ing theme    

 The researcher is active in the data collection. Leading questions are encouraged 
in order to facilitate reinforcement, and semi-structured, open-ended questions are 
used to facilitate revelation. Exploration of these revelations is incorporated into 
revised interview scripts which are used in the next case in the cycle. Reinforced 
concepts are retained in the evolving theoretical model. The process is ongoing but 
can be concluded when there has been enough reinforcement for a representative 
model of the research domain being investigated to stand alone or when theoretical 
saturation has been reached [ 14 ]. So, the outcome of the research method is a theory 
about the area being investigated which is initially grounded in the literature and 
then progressively grounded in data gained from investigating the application of 
system development methods in practice.  
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4      The Case Studies 

 Although the larger longitudinal project currently comprises eight cases, the six 
cases reported in this study provided data specifi c to the agreement dimension of 
requirements engineering. Participants were recruited through industry. Some par-
ticipants provided contacts for subsequent participants. There was no attempt to 
select participants based on specifi c background characteristics. Most participants 
used object-oriented approaches to ISD, one used an agile feature-driven approach 
and all participants were familiar with a range of methodologies. The contextual 
information for each consultant interviewed is summarised in Table  1 .

5         Findings 

 Data analysis was cyclic and based on identifying (revealing) and confi rming 
(reinforcing) themes from the interview transcripts using an illustrated narrative 
style as described by Miles and Huberman [ 30 ] and as used in Fitzgerald [ 15 ] and 
Urquhart [ 41 ]. Miles and Huberman [ 30 ] describe this as looking for “… key words, 
themes, and sequences to fi nd the most characteristic accounts”. Themes that are 
revealed and reinforced become part of the evolving theoretical model [ 9 ]. 

 Case 1 involved a small confi dential project which had to be completed quickly 
for a government department. The system was highly technical and involved complex 
calculations and predictions. The consulting organisation in this case used a com-
mercial semi-object-oriented method (James [ 33 ]; James [ 34 ]) based on a template 
and the use of cards to describe requirements. The template is a booklet that pro-
vides guidelines for the tasks which need to be undertaken during the process of 
requirements specifi cation. Every requirement that is documented is based on a 
requirements card describing various “characteristics”. The cards are fi lled out in 
collaboration with the client/users during the requirements specifi cation process. 
One characteristic associated with agreement is the “fi t criteria” which is a user- 
defi ned test which ensures a requirement is a single functional unit which can be 
tested. Also associated with agreement is the customer satisfaction characteristic 
based on how  happy  the customer would be if the requirement was included and the 

   Table 1    Background information for each consultant   

 Case  Job title  Client  Project 

 1  Operations manager  Federal govt  Complex technical 
 2  Principal consultant  State govt  Web based transactions 
 3  Senior consultant  Telecommunications  Fault management system 
 4  Director and partner  Software developer  Insurance 
 5  Technical manager  Software developer  Stockbroking package 
 6  Principal consultant  Hospital  E-prescribing 
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customer dissatisfaction characteristic based on how  unhappy  the customer would 
be if the requirement was not included. This allows the consultant and client to 
prioritise any “wish list” the client might have.

  We write the cards with the client, then we go away and write the document. The cards are 
essentially self-documenting, but then we do a second level of checking [to ensure] that we 
haven’t misinterpreted [anything] by actually stepping through it again. The only testing is 
the identifi cation of the fi t criteria. 

   So, in Case 1 agreement was reached based on the cards developed with the client. 
The cards represented an informal model of the system that was easily discussed by 
both parties. 

 Case 2 used object-oriented methods to develop in-house specifi cation templates 
representing identifi ed “common transactions” for multiple clients who could then 
do their own requirements engineering with the assistance of an IT liaison person. 
Booklets were sent to the client organisations containing instructions on how to use 
the template, the generic use case (diagram and script), the generic object model, 
interaction diagram, etc. The fi rst task for the client was to work through the general 
use case fl ow diagram to see how well their transaction matched the common model. 
This test was called a “goodness of fi t” test. Customising the template involved 
modifying the basic fl ow diagram (based on the “goodness of fi t”) and the object 
model, modifying the use case script by striking out (not removing) elements, so 
that someone could look across the page and see what had been changed. 

 So, in Case 2 agreement was based on the client customising a booklet-based 
template with assistance from an IT person. Only simplifi ed use case diagrams and 
dialogues were shown to the users when describing requirements. Models based on 
formal notation were considered too complex for users to understand: “We tell 
them [the users] that the model is technical mumbo jumbo … you know I wouldn’t 
show them a data model either … the closest I’ve gotten is working with this type 
of fl ow diagram (use case fl ow diagram)… they can follow that pretty well but they 
don’t usually have the patience to really work through the interaction diagrams or 
the model.” 

 The consultant in Case 3 used object-oriented methods to specify and build a 
fault management system for a telecommunications organisation. In this case agree-
ment was reached using informal models such as use case scripts and a prototype to 
develop the requirements in consultation with “subject matter experts” nominated 
by the client. One of the main members of the expert group (the main business con-
tact) was a network manager with about 25 years experience in transmission man-
agement. He knew all there was to know about the client’s management of their 
transmission network. He was involved wherever possible and he played a user 
liaison role and a business expert role. “A lot of the requirements model was drawn 
by talking to these guys and verifi ed as well through the development phase.” 
Knowledge elicitation was done using interviews with users and the special expert 
user group. It was highly iterative to the degree where the subject matter expert 
would be calling in every couple of days. “It would have just been a conventional 
sort of thing, throw some prototype together … and that can be done very quickly. 
Get the guy in, sit down and work through our current prototype and that might have 
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happened once a week for twenty weeks.” Working on this project was one of the 
subject matter expert’s main job responsibilities. He was freed up from some of his 
network management responsibilities to come and work with the system team. 
There was a separate acceptance test suite developed by the users, but that was not 
set up until well into the development stage approximately six months before accep-
tance testing was due to start. “All the way through we used our use case model to 
test things as we were developing … ”. 

 The consultant in Case 4 had extensive experience in using object-oriented meth-
ods to specify and build actuarial and insurance systems. Agreement was reached 
using models shown to users based on ad hoc diagrams, rich pictures and screen 
simulations rather than class models or interaction diagrams, although the diagrams 
using formal notations were used within the team and in the design phase. 

 In Case 4, the analyst was explicit about using various ad hoc diagrams, pictures, 
PowerPoint simulations and use cases to reach agreement with the clients/users. 
“I mean if you draw a picture and that doesn’t make any sense to them then you 
draw another one … [a] requirements specifi cation has to be in terms that they 
understand.” And “ … and in every project I’ve ever worked on … there’s been a 
few key pictures. The one I’m working on at the moment is the billing cycle—it’s a 
wheel and its got the steps in the billing cycle on it and that’s in everybody’s head 
and everybody talks in those terms and it’s just the key base thing—it’s the conceptual 
core of the thing … I’m a great believer in ad hoc diagrams that give the picture that 
springs from your understanding of the problem and in a lot of OO work the process 
of development hinges on one or two of these pictures.” 

 The consultant in Case 5 was a senior project manager for a software development 
organisation which creates custom-built systems for individual clients including 
generic packaged software systems for the stockbroking industry. The consultant 
was experienced in many methods, both object-oriented and non-object-oriented, 
for specifying and building business systems. The methodology was an in-house 
methodology based on UML notation but not the complete rational development 
method. Prototyping in the form of a GUI prototype for the users was used in the 
project. “We actually do a prototype and then work through the users with that and 
then gain sign off at that level.” 

 So, in Case 5, agreement was reached using prototypes, screen simulations and 
animations with use case models used mainly at the validation phase. In this case 
the prototype was the most used tool for validation and agreement, and use cases 
were only used for exceptions or special cases “… as we were looking at the require-
ments document we had the prototype running and projected up on a big screen and 
we walked through the prototype in relation to the requirements”. 

 The consultant in Case 6 was a principal consultant in a software development 
organisation which develops custom-built systems for large healthcare projects. 
This project was an implementation of the full ICT infrastructure for a new private 
hospital and also used the hospital as a test bed for the broader healthcare group, to 
trial new technologies and to roll out systems to the rest of the group. The consultant 
was experienced in many methods but was using an agile feature-driven approach 
(AFDD). In this case agreement was reached using text, rich pictures and modifi ed 
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models “ … process modelling with data fl ows in it, but done in a way that is in a 
way that the business will understand it, using symbols that that business under-
stands … rich text, rich pictures”. This consultant also described another method 
used in a previous project, “ … very much the user centric approach, we used the 
‘big fl oppy book’, which was actually a whole heap of explicit, mock screen shots… 
[p]ut them together as a book and say this is how… your business process works, 
and they could actually fl ick through the screens”. 

 In all the cases reported here, there were two types of models produced: informal 
models in the form of pictures, text and diagrams, and/or use cases, and prototypes, 
i.e. models that can be understood and explained without specifi c training, which 
were separate from formal models based on specifi c modelling notations such as 
entity-relationship modelling and UML modelling. The two types of models were 
used for different purposes. The informal models were used in the validation of the 
specifi cation and achieving understanding and agreement with clients, and the formal 
models were used internally within the analysis team and passed on to the design 
phase of the development.  

6     Discussion and Implications 

 The basis for the perceived need for both informal and formal models in require-
ments engineering as found in this study confi rms that the requirements engineering 
process is fundamentally a social process involving two main groups: the users/cli-
ents and the professional consultants [ 7 ,  16 ,  24 ,  32 ,  41 ]. It is not claimed that the 
implications discussed here are new or exhaustive, rather that the fi ndings from this 
research project strengthen the idea that requirements engineering is a social, cre-
ative and cognitive process [ 8 ,  17 ,  19 ,  38 ]. 

 Based on these fi ndings and previous research in the literature as discussed 
above, we propose a social-creative-cognitive model to encompass the relationships 
between these concepts. The model is constructed incrementally as follows. 

 Requirements engineering is a  social process , and this social process requires 
understanding by all parties to reach agreement. Understanding requires communi-
cation skills, and agreement requires negotiation skills. The facilitation of under-
standing and agreement also requires  creative modelling skills  on the part on the 
analyst to produce understandable informal models. These models are developed 
during elicitation, refi ned during modelling and used for validation of requirements 
before sign-off or agreement to go ahead with design, and implementation is given 
by the client. 

 Further, creative informal modelling as demonstrated by the analysts in this 
study relied on  cognitive skills  including abstraction and mental modelling and 
problem-solving and reasoning skills particularly analogical reasoning skills on the 
part of the analyst as reported elsewhere in Dawson [ 10 ]. 

 These concepts and their relationships are represented in the theoretical model 
shown in Fig.  1 . This model contains features for defi ning a theoretical model as 
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defi ned by Dubin [ 13 ] and Bacharach [ 2 ], i.e. the interactions or relations between 
defi ned units or concepts within a set of boundaries or constraints depicting a limited 
portion of the world.

   In this model, the main social goal of successful requirements engineering is to 
achieve agreement and understanding about requirements between users/clients and 
the professional developer or development team. The achievement of this goal 
depends on three processes. The social process involves the users and the analysts 
in communication and negotiation which brings about the understanding and agree-
ment. This social interaction is infl uenced by the professional input of the analyst in 
the role of problem-solver and modeller. Further, the analyst also has to express the 
solutions to the problems and the models arrived at in his/her mind in a concrete 
manner which facilitates the understanding and agreement. This creative process 
involves the development of informal models (such as diagrams, simulations, ani-
mations or textual explanations) that can be understood and discussed by the users 
and analysts in their social communications and negotiations. These implications 
are discussed further in the following two sections. 

6.1     Requirements Engineering as a Social Process 

 The perception of the analysts in this study was that for agreement between analyst 
and client to take place, there needs to be two types of models: informal models 
for communicating the specifi cation to the user for information and validation 
and formal models developed by the analyst team to pass on to the design and 
implementation team. 

 It has been generally recognised [ 6 ,  25 ,  42 ] that many of the errors that lead to 
costly maintenance and/or failure of information systems can be traced to 
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omissions, inconsistencies and ambiguities in the initial requirements specifi cation. 
If, as the fi ndings of this research project confi rm, the models used for validation of 
the specifi cation with the clients are different to the models used in design and 
implementation, then this may indicate one of the areas where these inconsistencies, 
omissions and ambiguities might arise. Recognising and understanding this issue 
requires further research and provides a step towards building the right tools and 
techniques to assist the requirements engineering process.  

6.2     Requirements Engineering as a Creative 
and Cognitive Process 

 As with many professional analysis and design activities involving creative refl ection 
[ 22 ,  28 ,  35 ], requirements engineering can be considered to be a creative process 
particularly on the part of the analyst producing the requirements specifi cation. 
The case studies showed evidence of recognition on the part of the practising pro-
fessionals that they had to be able to model or represent what the users wanted in 
some diagrammatic form. The fi ndings suggest all of the analysts who used formal 
notations such as UML or entity-relationship diagrams would not use diagrams 
based on these notations with the users or clients because they believed the users 
would not understand them. For all of the analysts reported in this study, this meant 
that they had to fi nd (considerably diverse) creative solutions to the representation 
problem: simplifi ed use cases, ad hoc diagrams, rich pictures, animations, 
PowerPoint simulations and text-based explanations. Each analyst had his/her own 
creative approach to informal user modelling. There is enough evidence provided in 
the case studies to imply that this creative approach to user modelling is common in 
professional requirements engineering practice. This suggests that the variety and 
use of such informal models should be systematically described in detail, which 
would be useful to professionals, educators and students. 

 Closely related to the creative aspects of requirements engineering are the 
cognitive aspects of requirements engineering. Requirements specifi cation can be 
considered as a high-level cognitive process [ 10 ,  29 ,  37 ,  39 ]. As previously 
reported [ 10 ], in four of the six cases in this study, requirements specifi cation 
involved mental modelling during the transformation from elicitation to concrete 
models for design and implementation. Overall, these four analysts believed that 
they were continually “modelling in the mind” during the elicitation process and 
that these mental models were further refi ned in the mind before they were com-
municated to others (users or fellow analysis team members) or before they were 
committed to paper. So, there is evidence that requirements modelling requires 
cognitive skills including abstraction and mental modelling together with prob-
lem-solving and reasoning skills particularly analogical reasoning skills on the 
part of the analyst. These cognitive skills are an essential foundation for the social 
interactions required between analyst and client for understanding and agreement 
to be reached.  
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6.3     Implications for Education and Training 

 Typical undergraduate courses in information systems or related disciplines involve 
some exposure of students to systems analysis methodologies, techniques and tools. 
Often, students are required to participate in a project where the principles of 
systems analysis can be applied to an example of an industrial or organisational 
style system development project. The challenge for academics designing these 
courses or writing textbooks to accompany these courses is often how to relate 
theory and project work to real professional practice. Successful programmes in 
these areas have provided projects with real clients, project team environments and/
or other real world environments [ 3 ,  4 ,  21 ,  23 ,  40 ]. 

 The fi ndings from the case studies in this research project have several implica-
tions for education and training. Based on the fi ndings presented here, courses seek-
ing to provide realistic commercial and organisational project environments should 
include the following elements and ideas. 

 There are many tools and techniques for requirements analysis and specifi cation, 
and as this research project has shown:

•    In practice analysts often develop their own in-house methodologies based on 
diverse tools and techniques rather than adhere to a single prescribed or com-
mercial methodology.  

•   Many professional analysts build their own personal methodology by trying 
out and adapting those techniques and tools that suit their way of thinking and 
their way of interacting with clients and the particular projects that they are 
working on.    

 There are many models for representing requirements, and as this research project 
has shown:

•    Users may not understand formal notations like ER, DFD and UML diagrams.  
•   Some professional analysts develop informal models based on ad hoc diagrams, 

rich pictures, animations, PowerPoint simulations, text-based explanations and 
simple use cases for explaining requirements to users/clients.  

•   Informal models which are not based on formal notations like ER and UML are 
often the basis for agreement and sign-off for requirements specifi cations.    

 The implication for education and training from these ideas (and suggested by 
the study fi ndings) is that for students to be able to undertake a major project they 
need to be encouraged to build their own personal toolkit after being exposed to as 
many tools and techniques as possible. This also implies that students should be 
encouraged to experiment with and develop some informal modelling techniques 
for communicating requirements to users/clients. There are many different modelling 
methods and notations available and that some are more appropriate for certain 
types of projects than others.   
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7     Conclusion 

 This paper has identifi ed and discussed the implications of a set of case studies of 
professional requirements engineering practice regarding how professional 
requirements engineers reach agreement with clients on requirements specifi cations. 
The analysis of the fi ndings is the basis of a theoretical model of the processes, 
concepts and relationships involved in the requirements engineering process with 
respect to the development and use of informal models for reaching understanding 
and agreement between users and analysts. The case study fi ndings also suggest a 
need to examine education and training methods for requirements engineers and 
systems analysts with respect to developing diverse approaches to the use of models, 
methodologies, techniques and tools for elicitation, modelling and validation of 
user requirements.     
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    Abstract     By developing e-learning systems with an understanding of users’ cognitive 
load, rather than just focusing on traditional usability constructs, it is envisaged that 
better learning outcomes will occur. This conceptual paper presents a review of how 
an understanding of cognitive load can assist with the processes of developing 
e-learning systems that allow for increased learning outcomes. Through a compara-
tive analysis of human–computer interaction (HCI) methods and cognitive load 
theory (CLT), a greater understanding of design principles can be gained. The paper 
focuses on the three main effects discussed in CLT literature—split-attention, 
redundancy, and element interactivity—and how a developer could use these methods 
to reduce cognitive load and improve learning outcomes.  

1         Introduction 

 Consideration of a user’s cognition when designing any system has great signifi -
cance, particularly when focusing on e-learning systems. In the past, e-learning 
systems have been termed as a “wicked problem” due to their complexity [ 9 ]. It has 
been argued that web-based systems have a signifi cant role to play in the facilitation 
of learning because hypertext structures have a likeness to the human brain’s map-
ping of knowledge; this is from the perspective of Cognitive Load Theory (CLT) 
[ 29 ,  30 ]. Prior research by the authors (see [ 1 ]) has identifi ed various ways that the 
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interfaces of procedural learning systems could be developed to aid in increasing 
learning outcomes through the application of CLT principles. As a human learns, he 
   acquires new links and structures within his brain, and this leads to an increased 
level of information built on prior structures; this process is known as  acquisition . 
Restructuring entails a learner organizing knowledge structures into groups, proce-
dures, and schemas. Human knowledge thus exists in semantic memory that works 
as a network of interrelated concepts. Research has shown that two kinds of memory 
exist within the human brain: working memory (WM) and long-term memory 
(LTM). WM processes information and then sends it to LTM where the information is 
“permanently” stored and potentially retrieved at a later time for subsequent use. 

 By grounding the development of e-learning systems within a CLT context, and 
through effective use of the human–computer interaction (HCI) processes, the 
human brain will acquire and process information that exceeds the traditional 
understanding of the capacity of WM. This is achieved through better restructuring 
of previous knowledge. This is supported by the fi ndings in Alasraj et al. [ 1 ], where 
the interfaces were developed with CLT principles in mind. This conceptual paper 
will present a review of the literature on how the human memory processes information. 
This will be followed by a discussion of three methods that can be used for better 
knowledge acquisition through e-learning systems: split-attention, redundancy, and 
element interactivity. By an e-learning developer demonstrating awareness of these 
methods through e-learning system design, learners are able to processes greater 
amounts of information and achieve greater learning outcomes. It is argued that by 
applying attention to aspects beyond the usual usability issues of a system’s interface 
(e.g., effi ciency, effectiveness, ease of use, utility, learnability) and focusing on the 
usability of the content being delivered, greater learning outcomes can be achieved 
by a learner and good usability would naturally occur by understanding how the 
human brain works. 

1.1     ICT in Education 

 With the increasing use of the Internet (particularly the World Wide Web—www) 
for communication and information access, there has been pressure to better use 
ICT within learning contexts. The ability for ICT to support educational programs 
that are customized for the purpose of meeting the needs of the students [ 13 ] and the 
fl exible delivery opportunities that ICTs can provide have increased the demand for 
high-quality ICT integration into education. E-learning is seen as one method avail-
able to assist in the delivery of information to learners. The success of e-learning 
technologies as part of a learning process has previously been established in the 
literature [ 14 ]. E-learning has the ability to offer fl exibility in education [ 2 ]. 
However, learners need to engage with these technologies during their education to 
gain the true benefi ts of this solution [ 19 ]. This is a major issue contributing to the 
current situation where the full potential of e-learning systems has not been realized 
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and why, for some, it is considered a “wicked problem.” Traditional usability evalu-
ations of these systems have resulted in a focus on superfi cial interface design, 
rather than on the modes of learning afforded by this new medium through which 
the learners can engage. 

 Traditionally, learner instruction has focused on content. In contrast, when the 
information is presented through e-learning systems, the focus has been on interface 
design. Typically, courses have been planned and written around textbooks. 
Contemporary trends now prefer programs and courses that encourage performance 
and competency. These programs are beginning to emphasize aptitude and abilities 
and focus on how this information would be used rather than what the information 
is about. The shift to performance- and competency-based curricula has been greatly 
encouraged and supported with an increase in ICT tools [ 26 ]. In addition, these new 
forms of instruction have continued with the introduction of new technologies, 
particularly the Internet and multimedia.   

2     Cognitive Load Theory 

 Sweller [ 29 ] defi nes human cognitive architecture as the way cognitive structures 
are organized and interrelated. Information is stored and processed by WM and 
LTM so it can be retrieved for subsequent use. Information enters the human infor-
mation processing system via a variety of channels associated with the senses, com-
monly referred to as sensory memory; at this stage, the information can be forgotten 
or initially processed into WM, the momentary storage of information that is pro-
cessed to perform cognitive tasks. When information is in WM, it can be forgotten 
or elaborated and coded into LTM. WM was originally referred to as short-term 
memory. CLT bases WM on the ideas of Miller [ 17 ], where it has the capacity of 
about seven plus or minus two “chunks” of information and a duration of between 
18 and 20 s [ 24 ]. The size of a chunk of information is dependent on the topic and 
the learner. LTM is the “permanent” memory storage within human memory. 
Previously learned and stored information is processed in LTM and used with tasks 
such as problem solving, but the contents of LTM cannot be used until they reenter 
WM through a process of retrieval [ 29 ]. With the use of effective HCI, the human 
mind has the potential to process large amounts of information that exceed WM 
capacity, which would usually reduce the learner’s ability to gain the necessary 
knowledge from the system so it could be reused in new situations [ 16 ]. In order to 
best develop resourceful methods and programs, e-learning systems need to be 
modifi ed to refl ect the cognitive attributes of the learner. 

 CLT deals with the limitations of WM and its interaction with LTM, as a “perma-
nent” memory store. Chandler and Sweller [ 5 ] have defi ned the total amount of 
mental activity that WM deals with simultaneously as  cognitive load . The basic 
process of understanding new knowledge involves the reconstruction of existing 
knowledge (or schemas) to generate new higher-order knowledge (schemas). 
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For a novice learner, the process of acquiring or solving a new or complex task 
would involve processing the elements as units into a number of low-order schemas, 
which are then combined to form a higher-order schema [ 30 ]. Once a schema has 
been constructed for a complex task, all the related interactions are incorporated in 
that schema and it is then treated as a single “chunk” by a learner’s WM, thus reducing 
WM load. There are three types of cognitive loads that interact with a learner’s 
ability to learn new information: intrinsic, extraneous, and germane load. 

2.1     Intrinsic Cognitive Load 

 CLT states that intrinsic cognitive load (ICL) is determined by the level of complex-
ity of the learning materials. Clarke et al. ([ 7 ] p.9) defi ned ICL as “the mental work 
imposed by the complexity of the content.” ICL imposed on WM is low when non-
interacting elements are learned in isolation. For example, the ICL associated with 
reading spans across a huge continuum depending on the amount of knowledge 
stored in LTM. ICL and element interactivity decreases as reading becomes increas-
ingly automated. A person who can confi dently read would recognize a word such 
as “book”; it will be processed as a single chunk in WM. However, a person who 
does not recognize the word, but recognizes single characters, would process four 
chunks. This indicates that an element differs between learners. Hence, the element 
can be either a schema that is already learned or a unit of new information. The load 
on WM during the learning process is dependent upon the number of elements that 
has to be processed simultaneously, which depends on the extent of interactivity 
between the elements [ 28 ]. When developing e-learning systems, it is important to 
understand the level of a learner’s prior knowledge to effectively manage the level 
of ICL that is associated with the task.  

2.2     Extraneous Cognitive Load 

 Extraneous cognitive load (ECL) results from poorly designed instructional materials 
[ 32 ]. ECL is imposed by the actual instructional techniques, procedures, and materi-
als used during instruction, for example, an overly complex e-learning system 
where the learner spends more mental effort understanding the system than learning 
the concepts. ECL can interfere with schema acquisition and automation and, hence, 
hinder the learning process. Sweller [ 27 ] argues that ECL is governed by the instruc-
tional process, which gives the developer the ability to vary the e-learning system 
developed to reduce ECL. Paas et al. [ 22 ] suggest that a reduction in ECL can be 
achieved by employing a more effective instructional design. It is very important 
not to expose WM to an unnecessary ECL while the learner is in the process of 
constructing and acquiring schemas. This should be taken into consideration when 
developing e-learning tools.  
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2.3     Germane Load 

 Germane load (GL or relevant load) is the remaining capacity present in WM; it can 
be redirected from ECL to schema acquisition [ 32 ]. GL is the process of construct-
ing and storing schemas in LTM. Instructional design methods can augment GL, 
especially when learning with worked examples. The variability effect suggests that 
the variability of tasks will enlarge the cognitive load but meanwhile develop the 
effi ciency of learning [ 23 ]. The process of constructing schemas also provides 
benefi ts through motivating learners to connect concrete worked examples with 
abstract knowledge when using e-learning tools.  

2.4     The Use of CLT in Instructional Design 

 E-learning tools require skilled instructional developers for them to be effective. 
However, developers face challenges that are different from those usually experi-
enced in classroom instruction [ 18 ]. E-learning puts greater responsibility on the 
instructor to make sure suffi cient assistance is given to the learner in many different 
ways. Just as important, the learner learns about the educational content at the same 
time that they are learning about delivery technologies. This has the potential to 
impose greater cognitive load on learners, specifi cally those who have limited expe-
rience with technologies [ 8 ]. While simple e-learning settings may easily be 
designed, these designs may not have certain essential properties that are vital to 
achieve successful deep learning, for example, learner engagement and fl exibility 
[ 11 ]. E-learning has the potential to increase learners’ ECL as they have to deal with 
the technology before they can focus on the learning and has the potential to stall 
learning if the instructional design does not manage or account for increased cogni-
tive demands. In order to be effective, e-learning designs should balance an interac-
tive and interesting environment with manageable mental effort levels. Thus, it is 
necessary for developers not only to know and understand the causes of increased 
cognitive demands put on learners but also to measure their perceptions of tasks in 
e-learning in order to create effi ciency from learner perspectives. 

 The cognitive load structure can be applied effectively to various forms of 
dynamic presentations within e-learning tools such as instructional games, simulations, 
and animations. For example, the continuous presentation of animations may be too 
challenging for a novice learner because of a high level of transitivity. A novice 
learner may be helped by replacing animations with a series of comparable static 
charts and diagrams. The impacts of computer animations and static diagrams on 
learners’ levels of understanding and comprehension were investigated by Hegarty 
et al. [ 10 ], who argued that there was no evidence proving that animations resulted 
in higher levels of understanding than static diagrams. The understanding of dia-
grams, however, was improved by asking learners to forecast how the object from 
the static diagrams would behave and by giving them an oral explanation of the 
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dynamic processes. Despite this fi nding, animated diagrams could still be more 
favorable for a more experienced learner who has attained an adequate knowledge 
base. Kalyuga [ 12 ] also argued that the relationship between the expertise level of 
the learner and the effi cacy of static and animated illustrations indicated that the 
performance of less experienced learners was notably higher after studying static 
illustrations. However, more experienced and knowledgeable learners exhibited 
better performance after studying animations. As the expertise level of the learner 
increased, the animated instruction group’s performance progressed to a higher 
level of learning as opposed to the static group’s performance. Static graphics are 
less useful to more experienced learners since their existing dynamic knowledge 
structures have to be assimilated with redundant details shown in graphics. Increased 
cognitive resources may also be required for such processes, decreasing the effects of 
relative learning and raising WM demands. Interactive animations can offer suitable 
environments for learning; however, it is important to consider the learners’ level of 
domain expertise when designing the e-learning environment. 

 Expertise levels may change as learners’ experience in a certain task domain 
increases. Hence, the tailoring process must be active, taking into account learners’ 
levels of expertise in real time as they steadily change throughout a learning ses-
sion. As the expertise levels of the learners increase, e-learning systems designed 
around problem solving, based on games, or using less-guided probing environ-
ments may effi ciently support the learning of advanced skills and knowledge in 
particular task domains. 

 The mental resources expended by the learner when learning and conducting 
various activities are restricted by the size of WM. This represents a key factor 
affecting the resourcefulness and effi cacy of learning. As mentioned earlier, WM 
may experience an overload if more than a few chunks of information are processed 
at the same time, resulting in the inhibition of learning. The LTM, on the other hand, 
is not restricted in duration and capacity and signifi cantly impacts on the operation 
of WM. LTM lets the learner deal with numerous interacting aspects of information 
in terms of bigger units or chunks in WM, which results in the reduction of cogni-
tive load. The related cognitive attributes of the learner and the knowledge struc-
tures available may greatly affect the effi cacy of many different methods of 
instruction. Hence, for it to be effective and resourceful, methods and learning pro-
grams that are ICT based should be modifi ed to be apt to the cognitive attributes of 
the learner.   

3     Human–Computer Interaction (HCI) and E-Learning 

    HCI is defi ned as a developed system that attempts to comprehend how people can 
interact with a computer from an organizational perspective [ 33 ]. The key to quality 
HCI lies in well-defi ned interaction design that mimics the human–computer 
engagement process. Hence, HCI seeks to understand how the human–computer 
interface can be achieved through high-quality design that not only performs and is 
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usable but incorporates human elements such as the physical and social experiences 
of the interaction. In the design of interaction devices involving perceptual or motor 
issues, accessible expertise of ergonomics and human factors was implemented 
[ 25 ]. The type of computer users became wider in the mid- 1980s, and the use of 
computers for educational purposes started to emerge, for example, interactive 
learning environments and training simulators. The various application environ-
ments for an individual or group were then taken into account: from work to education 
to entertainment and in locations such as the home or in a mobile context. 

 Sharp et al. [ 25 ] stated that consideration of the learning process should be con-
sidered a factor in HCI for two main reasons: novice users need to learn how to 
operate a computer system to achieve certain tasks and to support the acquisition 
of various knowledge and skills using educational software. A training-wheels 
method was proposed [ 3 ] for learning how to operate computer systems. Only the 
fundamental functions are made available for beginners, and the possible functions 
can be extended for users with more expertise. These concepts support the princi-
ples of intrinsic cognitive load (ICL); new information can be learned in isolation, 
and the design only focuses on system elements that are designed to achieve the 
learning tasks. 

 There are two major research branches that have been emphasized with regard to 
the user-centered design of educational software. One branch is the evaluation of 
educational applications [ 15 ,  35 ], and the other is user-centered development 
approaches for e-learning applications [ 15 ]. Tselios et al. [ 34 ] used traditional 
usability measures to rate two e-learning systems with two groups of learners tested 
on the two different learning systems. The system that was rated more usable 
obtained considerably better learning results. The concept of usability in the context 
of educational computing still has to be improved to suit pedagogical approaches 
and theories of learning. Tselios et al. [ 35 ] also argued that learning systems should 
not limit their focus to effi ciency of task execution, as this may have a negative 
effect since it can hamper learning processes associated with exploration. Koohang 
and Du Plessis [ 15 ] identifi ed that a cross-functional design team that combines 
both developers and educational experts would be benefi cial for the integration of 
user-centered technology design and learner-centered instructional design. 

 Both HCI and CLT are based on the same fundamental theories of cognition 
developed in the 1970s and 1980s. Both of the theories have their focus on the 
reduction of unrelated cognitive load. Some CLT instructional design principles 
have the potential to be applied to e-learning system design in a similar way when 
compared to usability goals and principles, particularly the CLT principles of split- 
attention, the redundancy effect, and element interactivity. 

3.1     Split-Attention 

 Split-attention refers to a learner’s unnecessary splitting of attention when trying to 
understand instructional material across multiple sources, for instance instructional 
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material consisting of a diagram with a textual explanation. Such instructional 
material requires a learner to attend to both sources of information causing the split- 
attention effect [ 31 ]. If the instructional material can only be understood by men-
tally integrating the multiple sources and the additional information does not assist 
in learning, then the portion of WM needed to integrate the multiple sources is 
allocated and hence hinders learning. Split-attention is observed when ICL is high 
and when it exceeds the capacity of WM when combined with ECL. Sweller et al. 
[ 31 ] compared students who were learning using conventional teaching material 
incorporating diagrams and separate textual explanations with students taught using 
material that physically integrated the diagrams and text into a single source of infor-
mation. This outcome of the experiment revealed that the students studying from 
integrated material performed better than those using conventional material; this 
reduced ECL. Chandler and Sweller [ 6 ] observed split-attention in computer instruc-
tion where conventional instructions were compared with integrated format materi-
als. These studies also found that learners performed better using the integrated 
format. Therefore, when developing e-learning systems it is important to consider 
the placement of information.  

3.2     Redundancy Effect 

 Instructional material design, which aims to present information in a format with  both  
diagrams and accompanying text, may not always be an effective procedure as some 
information may be unnecessary or redundant. Redundancy can increase cognitive 
load; this interferes with the learning process. The interference caused by unwanted 
information is known as the redundancy effect, where the same information is pre-
sented in different forms [ 5 ]. Chandler and Sweller [ 5 ] tested for a redundancy effect 
using instructional material. They compared groups studying from three different 
instructional formats: a conventional separate diagram and text with textual material 
below the diagram, an integrated diagram and text format with textual material in the 
diagram next to the relevant part, and a diagram only format with labels. The results 
indicated that learners required signifi cantly less time to understand the information 
in the diagram only format and performed better in this test. This revealed the 
importance of removing unnecessary information and showed that integrating 
redundant text with a diagram can hinder learning. Processing the redundant infor-
mation uses cognitive resources, imposing an unnecessary cognitive load.  

3.3     Element Interactivity 

 Three types of cognitive load impact on WM over time [ 22 ]. The amount of infor-
mation a learner must process over a period of time is certainly important, but the 
most important factor is the complexity of that information. According to Sweller 
and Chandler [ 30 ], instructional content is composed of component parts or 
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“elements.” These elements may be said to  interact  if there is a relationship between 
them, thus raising the complexity of the instruction. This phenomenon is described 
as “element interactivity.” 

 It is easy to understand low element interactivity material [ 32 ], and it can be 
learned procedurally rather than simultaneously, without imposing ECL on WM. 
On the other hand, high element interactivity involves many elements interacting 
simultaneously and imposes a heavy load on WM. Sweller [ 28 ] demonstrated that a 
learner may learn when elements connect and interact with other elements; this 
understanding applies only when material to be processed is of high element 
interactivity. Sweller [ 27 ] suggested that element interactivity cannot be measured 
independent of the learner as the elements are affected by each individual’s knowl-
edge. As the novice increases his expertise, schemas are acquired, and the process 
of learning starts to become automated; elements that were previously required to 
be processed individually are now processed as a single element.  

3.4     Integration of HCI Concepts and CLT Concepts 

 The concepts and principles of CLT and HCI have already been integrated to some 
extent by researchers. For example, Oviatt [ 21 ] suggested that the usability princi-
ple “making a system easy to use and learn” could reduce ECL, and “designing a 
usable learning environment” was proposed to be benefi cial for reducing ECL and 
therefore improving the learning process. In the same way, Chalmers [ 4 ] described 
CLT principles for reducing ECL to be methods for enhancing the usability of edu-
cational software. In a study of learners using a spreadsheet application for mathe-
matics, Clarke et al. [ 8 ] noted that learners’ cognitive load was decreased when they 
were taught the instructions of spreadsheet applications prior to the mathematics, 
as opposed to being taught the spreadsheet and mathematics skills simultaneously. 
Van Nimwegen et al. [ 36 ] illustrated the use of CLT concepts, particularly the con-
cept of GL, to clarify why the use of externalizing information on the interface to 
decrease cognitive load will have negative effects in some cases; fi ndings were 
presented through a study of a conference booking system. Compared to systems 
without externalized support information, systems with more externalized informa-
tion can lead to reduced thinking, planning, and knowledge acquisition. 

 The split-attention principle—i.e., when pieces of information are linked to each 
other, they are all required for a task [ 4 ]—has a striking similarly to the usability 
heuristic principle: “The user should not have to remember information from one 
part of the dialogue to another” [ 20 ]. Therefore, related information should be 
exhibited appropriately on the screen. The redundancy principle has links with 
the usability heuristic “every extra unit of information in a dialogue competes with 
the relevant units of information” [ 20 ]; thus, information redundancy on the screen 
should be avoided. Both CLT and HCI theories identify that individual learner char-
acteristics play a signifi cant role. Some other CLT principles that are designed to 
reduce cognitive load and to reduce ECL, such as the worked-example principle and 
the modality principle, seem to have no corresponding reference in HCI theories, 
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probably because these principles are related to the learning processes and not 
instructional design. 

 Previous research has provided two conceptual models to clarify research into 
education software design. The fi rst model demonstrates fi ndings from prior 
research showing that cognitive load induced by using a software tool can be repre-
sented as part of ECL [ 21 ], and another component of ECL is created from the 
instructional design itself. Cognitive load can be reduced by either designing highly 
usable software or by training learners to use the software [ 21 ]. The component of 
cognitive load due to software use can be ignored if software is designed to be very 
easy to use or the software usage can be automated through training. The model also 
demonstrates the relationship of CLT principles with traditional HCI design principles 
by focusing on reducing what CLT refers to as ECL [ 6 ]. Conventional usability 
principles are insuffi cient to increase learning because there is still a need to ensure 
the use of GL in the learning process; however, this requires a greater understanding 
of educational principles and/or expertise by the e-learning tool developer.   

4     Conclusion 

 Increased learning outcomes can be achieved through the application of CLT prin-
ciples to the design of e-learning systems, creating systems with structures that 
refl ect the construction of knowledge in the human brain. Prior research by Sweller 
[ 27 ] confi rms that the users’ cognition, which is infl uenced by the design of 
e- learning systems, is signifi cant to knowledge acquisition. Despite the fact that 
split-attention occurs naturally, effectively designed e-learning systems provide 
increased learning outcomes as they provide learners with information that can be 
regulated. Therefore, understanding users’ cognition when designing e-learning 
systems is of great signifi cance for achieving increased learning outcomes. 

 This conceptual paper has discussed the increasing role of ICT in education and the 
role of e-learning in reducing the cognitive load faced by learners. It has presented a 
number of areas relating to the cognitive load of learners, beyond simple interface 
design, that should be considered in the design of e-learning tools. It is critical to under-
stand the different ways in which cognitive load is affected by the use of e-learning 
tools. This paper also provided an empirical exploration into the relationship between 
cognitive load and e-learning strategies, as demonstrated by previous studies. Finally, 
this paper presented some of the similarities between HCI’s focus on improving system 
design and CLT’s methods to reduce cognitive load.     
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    Abstract     The quality of information systems heavily depends on software require-
ments engineering and software architecting. Both activities are the foundation for 
subsequent tasks, such as software development project planning, implementation, 
or maintenance. This paper introduces a methodological framework to support the 
transition from requirements to architectures. The framework consists of a process and 
different process modules (e.g., for systematic software architecture style selection). 
We also present a case study which shows higher modularity and lower coupling of 
architectures created using the proposed framework when compared to architectures 
created without the framework.  

1          Introduction 

 Requirements engineering (RE) discovers the purpose of an information system by 
specifying its software requirements and manages these requirements throughout the 
software life cycle. RE includes systematic procedures to ensure understandable, 
relevant, and traceable requirements [ 24 ]. Software architectures on the other hand 
describe the structure of a software system and its fundamental design decisions. 
A good architecture helps implement all requirements, at an acceptable level of 
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quality and within budget. Software architectures encompass design decisions, 
which, if incorrect, can cause project failure. Much work on architectural description, 
analysis, and refi nement can be found, whereas little work explicitly links RE and 
architectures [ 2 ]. Drawing a line between RE and architecting is not realistic as 
requirements and architectures impact each other [ 26 ]. Furthermore, architecting 
starts as soon as a good understanding of requirements exists. Later, architectures 
evolve. Thus, moving from RE to architectures is an iterative and interleaved pro-
cess that tends to be informal and relies on extensive communication as key factor. 
Problems occur as software architectures often solve the wrong problem or are not 
understood by developers. The research presented in this paper investigates how to 
support the transition between software requirements (or RE) and architectures. We are 
interested in how architecting can be supported already during RE. Several reasons 
contribute to the need for a more systematic transition:

•    The transition is often based on experience, intuition, and domain knowledge of 
software engineers. Thus, the quality of architectures depends on the skills of indi-
viduals [ 3 ]. Furthermore, informal transitions make it diffi cult to trace architectural 
decisions. This causes diffi culties when making changes later.  

•   Architectures are the foundation for project management, implementation, 
maintenance, etc. and therefore should implement all requirements. An architec-
ture is useless if we cannot use it during system implementation.  

•   RE aims at overcoming problems that occur because of incorrect or missing 
requirements, or the lack of communication of system features amongst stake-
holders. Even if RE is carried out, the effort spent on RE becomes futile if we fail to 
communicate requirements throughout development. Poor architectures waste 
effort as we later have to make the implementation fi t requirements.    

 The goal of this paper is to describe a methodological framework for the transi-
tion from software requirements to architectures. The framework uses four mod-
ules, each using different methods and techniques. These modules have been 
proposed as part of our previous research (see Sect.  3 ). This paper focuses on the 
integration of the modules in a framework and on the evaluation of the framework. 
Section  2  of this paper presents background and related work. Section  3  introduces 
our methodological framework for the transition between software requirements 
and architectures. In Sect.  4 , we present a case study. Limitations of the proposed 
framework are discussed in Sect.  5  before we conclude in Sect.  6 .  

2      Related Work 

 In brief, previous work on the transition from requirements to architectures can be 
separated into four categories:

    1.    Approaches which expand RE or architecture methodologies (e.g., by annotating 
RE methodologies to also describe architectural concerns). Examples include 
problem frames [ 21 ] or use case maps [ 1 ].   
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   2.    Approaches that focus on the actual transition. Examples include object-oriented 
transitions [ 23 ] or weaving RE and architecting [ 18 ].   

   3.    Mapping of requirements one at a time to architecture representations (e.g., par-
tial behavior trees or partial component-based architectures [ 4 ], constructing 
component-based systems [ 17 ], or behavior tree modeling [ 13 ]).   

   4.       Approaches with highest similarity to our work include the integration of the 
solution of requirements confl icts and architectural design [ 14 ], and the codevel-
opment of system requirements and functional architecture [ 19 ]. In contrast to 
these proposals, our work helps design systems from scratch. Also, our work 
allows architecture refi nement through iterative architecture style selection. 
Furthermore, our work focuses less on consistency and negotiation of require-
ments and architecture but on the transition process in general with consistency 
management as an implicit activity while at the same time providing fl exibility 
in the details of a transition.     

 Approaches for the transition from requirements to architectures fall between 
two extremes: (1) formalization, which requires tremendous learning effort and 
provides little fl exibility [ 6 ], and (2) expert-based approaches, which do not follow 
systematic steps and are usually expensive and error prone. Moreover, many 
approaches do not trace design rationales. However, this is important for practitioners 
[ 26 ]. In summary, several issues need to be addressed:

•    The transition from requirements to architectures needs to be considered already 
during RE.  

•   The input of the transition needs to be clarifi ed through standardized requirements 
specifi cations.  

•   The output of the transition needs to be clarifi ed through architecture specifi cation 
templates.  

•   The impact of individual requirements on the architecture needs to be considered.     

3       Proposed Methodological Framework in a Nutshell 

 The framework (Fig.  1 ) consists of a process and process modules. The implemen-
tation details of the individual modules were previous work, as referenced in this 
section. In this paper we show how they are integrated into a framework.

   We separate modules from the process steps as modules allow more fl exibility in 
the process: Modules can be replaced as long as the input and the output of models 
are compatible. For example, in Module 1, a requirements specifi cation technique 
can be replaced with another one, as long as atomic requirements are produced. 
Even though Fig.  1  shows a sequential process, iterations are possible. 

  Module 1  specifi es requirements for architecting. This is necessary as require-
ments can be described in different ways, e.g., in natural language, graphical models, 
or formal methods. It generates atomic requirements appropriate for architecting, 
independent of how the RE process used in a project specifi es requirements. 
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Atomic requirements do not differentiate functional and nonfunctional requirements 
as all requirements are operationalized. As atomic requirements have a smaller 
scope, they are less likely to spread across the architecture and can be traced more 
easily. How to apply atomic requirements for architecting is explained in [ 8 ] and 
their use has been evaluated in [ 12 ]. In general, each atomic requirement should be 
written in natural language and should be described so that they cannot be function-
ally split any further and so that their testing only results in pass or fail. The starting 
point of Module 1 can be any phase in a generic RE process, e.g., elicitation or 
documentation. The output is a set of atomic requirements. 

  Module 2  classifi es requirements based on their impact on the architecture. 
Often, global factors, e.g., quality attributes or technical product constraints, are 
factors that infl uence the design of architectures [ 26 ]. However, characteristics of 
individual requirements also impact the architecture process. Thus, systematic han-
dling of this impact facilitates the design of architectures. We express characteris-
tics of requirements as requirements attributes. We assign ten attributes to each 
requirement (effort; risk; complexity; is early design implied by requirement or not; 
dependencies between requirements; volatility; are hardware constraints implied by 
requirement or not; addressed architectural concerns, such as business logic, data, 
internal or external communication, or user interface; importance of requirement; 
familiarity of the development team with requirement). Values for these attributes are 
assessed by requirements engineers and domain experts. We then rank requirements 
based on the values for attributes effort, risk, complexity, volatility, importance, and 
familiarity assigned to each requirement. This ranking determines the order in which 
requirements are implemented. Also, requirements with similar attribute values are 
implemented in the same architecture element as they require the same treatment. 
For example, requirements that are volatile and highly complex are encapsulated to 
increase modifi ability. If early design is implied by a requirement, then this prescribes 
design choices at a very early stage. Dependencies between requirements could 
indicate that connectors between architecture components are needed. Implied 
hardware constraints help assign functionality of the system to hardware. Finally, 
based on the architectural concern addressed by a requirement, we determine what 
primary architecture artifact it could relate to (processing component, data compo-
nent, connector). For instance, if requirements with similar attribute values address 

Process modules

Generic RE process

Transition framework

Step 1: Specify
requirements for architecting

Step 2: Prepare
requirements for architecting

Step 3: Define target
of transition

Step 4: Create
architecture

Architecture
description

Module 1 Module 2 Module 3 Module 4

uses uses usesuses

  Fig. 1    Overview of proposed framework       
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business logic, these requirements can be assigned to a processing component. 
Details on how to rank requirements can be found in [ 7 ]. 

  Module 3  addresses the issue that it is often not clear what the target of a transition 
is because architectures can be represented in different ways. For example, a transi-
tion could result in a set of UML diagrams or a textual description of the architec-
ture. Also, stakeholders and concerns which should be addressed in the architecture 
have to be defi ned. The representation depends on the purpose of the architecture, 
resources available, and the expertise of developers involved. Thus, Module 3 
provides a taxonomy to describe architecture representations in terms of how the 
architecture is specifi ed (e.g., objectives, creator), concepts used to describe repre-
sentations (e.g., architecture elements and relationships), and a notation. Examples 
for concrete perspectives include process perspectives or code perspectives. The 
taxonomy has to be instantiated for each project. For each project and perspective 
we have to decide on objectives, creators, architecture elements, etc. on a case to 
case basis. Details on the taxonomy can be found in [ 9 ]. 

  Module 4  relates requirements and architecture elements. It helps derive archi-
tecture elements and how to integrate them in the architecture. As architecture style 
selection is often the fi rst major architectural decision, this module includes an 
approach for systematic architecture style selection [ 11 ]. It collects input from dif-
ferent stakeholders about their architectural concerns and their requirements on 
basic architecture elements, e.g., data components, processing components, connec-
tors, or subsystems (e.g., modifi ability, support for large-scale data processing). 
A trade-off analysis suggests an architecture style based on the ratings of the stake-
holders. Based on the selected architecture style, architecture element types are 
determined. For example, if the client-server style is selected, architecture element 
types are clients and servers. Note that style selection can happen at several abstrac-
tion levels. For example, a style can be selected for the whole system, and separate 
styles can be chosen for each part of the system (e.g., pipe-and-fi lter style in each 
client derived from the client-server style). Also, based on the architecture style, 
architecture elements are arranged in the architecture. Again, referring to the example 
of the client-server style, the control and data topology could be star or hierarchical; 
binding time could be write time, compile time, or runtime; and data and control 
fl ow in opposite directions. At this point, a high-level blueprint for the architecture 
can be created. Next, we perform a set of steps to create architecture perspectives as 
defi ned in Module 3:

•    Determine processing components: Initial processing components are created 
from groups of similar requirements which address business logic or user 
interface- related concerns.  

•   Determine internals of processing components, dependent on architecture per-
spectives: For example, for a process perspective, initial processes are created 
based on the individual requirements assigned to each processing component.  

•   Determine data components: Initial data components are created from require-
ments which address data. As with processing components, groups of similar 
requirements would be used to form a data component.  
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•   Create connectors: Connectors are created based on requirements which address 
internal or external communication. Furthermore, connectors are created based 
on dependencies between requirements that are assigned to different processing 
or data components.    

 Processing or data components can be merged or split. Besides graphical repre-
sentations of the architecture, element catalogues list all architecture elements of a 
perspective, with name, description, and information, if instances of elements are 
created during runtime. Inputs for Module 4 are the outputs of Module 2 and the 
representation selected in Module 3. Outputs of Module 4 are sets of architecture 
elements, their relations and interactions, in different architecture perspectives. 

 The interactions of the four modules are shown in Fig.  2 , using the ETVX para-
digm [ 20 ]. Entry criteria (E) should be satisfi ed before using a module, i.e., entry 
criteria are items required for executing tasks (e.g., people, tools, artifacts). Tasks 
(T) describe what is to be accomplished by the module (e.g., processes, techniques). 
Validation procedures (V) verify the quality of items produced in a module. Exit 
criteria (X) should be satisfi ed by a module.

4         Case Study 

 To assess the methodological framework, we conducted a case study. A case study 
was chosen over surveys or experiments, because the transition from requirements 
to architectures has to be studied in its context. Furthermore, there are many 
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variables in information systems design that cannot be controlled, such as the 
background of engineers involved in designing a system. We used a holistic 
(i.e., one unit of analysis) single-project study [ 15 ] that is exploratory in nature. 
The design of the case study followed guidelines suggested in [ 22 ]. 

4.1     Case Study Goal and Proposition 

 The goal of the study was to investigate if the proposed framework helps with the 
transition from software requirements to software architectures. Our unit of analysis 
was the transition process and the outcome of this transition, i.e., a software archi-
tecture. Based on our initial problem statement outlined in Sect.  1 , the case study 
proposition is that using the proposed methodological framework has a positive 
impact on the development of software architectures compared to using ad hoc 
practices. We consider the proposition to be true if an architecture created using the 
framework is better than architectures created by software engineering students 
without the framework.  

4.2     Case Study Design 

 The selected case is the design of a meeting scheduler system (MSS). The MSS was 
chosen because it is a real-world problem and exhibits the nature of real-world 
requirements for which no unique solution exists. Furthermore, it is a well-known 
example in the RE domain [ 5 ]. We use a comparative method to compare the 
“goodness” of the resulting architectures. Thus, data was collected from work 
products that were the result of performing the methodological framework. Also, 
we computed metrics for different architectures to compare the work results with 
architectures for the same system that were created without the framework. We used 
metrics proposed in [ 10 ], with metric values ranging between 0 and 1 (except 
for  MF ( s ) which ranges between 0 and the number of requirements implemented in 
an architecture):

•    The modularity factor  MF ( s ) describes the degree to which system or subsystem 
 s  is composed of discrete architecture elements so that changes in one element 
have minimal impact on other elements.  MF ( s ) quantifi es how requirements are 
distributed in  s . We also use a normalized version of  MF ( s ).  

•   The internal coupling factor  CpFi ( s ) measures the degree of dependency between 
software modules of system or subsystem  s . The internal coupling considers 
structural information, i.e., connections between modules, compared to functional 
relationships between requirements when calculating  MF ( s ). Thus,  CpFi ( s ) con-
siders all possible pairwise sets of elements in  s  and checks whether the elements 
in the pair are related.  
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•   The external coupling factor  CpFe ( e ) differs from internal coupling as it describes 
the interdependence of individual architecture elements within other elements. 
Thus,  CpFe ( e ) focuses on dependencies of element  e  with other elements instead 
of coupling within  e .     

4.3     Application of the Framework 

 Using Step 1 of the framework, we elicited 72 atomic requirements. During Step 2, 
we assigned attribute values to requirements and ranked requirements based on 
these attribute values. This means, we obtained information about when to imple-
ment requirements. In Step 3, we selected the functional perspective, the process 
perspective, as well as the physical perspective to describe the MSS architecture. 
In Step 4, a client-server style was chosen for the architecture. Requirements were 
mapped on these elements. This resulted in 44 architecture elements and six subsys-
tems. Figure  3  shows a graphical representation of the functional perspective of the 
MSS created using the framework, with several server components and clients. The 
clients can have different instances (denoted by “:”). Also, server components can 
communicate with each other, i.e., may take the role of a client in certain opera-
tional modes. Based on the properties of the client-server style, a star topology was 
chosen. P1 to P12 denote ports of components to describe connectors between com-
ponents. For example, the connector between P1 and P4 implements the manage-
ment of users of the MSS. Data was collected from the architecture description by 
identifying the components, connectors, and the assignment of requirements to 
components and connectors.

4.4        Collection of Data from Students 

 We collected data from architectures for the MSS created by four student groups 
who completed the design of the architecture as part of a software engineering 
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course project at our university (Table  1 ). These architectures were created without 
the proposed framework. Students attending the course were in their fourth year of 
study and had already attended other software engineering courses. As students 
lacked industry experience, they can be considered as novice software engineers. 
Course projects were performed in groups of three students. To ensure that projects 
could be compared with regards to functionality, we performed an initial screening. 
We extracted the architectures of the course projects from Java source code because 
architecture and design documents changed when coding the system. To obtain the 
architecture from projects, we extracted class diagrams from the code, using 
jGRASP (  www.jgrasp.org    ).

   As external coupling is calculated for each architecture element and the architec-
ture elements vary in each project, we determined the average external coupling for 
each project (Table  2 ). As we did not have information about where requirements 
had been implemented in the student projects, we could calculate modularity only 
for the whole system. We know that 72 atomic requirements had been implemented 
in the system. Also, when calculating modularity for student projects, we did not 
consider connectors as no functionality was implemented in connectors in the dia-
grams extracted in jGRASP. The metrics are shown in Table  2 . “FW-based” denotes 
values for the architecture created using the proposed framework.

   The average normalized modularity factor of all group projects is higher than the 
average modularity factor of individual subsystems of the architecture created with 
the framework (0.72). The same is true for  MF . The average normalized modularity 
factor of group projects approaches 1 which could point to pathological systems. 
Also, the overall system modularity factor (not shown in Table  2 ) is slightly higher 
for the architecture created with the framework (0.95). Thus, the architecture cre-
ated based on the framework exhibits similar or even better modularity. The average 
internal coupling of all group projects is higher than the internal coupling factors at 
system level of the architecture created using the framework (0.14). However, the 
average external coupling factor of all group projects is lower than in the 

   Table 1    Data extracted from student projects   

 Item  Group 1  Group 2  Group 3  Group 4 

 # of source fi les (.java)  16  16  17  15 
 # of database fi les (text fi les)  4  2  2  2 
 # of layers (based on code structure and packages)  1  2  2  1 
 # of modules (based on directories)  1  4  4  1 
 # of architecture elements (components, i.e., classes)  20  18  19  17 

 Metric  Group 1  Group 2  Group 3  Group 4  FW-based 

  MF   4.50  4.50  4.24  4.80  2.02 
  NMF   0.94  0.94  0.94  0.93  0.72 
  CpFi   0.23  0.42  0.36  0.43  0.14 
  CpFe   0.11  0.20  0.18  0.21  0.34 

     Table 2    Metric values 
collected from architectures   
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architecture created with the framework (0.34). To further investigate the external cou-
pling, Fig.  4  compares the average, minimum, and maximum  CpFe .

   From this we see that student projects have very low minimum coupling which 
might indicate pathological parts of the systems. On the other hand the high average 
external coupling in the framework-based architecture is caused by a component 
with high external coupling (<0.6). This component represents an outlier with 
regard to external coupling and thus would be subject to further analysis during an 
architecture evaluation stage. Thus, the architecture created with the framework 
appears to be better in internal coupling and at least as good with regard to external 
coupling. In summary, referring to the case study proposition, the architecture cre-
ated with the proposed framework shows equal or better coupling and modularity 
than alternative architectures created without the framework.  

4.5     Threats to Validity of Case Study 

 External validity refers to the ability to generalize the results: We used a case study 
well known in the RE domain and with a reasonable size. We compared case results 
with each other. Due to the required background in software engineering and archi-
tecture, only twelve participants were involved. The use of projects implemented by 
students should not diminish the results of this study. Even though we acknowledge 
the threat in generalizing the results to experienced software engineers, there is no 
indication that the results could not be generalized with regard to, at least, novice 
software engineers in industry [ 25 ]. Students are relatively close to the population 
of practitioners [ 16 ]. Yet, we cannot claim that we completely mitigated the risk of 
using students. Internal validity refers to the design of the study: We used students. 
In a different situation, stakeholders might be more mature and thus be able to more 
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properly select architecture styles or to do attribute value assessment. Also, limitations 
of the case study are related to simplifi cations we made in the underlying model. 
These threats to the internal validity refer to the validity of the methodological 
framework itself and are described below. Overall, the presented case study is con-
sidered a preliminary evaluation and more empirical studies need to be done.   

5      Limitations of Methodological Framework 

 We argue that investing effort proactively is more helpful and less risky than acting 
reactively if problems in the development process occur later. As with most 
approaches in software engineering, the quality of the methodological framework 
relies on the accuracy and availability of the input data. Some of the input data 
(e.g., proper requirements, developer needs for style selection) might be diffi cult to 
get, especially if an organization does not maintain such data or lacks RE processes. 
Thus, it is likely that development companies with a higher process maturity would 
fi nd the proposed methodological framework more suitable than companies with 
lower process maturity. Scalability indicates the ability of the system to handle large 
amounts of data or to be readily expandable without major structural changes. 
The current version of the framework requires effort from humans. Thus, in the case 
of large-scale applications, the amount of effort is expected to increase. Subjectivity 
occurs with any topic in software engineering and in particular in the context of 
software architectures. This subjectivity occurs when performing activities, such as 
requirements attribute value assessment when ranking requirements, or when select-
ing styles. There could be several sources of subjectivity, such as different prefer-
ences or experience levels of requirements engineers and architects or different 
interpretations by architects and requirements engineers.  

6      Conclusions 

 We presented a framework to support the transition from software requirements to 
architectures. The case study showed that architectures created with the framework 
can have at least similar, and in many cases better modularity and coupling than 
architectures created without using the framework. Also, the framework provides a 
means for explicitly capturing architecture design decisions and their rationale, and 
establishes traceability between software development artifacts. 

 One open research issue is related to the role of humans in the transition from 
requirements to architectures: How much automation is possible and how much 
creativity is necessary and feasible in a transition? It might be possible to reduce 
human intervention. However, it might be very diffi cult to fully automate the 
generation of software architectures. Another open issue is the capturing and 
sharing of experience and knowledge for future use. Knowledge reuse is most 
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promising when developing software systems that are similar. However, reusing 
knowledge in completely different domains might be challenging. The question is how 
much reuse is reasonable to reduce effort. One possible direction for future work is 
the integration of reference architectures in Step 3 of the framework.     
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    Abstract        The increased adoption of IT by all organizations has led to more complex 
IT infrastructures, enforcing the need for guidelines that will allow the alignment and 
management between an organization’s architectures. To answer this need, different 
frameworks in the IT Governance area have been proposed, namely the widely 
adopted IT Service Management framework (ITIL) as well as different frameworks 
following Enterprise Architecture principles. In a time when rationalization is neces-
sary and convergence and aggregation are motto, maintaining these two approaches, 
which may in fact overlap in some points, is an ineffi cient waste of resources. In litera-
ture review and framework research, we noticed few scientifi c references regarding 
integration, which increases the theme’s relevance. Considering that both these 
domains are complementary, this paper pro-poses the integration between ITIL and 
Enterprise Architecture principles, with Services as the integration key point.  

1         Introduction 

 Information technology (IT) plays a fundamental role in organizations. The more 
important the role of IT, the more complex the IT infrastructure and the harder it is 
to manage. The growing demand on IT leads to the improvement of key concepts 
related to IT governance, in particular the ones connected to IT alignment with 
 strategic objectives and cost reduction initiatives. 

 For many years now, different efforts have been made related to IT governance; 
however, results are far from what was expected, and the gap between IT and the 
results expected by the organizations’ objectives leads to an increasing interest in 
alignment efforts and related frameworks. From these initiatives, two main 
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approaches have had major relevance: Enterprise Architecture (EA) and IT service 
management (ITSM). EA summarizes the relevant components in an organization, 
how they are related, and how they fi t and work together in different architectures 
and with different views [ 1 ,  2 ]. ITSM is a reference model with an integrated approach 
to effectively and effi ciently deliver IT services, providing a better IT alignment with 
organizations’ needs [ 3 – 5 ], with cost and risk reduction [ 6 ]. From ITSM area we have 
frameworks related to IT governance, like ITIL, COBIT, and CMMI for services, just 
to name a few. From these, ITIL has become ITSM standard, currently the most 
widely accepted framework for managing IT services in the world [ 6 – 9 ]. As a result, 
this study will pay closer attention to EA and ITIL. 

 Today, there is no fully complete framework that can be used as a comprehensive 
off-the-shelf IT governance framework to ensure the alignment between service 
management and the organization’s concepts and artifacts. In fact, different frame-
works are often used as complementary and, most of the times, simultaneously too. 
Beyond the diffi culties associated with the governance of both initiatives, parallel 
EA and ITIL projects imply a duplication of investments and costs. Indeed, even 
with shared infrastructures, we cannot avoid a duplication of data repositories, 
procedures, and human resources or maintain different efforts (ITIL and EA) 
aligned. Although some have tried to merge these two approaches by identifying 
several benefi ts from the relationship and integration of ITIL and EA, the results are 
far from satisfactory [ 7 ,  10 – 12 ]. 

 This paper provides a research in two widely used frameworks to manage and 
align IT with business, allowing guidelines to adopt a single initiative that involves 
the merger and alignment between EA and ITIL approaches. A merged approach 
would avoid the duplication of efforts, cost, and time through a unique path. Thus, 
this paper provides a proposal to adopt a common guidance. Through ITIL principles, 
we suggest using the services delivered as the key point of integration between EA 
and ITSM.  

2     Research Methodology 

 The methodology applied in the course of this paper is Design Science Research 
Methodology (DSRM). We selected this methodology because we wanted to 
develop and validate a proposal to solve our problem but had no initial validated 
theory [ 13 ,  14 ]. DSRM is a typical problem-solving paradigm, addressing research 
through the development and evaluation of designed solutions in order to meet 
identifi ed needs over interactive steps, enabling us to understand the nature of 
causes and design solutions [ 13 ,  14 ]. 

 We follow DSRM according to a process model with sequence activities [ 15 ,  16 ]; 
each sequence corresponds to the following sections: Section  3  covers aims and 
objectives like awareness and recognition of a problem from a literature review, 
hence giving us the theoretical background and the topics to be addressed. Section  4  
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clarifi es the main problem and our research questions, offering a tentative idea of 
how the issues might be addressed and defi ning the objectives for a solution. 
Section  5  presents the design of a proposal as an attempt to face the previously 
described problem. Finally, we present a “Demonstration” that solves an instantia-
tion of the problem and is followed by the “Evaluation,” which compares the results 
with the research questions. We end by proposing themes for further work.  

3      Related Work 

3.1     Enterprise Architecture 

 Enterprise Architecture (EA) is a coherent set of principles and the basis of knowl-
edge and representation of the organization itself. It has become the methodology 
that best enables the planning and development of systems and IT aligned with busi-
ness [ 1 ,  2 ,  17 ]. EA involves the design of different architectures and specifi es the 
orchestration among them, being used to manage and align assets, people, opera-
tions, and projects to support business goals and strategies [ 18 ,  19 ]. 

 Different needs, scopes, and authors have suggested distinct representations and 
architectural frameworks (e.g., ArchiMate, TOGAF, and DoDAF just to name a few), 
decompositions or domains, having in common principles like a holistic representa-
tion of organizations, relationships between artifacts and architectures, and inde-
pendence and connection among layered architectures. 

 The decomposed representation of organizational layers (as seen in EA) usually 
shares the following architectures [ 1 ,  11 ,  17 ,  18 ,  20 ,  21 ]: business, process, applica-
tion, information, and technology. The architecture alignment takes on particular 
relevance, and EA integrates each of these into a cohesive framework so as to obtain 
a coherent “blueprint” of the organization [ 22 ]. 

 Besides EA principles, the implementation of a manageable and confi gurable 
EA requires the use of appropriate tools, including a vital data repository that backs 
up the development, storage, presentation, and enhancement of the organization’s 
architecture representations [ 23 ]. The EA repository has many similarities with the 
one of a Confi guration Management System (CMS/CMDB) from ITIL. 

 Even though EA principles make a clear reference to the correlation between 
architectures, they do not specify how to control and manage the different artifacts 
within them in a day-to-day basis.  

3.2     ITIL 

 The acronym ITIL refers to Information Technology Infrastructure Library, a 
collection of fi ve books with the best practices related to the effective and effi cient 
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management of IT: Service Strategy, Service Design, Service Transition, Service 
Operation, and Continual Service Improvement. 

 The current version of ITIL covers the major weaknesses identifi ed in the previ-
ous versions, specifi cally being too focused on technology. Now, the focus is on the 
overall service life cycle management, allowing a wider coverage of IT governance 
to address the “business alignment aspect” [ 5 ,  11 ,  24 ]. 

 ITIL framework is underpinned by the Confi guration Management System 
(CMS), which is defi ned as a set of tools and databases (CMDBs) for collecting, 
storing, managing, and presenting data about all confi guration items (CI) and the 
relationships among them that infl uence the business [ 24 ]. Everything can be 
recorded as a CI such as hardware, applications, and interfaces but also information 
about incidents, known errors, changes, people, manuals, and service-level agree-
ments (SLAs). Conceptually, a CMS supports ITIL’s management processes 
described for service management, but it is also a shared center of decisions and the 
global “as-is” of organizations’ systems. A CMS has a lot in common with EA prin-
ciples. However, ITIL framework makes no reference of how we can develop these 
architecture defi nitions. We can use ITIL in EA to design the service management of 
an organization because ITIL is a reference model for IT governance. However, ITIL 
neither provides a complete coverage for all layers within EA nor does it specify 
implementation details [ 25 ].  

3.3     SOA and Business–IT Alignment 

 Service-oriented architecture (SOA) is a paradigm oriented to provide business 
agility in order to respond quickly to changes in business by re-architecting busi-
ness processes, creating new ones, or architecting existent IT as services exposed 
in business services [ 26 ]. The loose coupling characteristic of SOA’s agility works 
as a basis for achieving architectural alignment [ 27 ]. In fact, service composi-
tion and orchestration are an advantage of SOA paradigm [ 27 ]. Each service, in 
SOA, has different granularity and may support business processes, singly or 
with services choreography. Moreover, the meaning of service is different in 
each referential. 

 There are many different defi nitions of SOA [ 28 ]; some are more related with 
Web services, applications’ functions, and software development [ 26 ,  29 ], while 
others consider SOA an architectural approach that emphasizes service concept and 
service consumers as a basis to structure the entire organization [ 30 ]. Therefore, we 
adopted the defi nition from ITIL [ 24 ] and Noran [ 30 ], in which a “service” means 
the creation and delivery of value to users by easily fulfi lling their needs without 
having specifi c costs and risks, which are made up from a combination of people, 
processes, and technology. A service, in a business sense, is then defi ned as a 
provider–client interaction that creates and captures value [ 27 ]. Here, users know 
what services they want but do not know how they are delivered [ 27 ].  
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3.4     Relationship Between ITIL and EA 

 ITIL and EA have rarely been studied together, and no relevant results about the 
relationship (interactions) between these two approaches have been produced. 
Much of the previous work was focused on previous versions of ITIL, only covering 
service delivery and support [ 11 ]. Therefore, this subject remains without signifi -
cant development, which increases our work’s interest and relevance. 

 ITIL books promote the connection between ITIL and EA in Service Design [ 24 ] 
and recognize that architecture components should cover all areas of technology. 
However, the architectural conception is not considered in deployment and the dis-
tinction between EA and IT architecture is not clear; service architecture is in fact 
IT that we will defi ne as IT services [ 24 ]. 

 Braun and Winter [ 10 ] proposed an EA expansion to integrate ITIL (V2 at the 
moment) and SOA. In their proposal, EA is considered a key concept, but ITIL is 
only regarded as IT operations. EA provides an overview of the IT architecture, 
while ITIL was assigned as an essential part of the management processes to service 
delivery. Aligned with the IT services, SOA concept is also integrated into EA at the 
application architecture level. ITIL and SOA were integrated into EA as a frame-
work to deliver IT services, focusing this research of integration only on delivered 
IT services. 

 Almost aligned with the previous study, Thorn [ 12 ] addresses the relation 
between ITIL and TOGAF but with a different focus. EA is regarded as a fundamen-
tal concept for organizational engineering, focusing on EA development, in which 
ITIL is included as a framework to an operation model for IT delivered services. 
In his research, Thorn argues that both frameworks can be used together by mapping 
the two approaches. TOGAF covers the development of EA and is involved in the 
product’s conception life cycle, whereas ITIL ensures the delivery and management 
of IT services to users and consumers [ 12 ]. Despite the recognized need of different 
teams and tools, the two frameworks complement each other, since TOGAF needs an 
EA repository, while ITIL requires a CMDB. 

 A more recent research promoted by Nabiollahi [ 11 ] provides a service-based 
framework for EA to meet the ITSM requirements of ITIL V3, suggesting that EA 
should be extended to involve service architecture layer from ITIL Service Design 
[ 24 ]. The development of an architecture model for IT services is proposed, making 
it a service layer for EA. However, it does not clarify how to do it or the relation-
ships among architectures. 

 Another research concerned with a more generic and technology-independent 
view on IT services was developed by Correia [ 7 ]. In this research, ITIL supports 
services from an operational perspective through a CMDB, while EA repository is 
used to store the architectures, sharing a common data model and the same ontology. 
Correia’s research then suggests a common ontology, a meta-model, and the sharing 
of IT services, specifi cally the formal representation of framework concepts and 
their relationships, both repositories existing at the same time.   
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4      Research Questions 

 EA principles aim to represent organizations as a system, relating multiple architec-
tures to their artifacts and components. The widespread scope of ITIL involves all 
organizational architectures, but it does not describe how to deploy it. Currently 
ITIL and EA teams work in different parts of the organization with little opportunity 
to share expertise. Initiatives to address the alignment between IT and organiza-
tional issues have lead to an overlap of the work developed. The efforts spent in 
managing organizational data in separate repositories, from different initiatives, 
EA and ITIL, might become unmanageable. Therefore, both approaches should 
be merged. 

 Our research question “How to integrate ITIL and EA initiatives in a single body, 
avoiding efforts and resources duplication, but keeping all the benefi ts” will be 
answered by the following secondary research questions:

•    Which is the key point between the two approaches and how can it be defi ned?  
•   How to merge both approaches, considering the effort and magnitude needed to 

build and maintain coherent information and, especially, their relationship?  
•   Since the integration of all processes and artifacts makes it necessary to have a 

tremendous amount of additional development and maintenance effort, how to 
keep the merged information up-to-date?    

 The answer to our questions derives more from the process side of the solution 
than any other. The problem we are trying to address is organizational engineering 
and the solution encompasses a conceptual model, independent of tools or adopted 
frameworks.  

5      Proposal 

 The alignment approach among SOA, EA layers, and ITIL was already depicted by 
Chen [ 27 ] and Braun [ 10 ]. However, both researches (based on ITIL v2) suggest a 
relationship among approaches and not their integration. 

 Therefore, we propose to merge both ITIL and EA initiatives in a single body 
restricting resources and efforts. The suggested solution allows the mapping and 
visualization of the organization’s actual state, top-down and bottom-up. In EA 
parlance, this is equivalent to the “as-is” model and allows, from ITIL principles, 
service delivery through all architectures. The solution we offer encompasses all the 
EA principles with referred architectures (architecture layer in Table  1 ) and the 
relationship among them, following ITIL service management processes.

   We started by identifying a set of concepts, keeping the ones common to EA and 
ITIL, with strong relation to main concepts. From all of them, we also identifi ed the 
interfaces, keeping the loose coupling characteristic from SOA paradigm. To do 
this, from the relationships among SOA elements in EA frameworks [ 31 ] and among 
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the core artifacts of EA with cross-layer views in different frameworks [ 21 ], we 
introduced the main ITIL artifacts and management processes. The results are 
shown in Table  1 . 

 To clarify the relationship among concepts, we used a model as a graphical 
representation, allowing people to recognize the relationship among concepts in 
different architectures or views. Models are effective artifacts that support under-
standing and communication [ 5 ,  32 ]. Concept maps are, by defi nition, a graphical 
representation to capture, represent, structure, and share tacit knowledge, specifi cally 
concepts and the relationships between them [ 32 ,  33 ]. Beyond a knowledge repre-
sentation, a concept map is as an evaluation tool due to the development of high 
levels of cognitive performance [ 34 ]. 

    Table 1    Aggregation of concepts      

 Architecture 
layers [ 1 ,  11 , 
 17 ,  18 ,  20 ,  21 ] 

 Core EA artifacts 
(based on [ 21 ])  SOA elements [ 31 ] 

 ITIL artifacts and 
management processes 
(according ITIL [ 24 ]) 

 Business  Business goals and 
objectives 

 Business service  Demand 

 Business roles  Actor  Service portfolio 
 Business interface 
 SLA and contract 

 Processes  Business processes  Service conditions  Service catalogue 
 Business functions  Product  Service level 

 Service interface  Capacity 
 Measure  IT service continuity 
 Service conditions  Availability 
 Service description  Information security 
 Service policy 

 Information  Conceptual/semantic data 
model 

 Application service  Service asset 

 Data and logical data model  Application interface  Confi guration 
 Data management process 

models 
 IS service  Release and deploy 

 Data entity/business 
function matrix 

 Service interface  Change 

 Various data related views  Service description  CMS/CMDB 
 Service policy  Secure library 

 Application  Programs 
 Applications 
 Software components 

 Technology 
infrastructure 

 Hardware models  Infrastructure service  Application 

 Communications models  Infrastructure interface  Technical 
 Processing models  Platform service  IT operations 
 Other technology models  Service interface  Operational 

 Service description 
 Service policy 
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 EA represents an organization from a strategic output to technological infrastructure, 
through layered architectures. Therefore, one of the very fi rst defi nitions should be 
about the Product/Service delivered, the organization’s output. 

 The Product/Service provided ought to be aligned with strategic orientations and 
integrated with defi ned goals. In turn, strategy is infl uenced by the services we want 
to offer to users, whose opinion is developed by what we deliver [ 6 ]. An effective 
service orientation is about providing what users need. Nevertheless, IT only has 
value to the business if it delivers the expected services. Therefore, we linked all 
activities with business objectives from Product/Service. Due to strategy defi nition, 
the Product/Services can be described as the focal points of business activities, shaped 
according to strategic requirements since users are only able to understand and pay for 
what we deliver them (the users’ view of the service). Therefore, services have to be 
defi ned and measured from the users’ perspective. From a business point of view, their 
identifi cation is even a prerequisite to clarify the services critical goal. A service defi -
nition should promote a direct strategic effect, which can be measured [ 35 ]. From a 
technical point of view, services are translated into basic services, with elementary 
functionality [ 35 ], in IT services. An IT service identifi es what is required to support 
a service, so it is not essential to know users’ needs in detail, because they are already 
translated into Product/Services. From a different perspective, we clarify what IT 
services are needed to provide the defi ned services. However, it is crucial to determine 
how these directly affect the performance of services. 

 In order to be clear, we will determine which activities should be developed to 
support IT services, namely, the activity sequence—our processes. By activity iden-
tifi cation, we will determine the provider involved, applications used, information 
CRUD, and supporting technological infrastructure. The next step is to integrate all 
identifi ed concepts, defi ning the correspondent architectures. We used a layered 
approach identifying and linking architectures and elements. Figure  1  illustrates the 
conceptual map of integration between concepts from which we defi ne and estab-
lish the relation between elements and architectures.

   We continued the work, establishing the relationships as we went along, and 
stored the data into our footprints, providing different views as visualization of 
the relationships. 

 Each concept provides services to the related concepts with SOA elements, 
namely, service description, service policy, and service interface. We did not 
 represent all elements in Fig.  1  to improve understanding. 

 The service-level agreement (SLA) is established by the strategy and defi nes the 
services, which are translated into the service catalogue. 

 The defi ned correlation among elements and architectures is established through 
services using SOA principles, allowing the implementation of ITIL processes, and 
mapping the integration between the two frameworks (ITIL and EA). The ITIL 
service life cycle concept, described in ITIL books, is developed as follows: Service 
Strategy addresses where, why, and what services should be done; Service Design 
defi nes how to meet strategic defi nitions, translating Product/Services into services; 
Service Transition is connected to the services deployment into operations and 
related processes; operational day-to-day activities are treated by the Service 

N. Gama et al.



161

Operation; and Continual Service Improvement permanently addresses the gap 
analysis between current and desired states. 

 Therefore, having EA as the basis for organization’s representation, through 
different and independent architectures, we can map the service life cycle with 
architecture relationships. The entry point of both approaches is the Product/Service 
defi nition, the pivotal point of integration between the ITIL and the EA approaches. 
From the conceptual map, clarifi ed by the concepts, relationship, and integration 
between both approaches, we are able to defi ne our meta-model. In Fig.  2  we pres-
ent the simplifi ed meta-model of our proposal.

6        Demonstration 

 To demonstrate and validate our proposal, we decided to solve an instance of the 
problem [ 16 ] and applied our proposal to an IT department of a Portuguese public 
organization where there were two different functional divisions with responsibilities 
related to EA and ITIL. Each team has a clear idea of its functions, developed tools 
and procedures to help them separately. Moreover, knowledge is rarely shared and 
changes are barely discussed involving the two teams. As a result, there were con-
straints due to some subjects’ overlap, which led to some competition between teams. 
This causes duplication of resources translated into wasted of time and money. 

  Fig. 1    Conceptual map of integration between concepts       
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 Despite well-known problems and some initiatives related with the sharing of 
knowledge and work, the issues remain and it is still diffi cult to represent and agree 
to a shared knowledge. To better the service level, the organization must improve 
the alignment and coordination between teams and, consequently, the integration of 
the works developed. Our proposal aims at this integration, i.e., to overcome the 
abovementioned problems. 

 We started by identifying the research motivation by sharing the proposal with 
all personnel, edifying the issues we wanted to address and the expected benefi ts, 
involving and motivating people. We identifi ed the main concepts in accordance 
with our proposal and populated a single and shared common repository tool to 
support all concepts and their relations. A service orientation provided a single 
guidance for both functional divisions, diminishing misalignments and maintaining 
up-to-date information about the organizational “as-is.” The results were not only 
very good, but also better and faster than expected.  

7     Evaluation 

 The crucial integration point between both approaches, EA and ITIL, is the services 
delivered, which is the reason for an organization’s existence. This common focus 
enables an integrated approach, maintaining the EA paradigm aligned with ITIL 
principles based on SOA. This answered our research question number one: “Which 
is the pivotal point between the two approaches?” We defi ned the pivotal point as 
the services delivered that are based on SOA. 

 The integration encompassing the relation between EA and ITIL requires a 
shared and single repository for the alignment between service management and EA 

  Fig. 2    Simplifi ed 
meta-model       
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artifacts. Otherwise IT is a collection of artifacts to meet technical requirements. 
The single repository answered our research question number two: “How to merge 
both approaches?” Thus, both approaches are merged, keeping the EAs, ITIL’s ser-
vice life cycle, and the meta-model for services. The third question research “How 
to keep the merged information up-to-date?” is answered by the need to share infor-
mation among functional divisions, using ITIL processes to keep information 
updated, through IT service management support processes. 

 ITIL principles and processes guarantee the update and consistency of infor-
mation with standard processes like Confi guration Management and Change 
Management, respectively, which ensure the reliability of the data that were 
recorded and accessed in the common repository and allow us to see the effects 
of the changes. The data repository was no longer a mere database with CI and 
their relationships, nor an architectural artifacts map of the “as-is” organizational 
state. Instead, in this approach, it encompasses all EA principles in an opera-
tional way.  

8     Conclusion 

 This paper provides a research over the integration between Enterprise Architecture 
and IT service management. Being considered the two most important approaches 
in IT governance domain, we conducted an overview of the research made relating 
these two frameworks. During the course of our research, it became clear that the 
integration between ITIL and EA is a subject at its very beginning. We found a small 
number of studies and none solved the problem in a satisfactory way. Considering 
that both frameworks are complementary, but no integration proposal answered our 
research questions, we developed a new integration conceptual proposal based on 
services through a SOA paradigm. 

 Having answered our research question by providing a solution to the secondary 
questions, we may conclude that our proposal was verifi ed, making a contribution 
to fi ll in the lack of research in Enterprise Architecture and IT service management 
integration. As shown in this paper, a relation between ITIL and an EA can be set, 
providing strong arguments for the existence of only one repository and avoiding 
duplication of efforts. The consolidation of both approaches in the same platform is 
imperative to achieve an improved alignment, while reducing the effort that would 
result from managing similar information in two distinct repositories. 

 We believe that our research is a contribution to organizational engineering, 
because it provides a proposal to integrate EA and ITIL initiatives. Therefore, we 
hope this study will be a key addition to academic efforts by bridging service man-
agement through architecture paradigm. 

 Another area of future research is the identifi cation, relationship, and modulation 
of processes linked to services. Besides the existence of modulation standards (e.g., 
BPMN) to design business processes, the accuracy and subjectivity of modulation 
depend on the level of the people’s organizational maturity, which should be avoided 
with a modulation maturity-independent framework.     
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    Abstract     Business processes constitute one major asset in an organization and 
software businesses are not an exception. Processes defi nition, maintenance, and 
management are key aspects to control and defi ne how to build software systems 
up and also to support decision-making. In this paper, a model-based approach is 
proposed to facilitate these processes. Thus, a global environment for business 
processes in software development is presented. The fi nal results are illustrated 
through the NDTQ-Framework, a solution based on this approach that is currently 
being used in software development organizations.  

1         Introduction 

 Since processes are recognized as fundamental asset in organizations, there is always 
an evolving interest to defi ne, document, manage, and improve them. The promise 
of achieving better quality and greater effi ciency and effectiveness in the cost and 
effort resulting from product development has involved the adoption of processes in 
several domains, some of which have reached a certain maturity level in this fi eld. 
However, this is not the case of Software and System Processes, which is still in its 
early usage days. 

 In the last years software organizations are using Business Process Management 
(BPM) as a mechanism to control and defi ne how to build software systems up. 

      Software Process Management: 
A Model- Based Approach 
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Different techniques for business process modeling and business process execution, 
as well as for their relationship, have been proposed. Business Process Modeling 
Notation [ 23 ] has become a widely used standard in process modeling environment, 
and Business Process Execution Language (BPEL) [ 24 ] has consolidated as the 
language for business process execution. 

 Software Process Engineering has been established as an independent research 
area from general business process. Its main objective deals with improving soft-
ware development practices by proposing (a) better ways for designing the organi-
zation processes and (b) better ways for improving these processes both individually 
and as a whole. 

 In order to effi ciently defi ne and execute software development processes, it 
should be necessary to establish (1) a process modeling language rich enough so 
as to defi ne all main aspects of software processes, (2) an easy-to-use process 
modeling environment that is fl exible enough for different project categories, and 
(3) a process execution environment easy to be integrated into existing development 
tool chains [ 25 ]. 

 The evolution of software process modeling has been studied during the past 
decades. A myriad of process languages and models have been developed; however, 
software process models are not executable and there are few process execution 
environments. 

 In the last years, the model-driven engineering (MDE) [ 26 ] has been established 
as a usual approach for software development [ 27 ], what has shaped the software 
industry to be model centric.    Its aim is development through the evolution of one 
model from requirement until deployment by means of a series of transformations, 
which can progressively be achieved through coherence between software process 
modeling and software development paradigm [ 28 ]. 

 This paper evaluates how a model-based approach can make easier the BPM in 
information system development organizations, and it also illustrates a practical 
example that uses this approach for software process defi nition, maintenance, and 
improvement. 

 The paper is structured as follows: Section  2  shows the main work related to 
software processes. Section  3  introduces the proposed metamodel, and Sect.  4  pres-
ents the Unifi ed Modeling Language (UML) profi le, which is used to integrate the 
metamodel into a tool. Section  5  analyzes a global environment for software process 
management. These results are illustrated in the NDTQ-Framework, a solution 
based on this approach that is currently being used in software development organi-
zations. Finally, Sect.  6  outlines conclusions from these studies as well as proposes 
future work in these lines of research.  

2      Related Works 

 The fi rst section of this related work refers to different proposals that are referenced 
in the organizational processes defi nition as guidelines. 
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 A process is defi ned as the set of partially ordered steps or activities, with sets of 
related artifacts, human and computerized resources, and organizational structures 
and constraints intended to produce and maintain the requested software deliverables 
[ 1 ]. Support processes have been developed in order to facilitate software organiza-
tion activities, different standards, methodologies, and methods focused on manage-
ment, development, evaluation, and software life cycle and organizational life cycle. 
At this point, it is necessary to highlight International Organization for Standardization 
(ISO) standards that prescribe processes, each of them with a specifi c aim:

•    ISO/IEC 122007:2008 [ 2 ] establishes a common framework for software life 
cycle of processes with well-defi ned terminology that can be referenced by the 
software industry.  

•   ISO/IEC 15288:2008 [ 3 ] establishes a common framework for describing 
human-created life cycle of systems. It determines a set of processes and associ-
ated terminology that can be applied at any level in the hierarchy of a system’s 
structure.  

•   ISO/IEC TR 24744:2007 [ 4 ] was defi ned through the large number of standards 
with similar concepts used for describing process reference models whose 
process descriptions vary in format, content, and level of prescription. Uniform 
descriptions combine processes from different reference models, facilitating the 
development and comparison of new models.    

 The second section of this related work presents the most popular languages and 
notations to process defi nitions. 

 The usual comparison between software processes and manufactured processes 
has entailed many efforts to describe and automate them. Thus, these efforts have 
been addressed in different stages. First-generation languages, known as Software 
Process Modeling Languages (SPMLs), were developed during the 1990s. Some of 
them were rule based such as MARVEL [ 5 ]; others were Petri net-based such as 
SPADE [ 6 ], or some others programming language-based such as SPELL or 
APPL/A [ 7 ]. All of them were focused on executability, but their complexity and 
emphasis on formality and infl exibility have made them not to succeed in the 
industry. 

 An alternative is BPMN, since it still remains as the preferred technology in the 
industry. Its simplicity, standardization, and support for executing processes are 
the key for being widely used. However, this language is more oriented towards 
business processes description, which constitutes a less specifi c scope than this of 
software processes. 

 As a result, many UML-based approaches were developed and a new language 
generation for software processes was introduced. Some of them were UML 1.3 
based such as in Di Nitto et al. [ 8 ]; another uses a subset of UML 1.4 such as Chou’s 
approach [ 9 ]. In addition, UML4SPM [ 10 ] was proposed as a candidate for the new 
version of the Object Management Group’s (OMG) standard called Software 
Process Engineering Metamodel (SPEM) [ 11 ]; nevertheless it is based on SPEM 
1.1 and UML 2.0 behavior modeling concepts. It mainly focuses on the enactment 
support and two alternatives were defi ned. 
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 From the standardization point of view and regarding the software-specifi c domain, 
there are two main languages today: ISO/IEC 24744 [ 12 ] and SPEM 2.0. As it can be 
noticed, both pursue the same objective despite they differ in some aspects:

•    ISO/IEC 24744, Software Engineering Metamodel for Development 
Methodologies, is an international standard that defi nes a metamodel for meth-
odologies of development in the software environment. It does not use OMG’s 
strict metamodeling approach, but the power-type pattern that was adopted for 
metamodeling in the methodologies domain in [ 13 ].  

•   SPEM 2.0 provides a language for software methodologies, takes the Meta- Object 
Facility (MOF) [ 14 ] as a starting point, and is defi ned as a UML profi le. It has a very 
diffi cult structure since it introduces extension mechanisms, compliance points, 
and concepts to distinguish method contents from processes, what make the 
specifi cation turns out very complex and diffi cult to understand.    

 In recent years, model-based engineering has been established as a standard 
approach for software development. MODAL (Model-Oriented Development 
Application Language) [ 15 ] is a SPEM 2.0-based process modeling language that 
introduces additional concepts to exploit the potential of MDE. Unlike SPEM, it is 
more focused on process model execution, even though the standard complexity is 
reproduced here. 

 To summarize, efforts in Software Process Engineering area have been headed by 
two different aspects: on the one hand, methods and standards defi nition in order to 
prescribe what a process should accomplish and, on the other hand, the need to have 
a language for the process defi nition. Last decades have witnessed the birth of many 
approaches and a parallelism between software development paradigms and 
processes for their development has always been evidenced. As a result, proposing 
MDE for process engineering may be a solution to cope with this classic problem.  

3        A Metamodel for Software Process Management 

 Many approaches have been developed in order to recommend the required elements 
in a process as well as describing it. The main element in all of them is Software 
Process, but the concepts included in these approaches differ. This situation has 
motivated the development of the standard ISO/IEC TR 24744, which is issued as a 
guideline for the process description. 

 These and the fact of using MDE to possibly manage the conceptual complexity 
of Software Process Engineering have been the basis of our proposal, that is, a 
metamodel for Software Process Support. This approach is presented in the form of 
a MOF-compliant metamodel as it is shown in Fig.  1 .

   The  Process  metaclass is the main class in the metamodel. It represents a set of 
ordered actions executed by someone in order to produce something. The attributes 
in this metaclass, the name of the process and a short description of it, have been 
incorporated in accordance with ISO/IEC TR 24744 standard. 
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 The actions included in a process are represented by the  Activity  metaclass. 
These activities are arranged within the process, although one activity can also 
contain several activities. This recursive relation is explicitly requested by the 
standard. 

 There are two kinds of stakeholders involved in performing an activity, which 
are classifi ed depending on the involvement degree: an actor, who is the main exec-
utor of the activity, is represented by the  Executes  metaclass, whereas the  Participates  
metaclass represents the set of stakeholders who contribute, but is not directly the 
main responsible for it. Each of them includes a name and a description attributes. 
At least one executor is necessary to defi ne an activity. 

 The  Product  metaclass represents the product resulting when executing a pro-
cess. This product can be developed from scratch, during the execution of the activi-
ties, or can be provided from a previous product. In this case, the original product 
will be defi ned as an entry and modifi ed within the activity in order to obtain the 
outcome. 

 Finally, the  Metric  metaclass deals with process information elements. Metrics 
in processes are limited-value established and represented through the  Indicator  
metaclass. 

 The main feature of our approach is simplicity, unlike others presented in the 
previous section. This metamodel offers a suitable mechanism for process defi nition 
by covering the main software process concepts and being an ISO/IEC TR 24744 
compliant. This simplicity must develop a whole model-based solution, as it will be 
studied in next sections.  

class ProccessMetamodel

«metaclass»
Process

-  id  :String
-  name  :String
-  shortDescription  :String

«metaclass»
Product

-  id  :String
-  name  :String
-  shortDescription  :String
-  version  :String
-  date  :Date

«metaclass»
Activity

-  id  :String
-  name  :String
-  description  :String

constraints

«metaclass»
Indicator

-  limitedValueLower  :Value
-  limitedValueTop  :Value

«metaclass»
Metric <Value>

-  name  :String
-  description  :String
-  measure  :String

«metaclass»
executes

-  name  :String
- description  :String

«metaclass»
participes

-  name  :String 
-  description  :String

0..*

participes

0..*

1..*

executes

0..*

0..*

1..*

Product

0..*

+isMeasure

1..* 1..*

1..*
{ordered}

1..*

+exit

1..*

1..*

+entry

0..*

{Invariant:: this.product.contains.intersect(this.process.exit).isEmpty() = false}

  Fig. 1    Process metamodel       
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4      An Enterprise Architecture Profi le 

 A profi le is defi ned in a UML package through the stereotype <<profi le>>, indicat-
ing that it will extend a metamodel. There are three mechanisms used to defi ne these 
profi les:

•    Stereotypes. They are defi ned by a name and a series of elements of the 
metamodel with which they can be associated. Graphically, the stereotypes are 
set in boxes, <<stereotype>>.  

•   Restrictions. They impose conditions on the previously stereotyped elements of 
the metamodel, so as to describe, among others, the conditions that they have to 
check in a “well-built” model. A commonly used language of restriction is OCL. 1 

   e.j: Invariant:: this.product.contains.intersect(this.process.exit).isEmpty()=false     

•   Tagged Values. There are additional meta-attributes that can be associated with 
the metamodel of a metaclass extended through a profi le.    

 To build the profi le, the software process metamodel should be used as shown 
in Fig.  1 . A stereotype is included within the package <<profi le>> for each element 
of the metamodel contained in the profi le. It is named as the metamodel elements; 
thus a relationship between the metamodel and the profi le is established. Then, any 
item needed to defi ne the metamodel can be labeled with a stereotype [ 29 ]. In this 
case “Participies,” “Executes,” “Activity,” “Product,” “Process,” “Indicator,” and 
“Metric” will be created. 

 In our example, Participies and Executes extend of the metaclass “Actor;” 
Activity and Process extend of the metaclass “Activity;” and Product, Metric, and 
Indicator will extend of Artifact. Tagged values are defi ned as the profi le attributes 
elements that appear in the metamodel. The defi nition of their types and possible 
initial values must be included. 

 In the given example, the attribute “measure” of the metaclass Metric and the 
attributes LimitedValueTop and LimitedValueLower of the metaclass Indicator have 
to be added as tagged values since the metaclass implicitly has other attributes. 
We will defi ne the profi le constraints from the domain constraints. For example, 
either the multiple associations listed in the domain metamodel or any individual’s 
business rules of the application must be translated when the relevant restrictions are 
defi ned. In this case, there is one the invariant of Activity (Fig.  2 ).

   Invariant:: this.product.contains.intersect(this.process.exit).isEmpty()=false  

5      An Example: NDTQ-Framework 

 NDTQ-Framework is based on the metamodel analyzed in Sect.  3 . It formally 
defi nes all processes currently supported by NDT [ 16 ], although it is also fl exible 
and can be adapted to different levels and typologies of developments. 

1   http://www.omg.org/technology/documents/modeling_spec_catalog.htm#OCL . 
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 NDTQ-Framework defi nes processes on the Enterprise Architect tool through a 
specifi c pattern dealing with process description, based on the proposed ISO/IEC TR 
24774:2007 and ISO12207. It thoroughly defi nes the six groups of processes that 
include NDT-methodology. However, due to their extension, they will not be fully 
explained in this paper, but briefl y introduced below. Only the requirements engineering 
process, which belongs to the software development processes, will be pointed out.

•    Processes of Software Development. These processes support different types of 
life cycles: classical or sequential, agile, iterative, and incremental. They are 
defi ned on the basis of NDT life cycle, although the terminology has been 
referenced on ISO 12207 standard.  

•   Processes of Software Maintenance. These processes are based on the best prac-
tices defi ned both in ITIL [ 17 ] and CMMI [ 18 ]. This group only defi nes the 
process beginning when the project is in production and ending when the system 
falls into disuse.  

•   Processes of Testing. These processes are based on the fi rst results of ISO/IEC 
29119 [ 19 ]. This group defi nes Testing Organization, Testing Management, and 
Testing Execution.  

•   Processes of Software Quality. This group of processes is based on ISO 
9001:2008 and the good practices of CMMI. This group defi nes the following 
processes: Managing Corrective and Preventive Actions, Documentation, 
Control and Records, Human Resource Management, Customer’s Satisfaction, 
Data Analysis and Review by the Director of the Organization, Technology 
Watch, Monitoring Indicators, Elaboration of Standards, and Internal Audits.  

 pkg Software Process
«metaclass»

Activity

+ isReadOnly  :Boolean = false
+ isSingleExecution  :Boolean
+ parameterName  :String
+ postcondition  :String
+ precondition  :String

«metaclass»
Actor

«metaclass»
Artifact

+ fileName  :String

Executes Participant

Process Activity

Product Indicator

- limitedValueTop  :int
- LimitedValueLower  :int

«extends» «extends»

«extends» «extends»

«extends» «extends» «extends»

Metric

- measure  :int

  Fig. 2    Software process profi le       

 

Software Process Management: A Model-Based Approach



174

•   Processes of Project Management. They are based on some of the practices of the 
Project Management Body of Knowledge (PMBOK) [ 20 ] and CMMI. This 
group defi nes the following processes: Event Management, Personnel 
Management, Project Monitoring, Change Management, Schedule Management, 
and Cost Management.  

•   Processes of Security. This process is based on ISO 27001. This group defi nes the 
following processes: Physical and Environmental Security, Asset Management, Risk 
Analysis, Security Organization, Communications Management and Operations, 
Security Incident Management, and Business Continuity Management.    

 The following information is provided by each of the processes mentioned 
above: roles or participants involved in its execution, indicators, tasks or activities, 
and deliverables of the process. All this information matches with the attributes 
included in the metamodel defi ned in Sect.  3 . To illustrate all the processes above is 
out of the scope of this paper. However, in order to present the approach, the require-
ments engineering process will be explained in detail. Figure  3  shows the map of 
activities for the requirements engineering process.

   The Requirements Engineering includes the necessary fl ow of activities to gener-
ate the system requirements document. NDT-Suite, which consists of a set of very 
useful free tools to apply the NDT-methodology, can automatically create and revise 
the requirement documents [ 21 ]. 

 After fi nishing this process, all participants must reach a consensus and approve 
the fi nal system requirements document. The requirements engineering process 
involves four roles or participants: Project Manager, Monitoring Committee, Project 
Manager at SQA, and Responsible for User’s Area. 

 The Project Manager must carry out the fi rst activity within the requirements 
engineering process. This activity is referenced in Fig.  3  as “RS01-Get information 
about the environment and defi ne objectives.” In this activity, the Project Manager 
must approach to the environment where the system will be implemented. During 
this activity, the terminology used in the project, users and customers who will par-
ticipate, as well as the main objectives must be set. 

 In the next activity, the Monitoring Committee must approve the project scope 
and objectives previously established. This activity is referenced in Fig.  3  as 
“RS02-To approve the scope.” Once the objectives have been identifi ed, the system 
requirements must be captured. This task is carried out by the Project Manager and 
includes fi ve activities: (1) identifying and defi ning storage requirements, (2) iden-
tifying and defi ning actors, (3) identifying and defi ning functional requirements, (4) 
identifying and defi ning interaction requirements, and (5) identifying and defi ning 
nonfunctional requirements. 

 After completing the system requirements document and before being reviewed 
by the user, the document must be validated by the Project Manager at SQA. This 
validation involves three other steps: automatic validation through NDT-Suite, 
which will generate the corresponding report; validation of the technician 
 responsible of SQA; and validation of the technical coordinator. 

 The Responsible for User’s Area, after identifying and describing requirements, 
must validate it. Audits, thesauri, or ontologies are techniques for requirements 
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validation. The fi nal aim of this task is to detect and correct as much errors found 
during the description of requirements as possible. To elaborate the glossary, 
NDT-Glossary [ 22 ] is recommended (this tool is included in NDT-Suite). Finally, if 
the Responsible for User’s Area has not detected any error or inconsistency in the 
requirements identifi cation, the Monitoring Committee approves the system require-
ments document. 

  Fig. 3    Map of activities of the requirements engineering process       
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 As it has been discussed in this section, each process defi ned by the NDT- 
methodology needs to indicate certain relevant information such as the participants 
involved in its execution, indicators, tasks or activities, and deliverables of the 
process. 

 NDTQ-Framework allows quick and direct access to all information associated 
with an element within the NDT-framework. For instance, from the process, it can 
be accessed, among others, to all the information related to actors involved in its 
execution, its associated indicators, its deliverables, or its associated tasks or activi-
ties. Besides, NDTQ-Framework guarantees the traceability among these elements. 
It also offers a set of tools to orchestrate all NDT processes. Today, we are currently 
working on this line of research (Fig.  4 ).   

6         Conclusions and Future Works 

 This paper presents a solution for software process defi nition founded on a model- 
based approach according to ISO/IEC TR 24744, the standard guideline to establish 
the concepts related to software processes. This solution is offered by a metamodel 
and an UML profi le and is implemented in Enterprise Architect. A concrete solution 
named NDTQ-Framework is also presented. 

 It has been used in several real projects where some relevant conclusions can be 
deduced. Firstly, a model-based mechanism to defi ne software processes can be 
very useful, but, if concrete syntaxes and semantic to represent them are not provided, 
it fails to be used in companies. Otherwise, communication problems can arise. 

  Fig. 4    NDTQ-Framework screenshot       
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UML profi les and a UML-based tool seem to be good options to represent them in 
the software process environment since the development team usually knows 
this notation. 

 A tool supposes a required and essential necessity to offer a solution for model 
process defi nition. In fact, defi ning a process under a metamodel guarantees unifor-
mity and a correct defi nition according to the standard. However, if a suitable tool is 
not defi ned, the maintenance of these processes can result too complex, and incon-
sistencies between the defi ned process and the real process can arise. 

 One of the most important aspects concerning this process, which is widely 
recommended in many standards and good practices manuals, is the continuous 
improvement. To have a process map, a clear relationship between activities and 
mechanisms for metric and defi nition measurement are elements to be taken into 
account in a continuous improvement program. Consequently, to have a suitable 
mechanism for defi ning and maintaining becomes necessary, and it can only be 
obtained through a tool. 

 The solution proposed in this paper entails that, in NDTQ-Framework, processes 
are not only defi ned under the standard, but they are also connected and interrelated; 
thus the mechanism to maintain them improves. Besides, this interrelation and con-
nection and the fact that it is based on UML notation reduce the learning curve. 

 As future work, this approach is aimed for improving in different ways. Firstly, 
we are working on extending our framework with new processes, like some frag-
ments of ITIL or PMBOK. Secondly, this tool can be improved with a mechanism 
of orchestration oriented towards the idea of NDTQ-Framework as a whole solution 
in order to process defi nition, documentation, and maintenance. 

 Nevertheless, at this point, there is not support to processes execution, and com-
panies usually have a manual mechanism to solve this situation. In this sense, NDT- 
Suite can offer a fi rst step to support it, although it is not enough. The processes 
execution defi ned by our metamodel represents a very relevant line of research. 

 Additionally, getting metrics and indicators during the process execution poses 
another line of research. A solution may allow organizations to identify, extract, and 
analyze data to support decision-making.     
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    Abstract     The model-driven development defi nes the software development process 
as a set of iterations to create models and a set of transformations to obtain new models. 
From this point of view, this paper presents the enhancement of a model- driven 
approach, called navigational development techniques (NDT), by means of new models 
and transformations in order to generate test cases. It also states some conclusions 
from the research work and practical cases in which this approach was used.  

1         Introduction 

 Model-driven development (MDD hereinafter) is a software engineering paradigm 
focused on creating and exploiting domain models [ 1 ]. Navigational development 
techniques (NDT) [ 2 ] is a development framework which follows MDD. Therefore, 
NDT describes the full software development cycle indicating which models generate 
in each phase and how to derive the models of a phase from those of a previous 
phase. Projects developed with NDT start with a goal-oriented phase of require-
ments and apply use cases for defi ning requirements and transformations so as to 
generate the following models. 

 NDT was initially defi ned to deal with Web development requirements, but it has 
evolved in the last years and nowadays it offers a complete support for the complete 
life cycle. NDT covers viability study, requirements treatment, analysis, design, 
construction, or implementation as well as maintenance and test processes. Additionally, 
it supports a set of processes to bear out project management and quality assurance. 

      Improving NDT with Automatic Test Case 
Generation 
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 Figure  1  depicts the development process as defi ned in NDT. This development 
process is independent from the development life cycle, so any life cycles (e.g., 
cascade or iterative) may be applied. Testing is always a mandatory task (Fig.  1 ) 
regardless of the type of project. Thus, there is a need of incorporating techniques 
in order to defi ne test cases. Moreover, due to the MDD nature of NDT, these tech-
niques should be described in terms of the proper elements of MDD, mainly models 
and transformations from models to models.

   This paper describes how NDT has been extended to incorporate functional system 
test cases [ 3 ]. These test cases verify that the system under test commits the behavior 
defi ned in its functional requirement. NDT models the functional requirements as 
use cases; thus, both terms will be used as synonyms in this paper. 

  Fig. 1    NDT development process overview       
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 This paper is organized as follows. After this introduction, Sect.  2  offers an overview 
of the existing techniques dealing with generating functional test cases from func-
tional system requirements defi ned as use cases. Section  3  describes the techniques 
used to generate test cases. Section  4  summarizes the extension of NDT to incorpo-
rate those techniques from a MDD perspective. Section  5  presents practical applications 
for NDT enrichment with test case generation. Finally, Sect.  6  states the conclusions 
and ongoing work.  

2       Related Work 

 There are several approaches generating functional test cases specifi cally from a 
functional requirements model defi ned as use cases by means of MDD. A survey 
about this issue, which updates the original survey published in [ 4 ], has been pub-
lished in [ 5 ] at the end of 2011. Some specifi c approaches studied in Escalona’s 
survey are described in next paragraphs. 

 Frölich et al. [ 6 ] introduce an approach describing how to translate a functional 
requirement from natural language into a state-chart diagram in a systematic way as 
well as how to generate a set of functional test cases from that diagram. Naresh [ 7 ] 
presents an approach dealing with translating a functional requirement from natural 
language into a fl ow diagram and performing a path coverage technique to generate 
test cases. Mogyorodi [ 8 ] introduces an approach describing functional require-
ments as cause-effect graphs which generates test cases from diagrams. Boddu et al. 
[ 9 ] present an approach divided into two blocks: the fi rst one describes a natural 
language analyzer generating a state machine from functional requirements, and the 
second one shows how to create test cases from such state machine. 

 Ruder’s [ 10 ] approach starts with functional requirements written in natural lan-
guage. The result is a set of functional test cases obtained from a coverage criterion 
based on combinations that support Boolean propositions. Binder’s book [ 11 ] 
describes the application of the category-partition method over use cases. The cat-
egories are any point in which the behavior of the use case may be different between 
two realizations of the use case. This application is named the extended use case 
pattern. Finally, Ibrahim et al. [ 12 ] offer a tool, called GenTCase, which generates 
test cases automatically from a use case diagram enriched with each use case tabular 
text description. 

 Escalona’s survey claims that there is no defi nitive approach that closes the prob-
lem of generating functional text cases automatically in a satisfactory way, what 
implies a lack of evolution among the existing approaches. Thus, there are some 
aspects to be improved, like the use of standards for inputs and outputs, the applica-
tion of standards and more formal methods to describe the process itself, the need 
for empirical results or the measure of the possible automation, and a profi table tool 
supporting, among others. Conclusions of Denger’s survey go in the same line.  
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3      Techniques for Test Cases Generation 

 Two techniques have been identifi ed for generating test cases from use cases, from 
the surveys cited in previous sections: round-strip strategy and extended use cases 
(terminology defi ned by Binder in [ 11 ]). Below, these techniques will be described 
in depth. 

 The round-strip strategy consists in the application of a classic algorithm of path 
fi nding over a state machine. The behavior described in a functional requirement may 
be managed as a graph or as state machine despite its concrete syntax. Hence, a path 
searching allows identifying all the different paths across the behavior. Each path will 
be a scenario designed together with the system. Each scenario is a potential test case 
for testing the right implementation of such scenario in the system under test. 
Generation of test cases from state machines is a widely described topic in research 
literature. Previous section presented several references about this topic in the specifi c 
use cases context, like [ 6 ,  7 ,  9 ]. Figure  2(a)  shows an example of the round-strip strat-
egy using the behavior of a use case defi ned as an activity diagram.

   The extended use case pattern consists in applying the category-partition method 
[ 13 ] to use cases. The category-partition method is a technique based on identifying 
categories and partitions and then generating combinations among such partitions 
(Fig.  2b ). In the context of functional requirements, a category is any point for 
which the functional requirement defi nes an alternative behavior (Fig.  2b ). Besides, 
a partition is defi ned as a subset of the domain of the condition evaluated in the 
category which decides whether a concrete piece of behavior is executed or not. 
Once all categories and partitions are identifi ed, a combination among them is per-
formed and each combination becomes a potential test case. The previous section 
presented several references about this topic in the specifi c context of use cases, like 
[ 10 ] or [ 11 ]. Figure  2b  shows an example of the category-partition method (as 
described in [ 11 ]) using the same behavior as Fig.  2a .  

  Fig. 2    Examples of round-strip strategy ( a ) and extended use cases ( b ) techniques       
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4      Extension of NDT 

 This section describes the work carried out to extend NDT after including the two 
techniques presented in the previous section. Section  4.1  defi nes the information 
involved. Then, Sect.  4.2  defi nes how to apply both techniques to obtain the target 
test artifacts from the functional requirements. Finally, Sect.  4.3  offers an overview 
on the application of Sects.  4.1  and  4.2  results. 

4.1         Concepts and Metamodels 

 Due to the model-driven nature of NDT, the concepts involved in generating func-
tional test cases should be identifi ed and defi ned as metamodels. A metamodel defi nes 
the concept in terms of its attributes and its relationships with other concepts [ 1 ]. 

 Four metamodels were designed. The fi rst one (Fig.  3 ) defi nes the necessary ele-
ments from functional requirements to generate test cases. These elements consti-
tute a subset of functional requirements. Therefore, it only involves the elements 
used for test cases generation. This metamodel may be applied with other frame-
works apart from NDT. The functional requirement metamodel (Fig.  3 ) includes 
classic elements of functional requirement defi ned as  use cases , Step or Actor, 
among others, widely described in the literature.

   The second metamodel (Fig.  4 ) defi nes the concepts resulting from the round- 
strip technique (Fig.  2a ). Each path is called test scenario (element  TestScenario  in 
Fig.  4 ) and the traverse/crossed steps are classifi ed into actions (element 
 ActionFromTestScenario  in Fig.  4 ) when performed by an external actor or into 
verifi cations (element  Verifi cationFromTestScenario  in Fig.  4 ) when performed by 
the system and, therefore, is suitable to introduce an assert during the test.

   The third metamodel (Fig.  5 ) defi nes the concepts resulting from the category- 
partition method. Categories are modeled using the element  OperationalVariable  

class Functional Requirement Metamodel

SystemActor

name:  String
description:  String

FunctionalRequirement

name:  String
description:  String
priority:  String
notes:  String [0..1]

Step

action:  String
mainStep:  Boolean

ExecutionOrder

target1

in*

1

out *

executor

0..1

interaction

1..*1
step

1..*
{ordered} source

  Fig. 3    Metamodel for functional requirements       
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(as named in [ 11 ]), whereas partitions are modeled through the element  Partition.  
The element  Instance  points out an evaluation of an operational variable, for 
example, A or B cells in Fig.  2b , and allows distinguishing it from other evalua-
tions of the same operational variable, in case the behavior of the functional 
requirement has loops. A  Quantum  element models a value transfer from a partition 
to an instance. A combination (a row in Fig.  2b ) is modeled using the element 
 Instancecombination .

   Finally, the last metamodel introduces artifacts that combine the results of the 
two previous techniques in the same model. This last metamodel does not introduce 
any new information. However, it offers glue elements to represent the information 
through a common artifact (called test case), the steps from a functional require-
ment as well as a combination of partitions. Figure  6  shows the tracing relation 
between the four metamodels. Tracing enables knowing which test artifacts have 
been generated for each functional requirement.

class Test scenarios

TestScenario

name:  String
description:  String
notes:  String [0..1]

StepFromTestScenario

body:  String

TestActor

name:  String
description:  String

VerificationFromTestScenarioActionFromTestScenario

testScenarioStep

1..* {ordered}

scenario

1..*

executor

1
interaction

1..*

{complete,
disjoint}

  Fig. 4    Metamodel for test scenarios       

class Test Values

OperationalVariable

name:  String
description:  String
domain:  String [0..1]
comments:  String [0..1]

InstanceCombination

description:  String [0..1]

DataPartition

name:  String
description:  String [0..1]
rangeOfValues:  String [0..1]

Instance

Quantum

partition

1..*

subdomain

specific *

general
0..1

instance
1..*
{ordered}

operationalVariable

quantums

1..*

combination
1..*

quantum
1..*

instance
1

quantum

1..*

dataPartition

1

  Fig. 5    Metamodel for test values       
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   Some additional elements from the metamodels have been omitted. These elements 
introduce additional concepts like preconditions and packages. The four former 
metamodels have been added to the set of metamodels managed and supported by 
NDT as part of its MDD development process.  

4.2       Relations and Transformations 

 Section  4.1  described the concepts involved in the improvement of NDT to generate 
functional system test cases. This section goes one step beyond and describes how to 
apply the two techniques presented in Sect.  2  (round-strip and extended use cases) 
using the information from the functional requirements metamodels (in the previous 
section) as source and the information from the testing metamodels as target. 

 The process of applying both techniques is defi ned according to the identifi cation 
of a set of relations between source concepts (functional requirements) and target 
concepts (test scenarios and operational variables combinations), as observed in 
Fig.  7 . The task of identifying these relations consists in detecting how to build up one 
target element, for example, a test case, by means of the source elements and their 
information. Next paragraphs provide an overview of the three relations (named T1, 
T2, and T3 in Fig.  7 ) defi ned to create test scenarios, combinations of operational 
variables, and test cases from functional requirements.

   Relation T1 involves functional requirements and the round-strip strategy. As it 
was represented in Fig.  2a , the functional requirement behavior may be modeled as 
a state machine; the concept  Step  from Fig.  3  models the states; and the concept 
 Execution Order  models the transitions. Thus, a classic coverage criterion may be 
selected to traverse/cross the functional requirement and generate test scenarios. 
The all-loops criterion, in which all combinations among loops are traversed at least 
once, is the one selected to extend NDT. Test scenarios steps are generated from all 
the functional requirements steps. Action (element  ActionFromTestScenario ) and 
verifi cation (element  Verifi cationFromTestScenario ) classifi cations depend on 
whether there is a relation with a system actor. Finally, test actors are generated 
from actors, which, due to their attributes, are the same ones. 

class Dependencies

Functional Requirements Metamodel

Test Scenario Metamodel Test Values MetamodelTest Case Metamodel

«trace» «trace»«trace»

«trace» «trace»

  Fig. 6    Tracing relationships among metamodels       
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 Relation T2 in Fig.  7  involves functional requirements and the category- partition 
method. Operational variables are created from steps that have more than one output 
transition (modeled as an  ExecutionOrder  element). The outputs of the steps gener-
ate the different partition. Again, combinations may be calculated using several 
criteria, from calculating all possible solutions or calculate just a subset. 

 Relation T3 (Fig.  7 ) combines both techniques results. Test scenarios and com-
binations of operational variables merge using test cases.  

4.3      Application 

 On one hand, previous metamodels and transformations do not impose a concrete 
representation of the involved elements (functional requirements, test scenarios, 
operational variables, and test cases), but on the other hand, working directly with 
the metamodels object may be diffi cult, as shown in Figs.  8  and  9 . NDT does not 
impose a concrete syntax for requirements, allowing the defi nition of use cases by 
means of either a model defi ned in UML or a text template. As it can be observed in 
Fig.  8 , several concrete syntaxes may be used for defi ning functional requirements. 
The “?” indicates that any other syntaxes or formats plus the indicated one may be 
used.

    Thus, the fi rst step to apply the generation of functional test cases from func-
tional requirements deals with defi ning a process for extracting a functional require-
ment model in accordance with the metamodel introduced in Sect.  4.1 . This process 
depends on the specifi c syntax and it is out of the scope of this paper. Some previous 
work in this line was published in [ 14 ]. 

T1 T2

T3

  Fig. 7    Transformations among models       
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 In the same way, a model including the testing artifacts obtained after the applica-
tions of both previous techniques may not result the most suitable syntax (Fig.  9 ). 
Even more, different models may require different syntaxes. For example, a valid 
syntax for a test scenario model (an activity diagram) may not be the proper syntax 
for instance combinations. In this case, a table or an Excel sheet (Fig.  9 ) should be 
more valuable. Again, a question mark in Fig.  9  represents any other valuable syn-
tax. Next section introduces the software tools that implement these techniques and 
explain the concrete syntax they manage. 

 The relations stated in the previous section (T1, T2, and T3 from Fig.  7 ) were 
defi ned through the QVT-operational language as a necessary step to know how to 
implement the transformation process into an automatic tool. The QVT code may 
be downloaded from [ 15 ]. The metrics of the QVT code are collected in Table  1  and 
defi ned in [ 16 ].

   Table  1  adds an additional transformation, called T0, not included in Fig.  7 . This 
transformation contains common code used in other transformations. As reference, 
the Umls2Rdb transformation written in QVT operational and included in the QVT 
reference [ 17 ] has 65 lines of code, 6 mappings, and 1 query.   

5      Practical Experiences 

 Nowadays, several companies in Spain work with NDT. This is possible due to the 
fact that NDT is completely supported by a set of free tools, mainly grouped in 
NDT-Suite [ 18 ]. This suite enables the defi nition and use of every process and task 
supported by NDT (Fig.  1 ) and offers relevant resources for quality assurance, man-
agement, and metrics with the aim of developing software projects. The suite was 
also extended to implement the fi rst technique for test case generation using activity 
diagrams as the concrete input for functional requirements, and for the concrete 
syntax of the test scenarios generated. The implementation of the second technique 
is still an ongoing work. 

 However, the MDD perspective allows the concrete notations independency. 
Thus, the metamodels and transformations defi ned in previous section may be used 
out of the scope of NDT. The only request is that the source functional requirements 
must include the concepts defi ned in the functional requirements metamodel used 

 T0  T1  T2  T3 

 Total lines  124  118  290  170 
 Lines of codes  104  97  238  124 
 No. of mappings  1  4  5  3 
 No. of helpers  1  2  3  1 
 No. of queries  3  2  1  3 
 No. of input models  1  1  1  3 
 No. of output models  1  1  1  1 

    Table 1    Metrics for 
QVT-operational code   
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as the basis for the process. To remark this independency, a second tool, called 
MDETest, was created. The main differences between this tool and NDT-Suite are 
that MDETest implements the three target metamodels and it generates the tool 
use instances only for metamodels, so that it does not impose any restrictions over 
the concrete notations of the functional requirements input. Nowadays, this tool sup-
ports activity diagrams such as the syntax for functional requirements whereas it does 
not support any concrete syntax for the output. This tool is also available in [ 15 ]. 

 A very fi rst application of this extension was the AQUA-WS [ 19 ] project. 
EMASESA is a public company which deals with the general management of the 
urban water cycle, providing and ensuring water supply to all citizens in Sevilla. 
AQUA-Web-Services (also called AQUA-WS) project consists in the develop-
ment and implantation of an integrated business system for customer management, 
interventions in water distribution, cleaning, and net management. This system had 
1,808 functional requirements, which individually include several scenarios and 
alternatives. 

 During the development of AQUA-WS project the development team used NDT- 
Tool to generate the test plan, which had over 7,000 test cases generated from the 
different scenarios out of the 1,808 functional requirements. Estimating 5-min 
length to create a test scenario in the modeling tool, the amount of time gained with 
NDT-Tool reached 583 h (73 days, working 8 h a week). Even more, the test cases 
obtained were classifi ed in the right packages and they had tracing relations with 
the use cases source. The modeling tool used to manage use cases and test cases has 
search options to map the tracing relations, which makes more easy the task of 
working with a wide set of test cases.  

6      Conclusions and Ongoing Work 

 This paper presents a model-driven process, based on metamodels and transforma-
tions, with the aim of generating test cases from functional requirements. As a result 
of this work, NDT has been enriched with metamodels and transformations so as to 
generate test cases from functional requirements automatically by means of the 
NDT-Suite tool. 

 Extension has been tested in several projects and it opens new research lines. 
Firstly, we have to work in test cases prioritization mechanisms, consisting in giving 
relevance to functional requirements, as well as in redundant test cases detection. 
The practice concludes that it continues producing a high number of redundant test 
cases that the test teams have to detect by hand. One last ongoing work would deal 
with supporting the semantic of the inclusion and extension relations defi ned in 
UML [ 20 ] for use cases.     
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    Abstract     The paper describes design methods for designing a system of systems. 
Here a system must be designed to both carry out its function and also to fi t in with 
other systems. Design goes beyond optimizing one system but must provide ways 
to sustain relationships between systems in open complex environments. The nature 
of a system of systems is complex as individual systems must respond to any 
changes in related systems. They are characterized by continuous emergence and 
the need to maintain system integration as systems change and support creativity 
and innovation. The paper describes architectural framework made up of two parts 
that provides a structure to model systems and their emergence. The fi rst is an open 
system structure that models organizational structures that can evolve. This goes 
beyond the traditional hierarchical systems used in many models. Instead it sees 
organizational structures as collaborating open systems that are gradually leading to a 
social rather than hierarchical structure. The second is the collaborative architecture 
based on social networking superimposed on the structure to model collaboration 
between the systems. It thus combines social networking and an open model of 
business systems to provide a unifi ed framework to model a system of systems.  

1         Introduction 

 The increasingly specialized and competitive business environment today is creating 
a trend towards greater networking or what is sometimes called Enterprise 2.0 [ 1 ]. 
The emerging business networks are increasingly complex and dynamic in nature. 
They go beyond simple outsourcing of well-defi ned functions to providers. Now they 
also include complex networks where a number of organizations collaborate 
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to cocreate products [ 2 ] or services [ 3 ]. They are characterized by continually 
changing requirements that require greater agility at all levels of an enterprise. Each 
network member has its own system and must integrate their processes for effective 
collaboration. 

 Jarke and others [ 4 ] describe these trends to more complex systems or what is 
increasingly called systems of systems. They call for greater emphasis on evolving 
requirements rather than software engineering requirements in this new environment. 
They suggest more emphasis on using architecture as the foundation while drawing 
on ideas from complexity theory for sustainable design. Baxter and Sommerville [ 5 ] 
also suggest the trend to continuous construction rather than design. A further emphasis 
in dynamic complex systems is the need to place greater emphasis on social struc-
ture [ 6 ] and facilitated collaboration. Collaboration is currently mostly ad hoc with 
some claim that an average of 75 min a day are spent on ad hoc collaboration [ 5 ]. 
Other writers [ 7 ,  8 ] call for a more focused approach to collaboration. Pisano and 
Verganti [ 7 ] suggest that collaboration should be aligned to the business process 
whereas Patel et al. [ 8 ] defi nes factors that lead to successful collaboration based on 
a lengthy study that involved a number of organizations. 

 The basis of the paper is that complexity can be managed by providing ways to 
quickly create new collaborative systems within the system of systems to address 
unexpected change. These need an open system structure and a systematic way to 
defi ne the collaboration focused on business goals. These collaborative systems can 
grow if successful while at the same time existing units gradually reorganize to 
work within the emerging environment. This paper describes an architectural 
approach to organizing collaboration between systems. It is made up of two parts. 
One is the structure of businesses as a system of systems. The second part is the 
collaborative architecture [ 7 ] to model the collaborative processes for the systems to 
work together. The paper uses this architecture as a way to include collaboration and 
provides guidelines to system designers to create a collaborative architecture that 
shows the information fl ows needed to promote collaboration and support decision 
making in the system of systems. 

 The paper begins by describing the complex nature of the system environment in 
more detail. It then develops a way to create an architecture where collaboration 
between systems can evolve as systems dynamically change.  

2     The Impact of Complex Environments on Design 

 Complexity here is as defi ned in [ 9 ]. It does not focus on mathematical solutions but 
ways to manage the continuous change in business relationships. It focuses on 
issues such as emergence of new business activities, self-organization, and ways to 
quickly respond to environmental change. This places greater demands on system 
architectures to provide ways to maintain network collaboration [ 10 ] as systems 
evolve. Communication between systems must continue as complexity causes 
arrangements to change. Naranayan and others [ 11 ] note that increasing complexity 
makes it diffi cult for fi rms to realize the full benefi ts of networking. The diffi culty 
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comes from managing communication across systems as systems change. The main 
high-level requirements here are:

•    Designing for continuous scanning for the environment rather than dealing with 
predefi ned inputs  

•   Making choices of how to respond to the changes  
•   Emergence of new systems or relationships  
•   Responding to unexpected events by rearranging communication between exist-

ing functions  
•   Reorganization of existing business units  
•   Create new collaborative activity    

 Traditional methodologies focus on identifying a problem and proposing a solu-
tion to the problem. The solution includes the creation of software that addresses the 
problem. Once identifi ed the problem defi nes clear requirements to be satisfi ed by 
the software. Traditional methodologies require anyone designing systems in com-
plex environments to predict all possible inputs. Design methods in complex envi-
ronments cannot simply focus predefi ned inputs but must continually scan the 
environment to identify new threats or opportunities and create structures to address 
these opportunities. The requirements here are:

•     Process integration  is an important goal for a collaborative architecture to enrich 
knowledge sharing and collaboration across systems [ 10 ] as this has a positive 
impact on fi rm performance. Baxter [ 5 ] suggests a number of perspectives used 
in such change stressing both organizational and social change that often results 
from external inputs in a complex environment.  

•    Focused collaboration  is essential to address emergent issues. A collaborative 
architecture requires roles and interactions to be defi ned in ways that address 
emergent issues. The paper focuses on structures that go beyond ad hoc collabo-
ration but introduce a more formal structure of roles and relationships that defi ne 
business arrangements to address the new challenges. The requirement of a col-
laborative architecture is a clear defi nition of changes to role responsibilities and 
information fl ows.  

•    Creativity —Greater emphasis on a collaborative architecture that emphasizes 
social structures for organizational creativity [ 12 ] and ensuring that information 
fl ows support innovative activities.     

3     System Architecture: The Structure of Systems 

 This paper proposes a way to describe systems [ 13 ] in terms of layers of social 
systems and shows how these can be extended to a collaborative architecture. 
These levels are:

•    Society as a whole usually a nation state.  
•   Communities within the society such as local communities, professional groups, 

and sporting associations that make up society as a whole. Communities to 
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same extent can be seen as setting standards of behavior for participants of the 
community.  

•   Organizations such as corporations that include levels of decision making.  
•   Groups that have a well-defi ned goal and work within the parameters set by a 

higher-level structure such as business units, committees, teams, or task forces.  
•   Activities in groups that carry out well-defi ned tasks.    

 The levels do not in any sense suggest a hierarchical organization. The difference 
in the layers is on kinds of processes within the level. They focus more on the 
responsibility of the level within the system of systems. Thus, groups usually 
address one function that requires one or two levels of decision making. The orga-
nizational level differs from the group level in that they have more than two levels 
of decision making. Communities are where systems can collaborate to identify 
common goals. Living systems theory also includes lower-level systems. An activity 
is where a group engages in such as to decide how to arrange a software module. For 
example, a small team working on system module would be seen as a group. A 
project that includes a number of teams would be seen as an organization as here 
there are decisions on how to create teams and then how to manage them. For con-
venience a collection of systems is here called an enterprise. 

 Each of the systems in each level has its own processes and subsystems and 
interacts through boundary roles with other systems. The architecture shown in 
Fig.  1  illustrates system architectures by the large number of relationships between 
systems. These relationships are not simply hierarchical as found in traditional sys-
tems. They can take place between any two or more systems. Figure  1  shows a 
service organization that provides services to the community through one group and 
services to Business C through another group. There is also collaboration between 

Community

Organizations have multi-level decisions
Organizations can include other organizations
Groups usually have one focus of decision making

Services
organization

Development
group

Organization
(Business C)

Organization
(Business B)

Organization

Group Y
(Collaboration)

Liasion group

Group X

Organization
(Business A)
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  Fig. 1    The role of groups in system networks       
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businesses A and C through collaborative group W. Similarly there is collabora-
tion between businesses C and B through group Y. A number of these organizations 
(A, C, and B) are involved in policy formation for the organizations. In this paper 
groups play an important role in system evolution. Groups are seen either as fi xed 
concrete groups as, for example, a development group in the service organization. 
There are also what we introduce here as “virtual groups.” These are groups set up 
to facilitate collaboration, and members of these groups are also members of other 
groups, as for example, group W supports collaboration between organizations A 
and C.

4        System Architecture: The Collaborative Architecture 

 The goal of a collaborative architecture is to align the collaboration to the business. 
Each business system has its own system of communication. What is needed are 
ways to integrate the communication systems. This paper proposes the following:

•    All messages must be processed within a system while decisions are passed 
across system boundaries by boundary roles.  

•   Systems communicate by the transfer of message between their boundary roles.  
•   Each system processes all input messages consistently with information subsystems 

and responds through boundary roles.    

 The paper now describes the system architecture followed by the detailed design 
of individual systems. The steps here are:

•    Identify the systems and identify their goals and relationships between them.  
•   Defi ne boundary roles and their rules of interaction.  
•   Defi ne sustainable collaborative environments.    

 Figure  2  is an example of a way to describe an enterprise modeled as a system of 
systems. Here there are two partners and each partner as two systems within a sys-
tem of system. Here:

   Partner A develops products for distribution. The design is carried out in two 
groups, design groups A and B. Its boundary role is the product manager. 

 Partner B distributes the product for sale. Its boundary role is the delivery 
manager. 

 Each role is assigned some responsibility and links between these roles indicate 
that people assigned to the roles interact in carrying out their formal duties. For 
example, the product manager role is responsible for new product design for partner A. 
The roles are underlined in italics. The role responsibilities are shown in the boxes 
attached to the role. 

 There are two collaborative systems shown in Fig.  2 . These are:

•    Between design groups A and B for partner A, called design collaboration  
•   Between the two partners called “planning collaboration”    
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4.1     Guidelines for Well-Formed Collaborative Environments 

 The important criterion here is to maintain sustainable collaboration.

•    The goals of collaboration are clearly defi ned; these can require the formation of 
groups within the collaborative environment.  

•   There should be a coordinating role; this should be assigned to leaders or bound-
ary roles in the participating systems—in this case the product manager and the 
delivery manager.  

•   Each group within the collaboration should report to the coordinator.  
•   Leaders of related system group should be assigned to roles within the collabora-

tive group.  
•   Leaders of the groups report progress to the coordinator.  
•   All boundary roles should be included in the collaboration.    

 Using these guidelines, the design collaboration for Partner A is shown in Fig.  3 . 
Its goal is to maintain consistency between the design subsystems.

   Figure  3  shows the systems in product design. It has a product management sys-
tem that interacts with clients and arranges product design to be carried out by two 
design groups. The design groups are coordinated through a design collaboration 
process:

•    Identify boundary roles. Ensure there is one role to capture any relevant 
 information. Create a role to transmit decisions of the system. In this case there 
are a number of boundary roles. Each design group has a communication offi cer 
as one of its boundary roles and the department manager as the other. In product 
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development, for example, this is the client liaison, who interfaces with clients, 
and product manager who manages the design teams.  

•   Identify the expertise needed to deal with the inputs and distribute to roles with 
that expertise. In this case the role is taken by the department manager.  

•   The design requirements are distributed to the design manager, who works 
together with a number of team members.  

•   Include support for exploring ideas of how to deal with inputs. This requires 
ways to come up with ways to respond to change, evaluate them and decide. 
This is where association of ideas comes in and is supported for the team members 
and leader.  

•   Provide ways to initiate new systems as messages are associated. A system is cre-
ated when new knowledge is required. This particularly happens more often with 
community systems, for example, running a model as part of policy formulation.    

 People from the participating systems are assigned to the roles in the collabora-
tion. This is shown by the dotted lines. Examples are Patel et al. [ 8 ], who suggests 
connectors, and Sheate [ 14 ], who suggests greater emphasis on brokers. The empha-
sis on evolving architecture requires the ability to continually change relationships 
within a system while adapting to changes in requirements. It also implies a greater 
need to emphasize business rather than software design. 

 There is a coordination environment between the two businesses. The coordi-
nation, which is shown in Fig.  4 , is to arrange training on the parts and a delivery 
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schedule. Thus, the business managers of both partners jointly coordinate the 
collaboration.

   To do this the paper uses the idea of messages as going through a number of 
information subsystems [ 13 ]. It sees all the systems in having their own processes 
that deal with messages that cross the system boundary. Each message is processed 
through the following subsystems:

   S1—A subsystem to receive new messages across the system boundary.  
  S2—A subsystem to interpret messages created within the social system.  
  S3—An analysis to see the relevance of the messages and classify them.  
  S4—Distribution for further processing depending on the classifi cation.  
  S5—Storing any useful information.  
  S6—Analyzing message for their effect on the current context.  
  S7—Making a decision on any action that is needed to respond the message.  
  S8—The decision is encoded into a form that is understood by the recipient and 

becomes part of the system boundary.  
  S0—Reproducer that creates a similar system.    

 The subsystems are usually assigned to roles as shown in Figs.  3  and  4  that are 
carried out by people designated to carry out the role. Messages provide a generic 
basis for defi ning the transfer of information and knowledge between systems. The 
messaging is used to identify ways to develop the collaboration to sustain change 
over extended periods of time.   

5     Modeling Evolving Systems 

 The information subsystems provide guidelines for designing systems in detail. 
Figure  3  shows one such collaboration. It uses an open modeling approach based on 
semantics that focus on collaboration (Hawryszkiewycz, 2005). It is more structured 
than using rich pictures as the goal is to show information fl ows within systems. 

 Creativity itself has many dimensions. Nguyen and Shanks (2009), for example, 
distinguish between product creativity, process creativity, and people creativity. Chang 
[ 12 ] calls for greater structure in the communication needed to support creativity. 
Pisano and Verganti [ 7 ] similarly suggest that a collaborative architecture is needed. 

5.1     Describing Emergence 

 There are thus some minimal basic commands that can lead to any possible 
emergence. 

 These semantics are then described in terms of lower-level concepts that can be 
used to defi ne the detailed system structure. The remainder of the paper now 
describes lower-level semantics. 
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 The structure of loosely connected by interacting systems provides the architectural 
foundation for evolving system of systems at the business level. It provides a struc-
ture where new groups can be established to foster spontaneous collaboration [ 15 ] 
between existing units with minimal disruption to the existing units. The impor-
tance of a business approach is to see evolution at the top levels. Modeling should 
give insights on ways to address and ways to continually restructure working 
arrangements in the business activities. A typical evolutionary scenario follows:

•    Evolution often starts with role emergence with a role assuming new responsi-
bilities often in response to some unexpected input.  

•   A particular role can then identify another role in another system to collaborate 
with.  

•   Together they create a collaborative group in the same way as described in 
Krogh [ 15 ] as emerging spaces.  

•   Roles are identifi ed for the collaboration but the roles are taken by people in 
existing systems.  

•   New roles are added if collaboration grows and taken by people in existing 
systems.  

•   New roles are added and taken by new people if the collaboration becomes a 
source of new formalized practices and becomes ongoing and permanent.    

 The fl exibility of such evolution provides a framework for managing within 
complex environments. As new messages come across a systems boundary, it must 
decide whether it is relevant to how to deal with it. The message can be managed 
within the system or if necessary passed across a boundary or requires the emer-
gence of a new structure that satisfi es well-formed criteria. They must also create a 
collaborative environment where they can leave together. 

 The basis of this paper is that people in different systems can initiate new struc-
tures. This requires both services and an implementation of these services. Often 
this is simple to reproduce a known group. 

 Create collaborative virtual space (often a workspace). 
 Create virtual role. 
 Assign existing role to virtual role. 
 Provide access to artifact. 
 Provide collaboration tools with the shared space.   

6     Cloud Implementation 

 The cloud provides a way to support the growth of collaboration. How can a cloud 
be used to facilitate collaborative emergence by providing services to create col-
laborative emergent spaces within the cloud? A possible way is for a role to create 
a container in the cloud and then grow the collaboration over time (Fig.  5 ).
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7        Summary 

 The paper suggested that new approaches are needed to manage the evolution of a 
system of systems in the emerging networking environments. It used ideas from 
complexity theory to identify the requirements and defi ned a way to model enterprise 
architecture as a system of systems. It then defi ned a way to describe networked 
architectures as an open system for showing collaboration between systems. It then 
superimposed a collaborative architecture on the open system to model collaboration 
within open environments.     
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Abstract Product architecture derivation is a crucial activity in software product 
line (SPL) development since an inadequate decision during the architecture design 
directly impacts the quality of the product under development. Although some 
methods for architecture derivation have been proposed in the last few years, there 
is still a need for approaches that model the impact among architectural design deci-
sions and quality attributes and use this information to drive the derivation of high- 
quality product architectures. In this paper, we present an approach for integrating 
quality attributes in early stages of the SPL lifecycle. The approach is based on a 
multimodel that explicitly represents the product line from multiple viewpoints (e.g., 
variability, functional, and quality) and the relationships among them, as well as on a 
derivation process that makes use of this multimodel to derive a product architecture 
with the required quality attributes from the product line architecture. The feasibility 
of the approach is illustrated using a case study on the automotive domain.

1  Introduction

A software product line (SPL) is a set of software-intensive systems that share a 
common, managed set of features developed from a common set of core assets in a 
prescribed way [7]. Software product line engineering (SPLE) aims to develop 
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these systems by taking advantage of the massive reuse of core assets in order to 
improve time to market and product quality.

Software product line development has characteristics, which distinguish it from 
the development of individual products. In SPL development there is a product line 
architecture, which includes the variations needed to cover the different products, 
and the product architectures, which are instances of the product line architecture 
achieved by exercising variation mechanisms. However, in those cases where levels 
of quality attributes that fall outside the original specification of the product line are 
needed (and cannot be achieved by the product line variation mechanisms), some 
architectural transformations may be applied when deriving a product architecture 
to ensure that these levels of quality attributes are met [3].

Although several methods for architecture derivation using multiples viewpoints 
have been proposed in the last few years (e.g., [2, 4, 9, 16]), there is still a need for 
approaches that model the impact among architectural design decisions and quality 
attributes and use this information to drive the derivation of high-quality product 
architectures. The objective of this paper is to present a multimodel (i.e., a set 
of interrelated viewpoints describing the products that can be derived from the 
product line) as well as its use for deriving product architectures with the required 
quality attributes from the product line architecture. This multimodel contains the 
functional and variability viewpoints and also integrates a quality viewpoint, 
allowing the explicit representation of the relationships and constraints among the 
elements of these viewpoints.

The main contribution of the paper is the use of model-driven engineering prin-
ciples as a way to provide a richer semantic representation of a software product line 
(the multimodel). It provides a sufficiently formal interrelated model that can be 
supported by tools capable of automating portions of the product line production 
planning. In this paper, we illustrate how the multimodel can be used as input in a 
quality-driven derivation process that will apply architectural transformations 
(i.e., architectural patterns) to the product line architecture in order to derive prod-
uct architectures with the required levels of quality attributes, when this cannot be 
achieved by exercising the product line built-in variation mechanisms.

The remainder of the paper is structured as follows. Section 2 discusses existing 
approaches for the automatic derivation of product architectures. Section 3 provides 
details of the multimodel concept and the different viewpoints that can be used for 
representing a software product line. Section 4 describes a quality-driven model trans-
formation process that allows obtaining product architectures with the desired quality 
attributes. Section 5 illustrates the feasibility of the approach through a case study in 
the automotive domain. Finally, conclusions and future work are presented in Sect. 6.

2  Related Work

Several approaches dealing with the use of multiple viewpoints for the automatic 
derivation of product architectures have been proposed in the last few years 
(e.g., [2, 4, 9, 16]).
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In the approach by Botterweck et al. [2], the product architectures are produced 
by means of an ATL model transformation process, which takes as input a domain 
architecture model and an application feature model and generates an application 
architecture model, simply by copying the elements. This approach describes the 
product line architecture as the union of components that can be present in any 
configuration, but does not explicitly address quality attributes. Similarly, Cabello 
et al. [4] produce product architectural models by means of a QVT transformation. 
The transformation takes as input the variability view expressed in a feature model 
and the modular view of the architecture and generates the PRISMA component and 
connector architectural view. Furthermore, Perovich et al. [16], automate the deriva-
tion of product architectures by taking as input a feature configuration model. The 
transformation encapsulates the knowledge of how to build the product architecture 
when the corresponding feature is present in the feature configuration model. 
Finally, Duran-Limon et al. [9] present an approach to modeling the architectural 
variation points and the variability tree and then using ontology queries to obtain the 
commonalities, variants, and dependencies of a set of selected features. The output 
generated by the ontology queries is the input of an ATL transformation that gener-
ates the product architecture.

These approaches automate, to varying degrees, the derivation of product archi-
tectures by means of transformations using multiple viewpoints. These approaches 
do not integrate quality attribute concerns in the transformation process.

3  A Multimodel for Describing Software Product Lines

A multimodel is a set of interrelated models that represents different viewpoints of 
a particular system. A viewpoint is an abstraction that yields a specification of the 
whole system restricted to a particular set of concerns. In any given viewpoint, it is 
possible to define a model of the system that contains only the objects that are vis-
ible from that viewpoint. Such a model is known as a viewpoint model or a view of 
the system from that viewpoint [1].

In SPL development, the multimodel can be used to represent the different view-
points of a set of products that can be derived from the product line. We distinguish 
(at least) three different viewpoints: variability, functional, and quality. The rela-
tionships with the quality viewpoint express the relative impact that the elements of 
the variability or the functional view have on the quality attribute levels of the final 
product. A quality attribute level indicates a threshold which a system must cross to 
be acceptable to the stakeholders.

The multimodel plays a key role in the SPL development process at two different 
levels: (1) in the Domain Engineering phase to express the impacts and constraints 
among variations, functional components, and quality attributes, providing in this 
way a more comprehensible and integrated model of the product line, and (2) in the 
Application Engineering phase to provide information to the transformation pro-
cesses that will integrate the production plan. The production plan describes how 
the products are produced from the core assets including the derivation of product 
architectures from the product line architecture.

A Multimodeling Approach for Quality- Driven Architecture Derivation
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3.1  The Multimodel Viewpoints

The multimodel is composed of three viewpoints: variability, functional, and quality. 
The variability viewpoint has been defined using a variant [11] of the cardinality- 
based feature model presented in [5]. The main element of this model is the feature, 
which is a user-visible aspect or characteristic of a system. The cardinality-based 
feature model is a hierarchy of features but also allows the definition of how many 
clones of a feature can participate in a specific product configuration. Cloning 
features is useful in order to define multiple copies of a part of the system that can 
be differently configured [11]. Features can be organized in feature groups, which 
can have group cardinalities. This cardinality restricts the minimum and the maxi-
mum number of group members that can be selected. In feature models it is 
common to define relationships and constraints among features. According to [11], 
these relationships can be hierarchical: (1) has_a: structural relationship between a 
parent and n copies of a child feature as defined by its cardinality and (2) is_a: 
structural relationship between a parent feature and a group of child features; 
non- hierarchical: (1) implication: the presence of the feature A implies the presence 
of the feature B, (2) co-implication the presence of the feature A implies the pres-
ence of the feature B and vice versa, (3) exclusion: the presence of the feature A 
implies that the feature B should not be present and vice versa, and (4) use: specifies 
that a specific instance of feature A will be related to one (or more) specific instances 
of feature B as defined by its cardinality. This specific variation of the cardinality 
view feature model also allows adding OCL-like constraints to the model and, 
based on these constraints, to check whether the instances are valid or not. The fea-
ture model variant has been specifically defined for being applied in a model-driven 
product line development context.

The functional viewpoint on the multimodel represents the structure of the sys-
tem containing the different software components that satisfy the requirements of 
the different features and the SPL architecture. The functional view can be defined 
using different styles (e.g., component and connector, modular, allocation) [6]. In 
the last years, several Architectural Description Languages (ADL’s) and notations 
has been proposed for documenting architectures such as AADL, SysML, UML, or 
EAST-ADL. We have selected the Architectural Analysis and Design Language 
(AADL) [10] for expressing the functional view of the multimodel because (1) it is 
an extensible standard in the avionics, aerospace, automotive, and medical device 
industries; (2) it provides mechanisms for dealing with variability at the architec-
tural level, as demonstrated in [18]; (3) AADL models are a good basis for evaluat-
ing quality attributes that focus on the design of an architecture [6]; and (4) the 
structure of the toolsets supporting AADL allows the implementation of analysis 
models operationalizing different software measures. The AADL standard defines a 
textual and graphical representation of the runtime architecture of software systems 
as a component-based model in terms of tasks, their interactions, and the hardware 
platform where the system is executed.

The quality viewpoint on the multimodel has been defined by a quality model 
which is an extension of the ISO/IEC 25010 (SQuaRE) standard [13] to evaluate the 
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quality of SPLs. Figure 1 shows the main classes of the metamodel that gives sup-
port to the quality view, with the hierarchical decomposition of quality in character-
istics, sub-characteristics, and quality attributes. The model shows that a quality 
attribute can be associated with different quality perspectives, which are character-
ized by a SPL development phase and/or type of stakeholder. A quality attribute can 
positively or negatively impact other quality attributes (e.g., testability impacts 
positively on maintainability, maturity of core assets impacts positively on reusabil-
ity). Those impacts can be expressed using a nominal or ordinal scale measure 
(when it is described by a label expressing the relative importance or severity) or 
using a ratio scale measure (when it is described by a numeric value that expresses 
the impact). The model also expresses the software measures associated with each 
quality attribute. Each measure can be operationalized depending on the software 
artifact and/or the quality perspective that is selected.

3.2  Relationships Among Viewpoints

In order to define production plans to guide the development of software products 
using the multimodel, we should establish relationships among the elements of the 
viewpoint models or views that represent the product line viewpoints. This will 
allow us to formally analyze properties over the product line as a whole. The multi-
model has been defined with the following relationships among views:

• Functional and variability views: a set of elements in the functional view 
(e.g., AADL systems, system implementations, devices, and processes) can be 
combined in order to fulfill the requirements of one or more features (e.g., a 
multimedia GPS navigator feature in a car is fulfilled by a combination of soft-
ware and hardware components) and can be seen as a subset of the relationships 
that can be defined applying the VML4Arch approach [20]. Furthermore, the 
constraints defined in the feature model allow this model to become a filter to 
partially determine what elements can be selected in the functional model.

• Functional and quality views: components of the functional view may impact 
one or more quality attributes (e.g., integrating components in the functional view 
with low resource consumption will impact on the resource consumption 

Fig. 1 Quality view metamodel
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quality attribute of the quality view). During the product derivation, the 
application- specific quality attributes, selected by the application engineer, and the 
impacts established among the functional and quality views drive the selection of 
the most appropriate components that satisfy the quality attribute requirements.

• Variability and quality views: features or feature groups in the variability view 
may impact one or more quality attributes of the product (e.g., a feature group 
related to safety options may improve the reliability of a system).

The multimodel helps to have a richer semantic view of the product line as well 
as to ensure the consistency of the relationships among the different elements of the 
product line viewpoints. Furthermore, the product line production planning can be 
guided by the structural constraints established by the multimodel.

4  Quality-Driven Product Architecture Derivation

Product definition begins with the derivation of the product architecture. The multi-
model can be used to create product-specific production plans that describe how a 
specific product can be built from the core assets, including how the product archi-
tecture can be derived from the product line architecture. The product line architec-
ture defines the allowable variations within the product line’s scope and the variation 
mechanisms for achieving them. In some cases the product architecture may include 
variation points that are not permitted by the original product line architecture or to 
assure some product-specific quality attributes. We describe how the multimodel is 
used for deriving product architectures with the required quality attribute levels 
from the product line architecture. In this work, we focus on architectural patterns 
[3, 8], which are represented as architectural transformations, as a means to ensure 
the quality of the product architectures.

In the domain engineering phase, our approach requires the domain expert to 
establish the impacts that the different alternative architectural transformations have 
on the quality attributes of the product architecture. The impact that each alternative 
has on the quality attributes can be determined by using empirical evidence or based 
on the domain experts’ experience. In order to perform a trade-off analysis among 
quality attributes, the Analytic Hierarchy Process (AHP) can be applied. AHP [17] 
is a decision-making technique used to resolve conflicts in which it is necessary to 
address multi-criteria comparisons. The result of the AHP is a comparison matrix 
that shows the relative importance of each alternative architectural transformation 
with regard to each quality attribute and is used as input for the quality-driven product 
architecture derivation process. The trade-off process do not consider all the possi-
ble quality attributes in a given domain but only those quality attributes that could 
be directly impacted by the architectural patterns and which are of relevance in a 
specific context (e.g., safety-critical systems for the automotive domain).

Figure 2 shows an overview of this derivation process, which is performed in the 
application engineering phase. The starting point is a product line architecture that 
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has been designed by the product line architect for supporting the whole set of pos-
sible products within the product line scope. The process contains two different 
activities, which can be performed by model transformations: product architecture 
derivation and product architecture evaluation.

The first model transformation (product architecture derivation) creates the 
product architecture as an instance of the product line architecture by applying an 
architectural transformation to meet the required quality attribute levels. This trans-
formation takes as input (1) the product line architecture, (2) the comparison matrix 
with the impacts among the alternative architectural transformations and the quality 
attributes, and (3) the desired product-specific quality attributes selected by the 
application engineer. This transformation generates as output a product architec-
ture. The second model transformation (product architecture evaluation) applies the 
software measures from the quality view of the multimodel to the derived product 
architecture in order to evaluate if it satisfies the desired quality attribute levels. 
This transformation takes as input the derived product architecture, the required 
quality level, and the quality view from the multimodel and generates as output an 
evaluation report.

5  Case Study

This section presents a case study in the context of the safety-critical embedded 
systems from the automotive industry. The Vehicle Control System (VCS), which is 
based on the example introduced in [12], was modified and extended in order to 
apply the variation points described in [18]. This system is composed of several 
subsystems (features) which are (1) Antilock-Braking System (ABS), which ensures 
that the maximum braking force is transmitted to all four wheels of the vehicle; 
(2) Traction Control System (TCS), which prevents the wheels from slipping; (3) 
Stability Control System (SCS), which keeps the vehicle going in the direction in 
which the driver is steering the car; and (4) Cruise Control System (CC), which 
attempts to maintain a constant driver determined speed.

These features comprise a set of embedded systems present in modern automo-
biles. Figure 3 shows the inner structure of the product line architecture for the 

Fig. 2 Overview of the quality-driven product architecture derivation process
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subsystems, which are composed of sensors that collect input signals, processors 
that process and transforms the inputs, and actuators that control the mechanical 
parts of the system (e.g., engine, throttle position, brakes, security belts).

5.1  Domain Engineering

In the domain engineering phase, the domain expert must identify the quality attributes 
and the architectural transformation patterns that will allow to achieve the required 
quality attribute levels when this cannot be achieved by the product line variation 
mechanisms. The product architecture derivation process is driven by the key quality 
attributes. Safety, reliability, and performance are considered key quality attributes 
in real-time embedded systems for the automotive domain [19]. In this case study, 
we focus on the reliability sub-characteristic fault tolerance and the performance 
sub-characteristic time behavior. In particular, the time behavior sub- characteristic 
is broken down into latency time, which is the time elapsed between firing an input 
event and obtaining a response from the system.

The product architecture derivation process will use the quality view of the 
multimodel to determine which architectural pattern must be applied to the product 
line architecture in order to achieve the desired quality attribute level. In particular, 
the architectural patterns that we analyze in this case study are the homogeneous 
redundancy pattern and the triple modular redundancy pattern.

The homogenous redundancy pattern [8] (HR) improves the reliability of the 
product by offering multiple (in our case two identical) units of subsystem for moni-
toring and performing the same operations on the input signals. The disadvantages 
of this pattern are the recurring costs and a lack of coverage for systematic faults 
(if a fault systematically occurs when running the primary channel, it can also occur 
when running the backup channel). The primary channel runs as long as there are 
no problems detected. In the case of a failure in the primary channel, the system is 
able to detect the fault and switch to the backup channel and vice versa. There is no 
concurrency at runtime, only replication.

The triple modular redundancy pattern [8] (TMR) improves both the reliability 
and safety of a system by offering an odd number of channels operating in parallel. 
TMR negatively affects performance, since there are three subsystems running in 
parallel. The computational results or resulting actuation signals are compared, and 
if there is a disagreement, then the results with a two out of three majority win and 
are sent to the actuator. If the system suffers a failure affecting only one channel, 
then the other two channels will continue to produce the correct result.

Fig. 3 Inner structure of the product line architecture for the VCS subsystems
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In order to define the corresponding relationships among architectural patterns 
and quality attributes, the domain expert must rank each pattern with regard to the 
Q quality attributes in a trade-off analysis using the AHP technique. For each quality 
attribute Qa, he or she compares the N potential architectural patterns in a pairwise 
comparison. To determine how an architectural pattern Ax supports the quality attri-
bute Qa, in comparison to the pattern Ay, a weight is assigned (1 for equally important, 
3 for moderately more important, 5 for strongly more important, 7 for very strongly 
more important, and 9 for extremely more important). For example, the domain 
expert defines that TMR is strongly more important (a weight of 5) than HR with 
regard to fault tolerance, and that HR is moderately more important (a weight of 3) 
than TMR with regard to latency.

The result of this comparison is an N × Q matrix that shows the relative support 
of the different architectural patterns to the quality attributes as shown in Table 1(a). 
Then, these values are normalized by applying the (1) to Table 1(a) to produce 
Table 1(b), and finally, the impact that an architectural pattern has on a quality attri-
bute Qa is calculated by applying the (2) to produce Table 1(c). This information is 
valid for all the products in the product line.
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5.2  Application Engineering

In the application engineering phase, the application engineer introduces the quality 
attribute levels Q that the specific product must fulfill as normalized weights rang-
ing from 0 to 1. For k quality attributes, the transformation process calculates the 
ranking R for each pattern j by applying the (3). For example, introducing a weight 
of 1 for fault tolerance and 0 for latency will make the transformation process to 

Table 1 Architectural patterns and quality attributes trade-off analysis

(a)

Fault 
tolerance Latency

(b)

Fault 
tolerance Latency

(c)

Impacts

TMR HR TMR HR TMR HR TMR HR
Fault 
tolerance Latency

TMR 1 5 1 1/3 TMR 1/1.2 5/6 1/4 1/3/1.3 TMR 0.83 0.24
HR 1/5 1 3 1 HR 1/5/1.2 1/6 3/4 1/1.3 HR 0.17 0.76
Sum 1.2 6 4 1.3
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select the TMR pattern using the impact values in Table 1(c) (TMR: 
1 × 0.83 + 0 × 0.24 > HR: 1 × 0.17 + 0 × 0.76).
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We have defined the model transformations to perform the product architecture 
derivation in QVT-Relations [15]. These transformations are not included in this 
paper due to space constraints. The transformations were applied to the product line 
architecture shown in Fig. 3 resulting in the product architecture shown in Fig. 4a, b 
depending whether the quality attribute fault tolerance or latency is selected.

After applying the architectural transformations, we evaluate the derived product 
architecture in order to assess if the application of the architectural transformation 
pattern resulted in an improvement of the quality of the product architecture. This is 
done by comparing the results of the metrics measured over the product architecture 
derived directly from the product line architecture with the results of the metrics 
measured over the product architecture derived after applying the architectural 
pattern. As an example, we use the fault tolerance quality attribute to illustrate the 
product architecture evaluation. The fault tolerance quality attribute can be mea-
sured by applying the key node safety metric [14] over a fault tree. The fault tree 
analysis is a top-down approach to failure analysis, starting with a potential undesir-
able event called a top event, and thereafter determining all the ways in which this 
event can happen. The causes of a top event are connected by logic gates OR, AND, 
or XOR. Figure 5b shows the fault tree associated with the System Failure event (the 
system gives no response due to sensor error, input processing error, or failure on 
the actuator).

The key node safety metric provides a design tool for comparing a fault trees’ 
fault tolerance without requiring a priori knowledge of the component reliability. 
This metric is based on identifying key nodes within a fault tree and considers the 
impact of these nodes on the safety of the system. A key node is a node in a fault tree 
that allows a failure to propagate towards the tree root if and only if multiple failure 
conditions exist in the node. Therefore, a key node can be identified in a fault tree as 
a node that connects two or more events by means of an AND or XOR gate. The 
lower bound of this metric is 0 and occurs when any single component failure in the 
fault tree causes the system to fail. The upper bound is open and occurs when the 
system fails if and only if every component fails and its value depends on the num-
ber of nodes in the fault tree. The value of the metric expresses how a change in the 
architecture improves its fault tolerance; the higher the upper bound is, the better the 
fault tolerance the system has [14]. Figure 5a, b show the fault tree including the key 
node information for the product architecture generated with and without the appli-
cation of the TMR pattern, respectively.

The (4) operationalizes the key node safety metric. Table 2 shows the metric cal-
culation for the product architecture with and without the application of the TMR 
pattern (TMR and Original). This metric shows that the application of the TMR pattern 
to the product architecture improves the fault tolerance of the product when 
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compared with the values for the product architecture without the application of the 
TMR pattern (TMR: 0.069 > Original: 0).

 
S

kh

n

c

di

k
i

i

=
′

=

−

′∑2
0

1

 
(4)

This case study has allowed us to illustrate the use of a multimodel to establish 
relationships among quality attributes and architectural transformation patterns. 

Fig. 4 Alternative product architectures prioritizing fault tolerance or latency
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These relationships were used in a transformation process to determine which 
architectural pattern should be applied to the product architecture in order to meet 
specific quality requirements.

6  Conclusions and Future Work

This paper presented an approach for quality-driven product architecture derivation. 
The approach relies on the definition of a multimodel for representing the different 
software product line views (quality, functional, and variability) and it is used to 
drive the derivation of product architectures from the product line architecture 
taking into account quality requirements. The feasibility of the approach has been 
illustrated through a case study on the automotive domain. This approach has three 
main benefits: (1) the multimodel helps to have a richer semantic view of the product 
line by defining relationships among elements of its constituents views; (2) the 
architectural model transformations are driven by the relationships and the struc-
tural constraints established in the multimodel; (3) the quality view contributes to 
the quality improvement of the product architectures in the product line.

As future work, we plan to introduce the multimodel into the product configura-
tion process and to select and deploy core assets over the product architecture taking 

Fig. 5 Fault tree for the product architecture with and without applying the TMR pattern

Table 2 Key node safety metric calculation

Original TMR

k: Number of key nodes in the fault tree 0 1
h': Total height of the fault tree +1 5 6
n: Total number of nodes in the fault tree 7 18
ci: Number of nodes in the sub-tree rooted at key node ki 0 15
d'i: Depth of the sub-tree rooted at key node ki + 1 0 4
S: Key node safety metric 0 0.069
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into account functional and the quality requirements that the product must fulfill. 
We also plan to apply this approach in other domains where architectural patterns 
and quality attributes have been identified, to empirically validate the approach in 
practice, and to study trade-off and optimization techniques for improving the linear 
multi-objective AHP technique.
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    Abstract     This paper describes a refl ective and empirical investigation by staff 
involved in delivery of the Heriot-Watt University Information Systems undergrad-
uate degree. It looks particularly at the practical relevance of the IS 2010 model 
curriculum, asking to what extent the Heriot-Watt University Information Systems 
teaching staff supports the model and identifying areas of confl icting opinion. These 
are compared with empirical evidence of relevance to employability in the form of 
statistics on graduate destinations from cohorts in 2010 and 2011. An IS virtual 
alumni forum was set up for past students to debate the IS degree and discuss areas 
of relevance to careers and suggestions for further improvement. In agreement with 
the IS 2010 model, graduate discussion and working panel refl ection both propose 
the inclusion of a project management course. Graduates also suggest the need for 
more specialised technical skills in software and web development and a stronger 
grounding in spreadsheet application software including statistical processing 
methods. In agreement with the working panel, graduates state the importance of 
having quality experienced teaching delivered with skill and enthusiasm. Further 
work is then proposed to encourage continuous refl ective practice and enhance student 
experience.  

1         Introduction 

 In 2008 a model curriculum for an IS degree based in a Computer Science depart-
ment was put forward for Heriot-Watt University (HWU) by a working panel of 
teaching staff; Coady and Pooley [ 7 ] detailed that proposal. This paper considers 
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how effective the Information Systems degree based on that proposal, running at 
Heriot-Watt University, has been, from three perspectives:

    1.    How successful have students graduating from the degree been in fi nding relevant 
employment?   

   2.    How is the degree seen by students who have graduated from it?   
   3.    What are the views of the student body on the current programme?    

  In this evaluation, the team has maintained its practice of benchmarking its 
syllabus against other proposals for IS degrees. How far such proposals matched 
experience at Heriot-Watt was of central interest. 

 In this paper Sect.  2  reviews related work and sets the scene for the studies 
reported here. Section  3  describes how the Heriot-Watt IS degree was created. 
Section  4  investigates empirically graduate employability. Section  5  looks at past 
student satisfaction using a qualitative study on a social networking site for alumni. 
It also draws on a study of the current degree, to examine qualitatively student atti-
tudes. Section  6  compares the existing status and the IS 2010 curriculum. The results 
are discussed and proposals for future IS degrees suggested in Sect.  7 . 

 The overall results are consistent and interesting, although it is inevitable that 
sample sizes are too small for much meaningful quantitative analysis.  

2      Background 

  What  to teach often drives debate around professionally oriented programmes. 
Nearly two decades ago the lessons of many IS system development failures had led 
to emergence of numerous IS methodologies, which were then taught by universi-
ties and subsequently used more widely in industry, Walters et al. [ 26 ]. Although 
researchers have been working to improve the effectiveness of information systems, 
Stapleton [ 20 ] suggested that their successful provision has remained elusive. This 
continues, with no approach dominant, Stapleton and Murphy [ 21 ]. It has been sug-
gested that ISD failures can be attributed to the narrow perspective of the analyst 
and the need for a more authentic view of ways in which people in organisations 
process information and make decisions. 

 Employability has been a second related concern among writers examining IS 
courses and syllabi. Gupta and Wachter [ 11 ] suggested that there is a need for aca-
demia to monitor industry continually to ensure that graduates can acquire the nec-
essary mix of skills to compete in the job market. Independently, Abraham et al. [ 1 ] 
suggested that IS programmes from business schools are well positioned to equip 
students with the skills and capabilities required by professionals in Information 
Technology (IT) departments. They suggested that business schools have an advan-
tage over alternative schools, such as Computer Science and Information Studies, 
since they cover the functional areas and management skills that IT executives in 
non-IT organisations need. This was disputed by Coady and Pooley [ 7 ], arguing that, 
by working within a Computer Science School, with the cooperation of a School of 
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Management and Languages, an improved, more relevant, IS programme could 
be created, thereby attracting technically aware students, despite falling overall 
recruitment to Computer Science, whilst creating more broadly capable, employable 
IS graduates. 

 There have been a number of attempts to defi ne standard IS syllabi and curricula. 
The IS 97 report, Gorgone et al. [ 9 ], brought together interested parties to defi ne a 
syllabus for both business and computing interests. The IS 2002 report of Gorgone 
et al. [ 10 ], built on IS 97, set out to address the mix of technical and sociotechnical 
subjects; but there was much disagreement on what is core and how to equip students 
for the real world, Turner and Lowry [ 24 ]. Carlsson et al. [ 5 ] created a Business IS 
Design curriculum, BISD 2007, based on the [ 8 ] and their own Dublin descriptors. 
This led Coady and Pooley [ 7 ] to question how an IS degree could be implemented 
effectively within Heriot-Watt University. 

 Landry et al. [ 14 ] suggest that a graduate of an IS programme should be equipped 
to function adequately at an entry-level position within industry and have a good 
basis for career development. Programmes need to improve to attract students to 
address shortages in the workplace and deliver evolving skills needed by industry. 
Snoke et al. [ 19 ] report anecdotal evidence from IS industry interviews suggesting 
tertiary curricula in IS do not meet the needs of industry. Lynch and Fisher [ 16 ] 
build on this idea to suggest that various studies, Von Hellens et al. [ 25 ] and Toleman 
et al. [ 23 ], show that just as IS practitioners are unhappy with IS graduates’ skills, 
so IT practitioners are not satisfi ed with current, more technically focused IT gradu-
ates, who are often seen to be lacking the aptitude and skills to work effectively in 
collaborative teams.  

3      Developing the Current Curriculum at Heriot-Watt 

 There was agreement by team at Heriot-Watt that the IS curriculum should have a 
combination of technical and sociotechnical subjects. The programme was built 
upon the IS 2002 report and BISD 2007 curriculum, above, as most relevant, defi n-
ing characteristics of the IS profession relatively constant over time and integrated 
into the curriculum. These are that IS professionals must:

    1.    Have a broad business and real-world perspective   
   2.    Have strong analytical and critical thinking skills   
   3.    Have interpersonal and team skills with strong ethical principles   
   4.    Design/implement IT solutions to enhance organisations’ performance     

 BISD 2007, Carlsson et al. [ 5 ], justifi ed its approach as diverging from IS 2002 
due to a need to emphasise capabilities of graduates and not merely a course- 
oriented approach. This matches the trend in higher education to create graduate 
attributes, as well as specifi c knowledge, Barrie [ 2 ]. 

 The approach taken by the IS 2008 curriculum for Heriot-Watt was towards the 
idea from [ 15 ] that a revision of the IS curriculum should adopt a more 
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student-centred/active learning approach to achieve a better calibre of graduate for 
the workplace. There is an emerging consensus that the current role of the academic 
has shifted from knowledge giver to facilitator guiding active learners, encouraging 
students to be self-directed learners, preparing them for more realistic situations and 
developing more soft skills not taught by traditional approaches. 

 The curriculum originally developed was a reasonable compromise, given the 
practical decisions necessary, but an ideal IS course remains elusive. The structure 
of its core 3 years is in Table  1 . Stage 4 is made up of advanced options (60 %) and 
an individual project (40 %).

   The modules were categorised by their role in the curriculum or ‘Basis’. The origi-
nal ideal curriculum had four categories of specialism; however, in dealing with practi-
cal constraints such as resources and teaching loads, we ended with seven: Generic, 3 
modules; Technical, 2 modules; Applied Technology, 3 modules; Sociotechnical, 2 
modules; Human centred, 2 modules; Organisational, 7 modules; and Application, 3 
modules. There were three constraints forcing these compromises.

    1.    Resources: Limited teaching resources were available.   
   2.    Cultural bias: Reluctance of some colleagues to accept subjects can be seen from 

viewpoints other than technical or mathematical.   
   3.    Reciprocal lack of understanding from business and management-based col-

leagues misses the view that IS has individual, organisational and technical 
views on system management and development.     

 Coady and Pooley [ 7 ] claimed that Information Systems is a distinct discipline, 
using information and theories, from, amongst others, Computer Science and 
Management and Sociology, and should arrive at a new synthesis to match concerns 

   Table 1    Actual course structure 2008   

 Stage  Semester 1  Basis  Semester 2  Basis 

 1  Software development  Technical  Introduction to computer 
systems 

 Technical 

 Emerging technologies  Applied 
technology 

 Technology in society  Sociotechnical 

 Praxis  Generic  Introduction to databases  Technical 
 Interactive systems  Human centred  Management and enterprise  Organisational 

 2  Interaction design  Human centred  Software design  Technical 
 Fundamentals of marketing  Organisational  Creative design (project)  Application 
 Internet technology  Applied 

technology 
 Database management  Applied 

technology 
 Organisational behaviour  Organisational  Operations management  Organisational 

 3  Software engineering 
(group project) 

 Application  Software engineering 
(group project) 

 Application 

 Knowledge management  Organisational  Research methods  Generic 
 Critical thinking  Generic  Soft systems  Sociotechnical 
 Business policy  Organisational  International strategic 

management 
 Organisational 
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with effective and humane organisations. It should resist being a sub-discipline and, 
instead, make explicit its unique viewpoint. We have, in the work reviewed here and 
in the new curricula being developed in many places, entered into a debate which 
we hope will be informed by our successes and failings. Furthermore, as a commu-
nity there is a need to continue the debate in a constructive way, leading to new IS 
professionals with the attributes sought by employers and society. 

 Strongly argued in Coady and Pooley [ 7 ] was the belief in IS 2002 that good 
teaching staff are vital to the strength of an IS programme. IS 2002 further asserts 
that to maintain successful development and delivery of the curriculum, the interests 
and qualifi cations of staff must allow the course and curriculum not only to be 
taught but to be modifi ed and changed. This was the core of the team’s approach as 
the programme developed. 

 To supply industry with workers with relevant skills and ensure greater uptake of 
courses within the university, addressing the current generation of applicants, the IS 
degree programme, Coady and Pooley [ 7 ], aimed for both a greater technological 
emphasis and a wider analysis of needs of organisations, including those outside the 
commercial sector. This was run in a CS department, where technological and 
sociotechnical aspects can be managed in greater detail. At the same time, working 
closely with the University’s School of Management, we sought to provide the 
knowledge of organisations to produce graduates sought after by employers. 

 A conclusion was that words such as ‘sociotechnical’ and ‘technosocial’ mean 
little. The bolder claim was that IS is a distinct discipline and, as a community, we 
need to continue a constructive debate, leading to a new generation of IS profession-
als with these wider attributes. The key in moving forward is that any new IS degree 
continues to address these aims.  

4      Employability 

 We consider empirical data concerning the employability of our graduates over 
recent years. Although the numbers are low, we note a consistent trend in our 
observations. 

 The motivation for this is to refl ect on the improvements suggested in [ 7 ] for a 
curriculum model for an IS degree. Studies were conducted in March and September 
2011 gathering employment statistics for the IS graduates of Heriot-Watt University 
for 2010 and 2011. This was born from both curiosity and a desire to understand the 
roles IS graduates were being employed in. These students were chosen as they had 
been a part of the new IS degree for at least 2 years. The studies sought post-degree 
information from the students, to determine graduate positioning, e.g. who went 
onto further education and who gained relevant employment, i.e. in work using the 
specifi c skills from their IS education. 

 Table  2  shows the results from 2010 to 2011. Of 22 graduates, 81.8 % (18/22) 
went onto further education or relevant employment, i.e. graduate or IT-/IS-related 
positions. One was employed in a non-related IS position, bringing the total 
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employed graduates to 86.3 % (19/22) overall, 9 % (2/22) had failed to fi nd employment, 
and 4.5 % (1/22) were uncontactable.

   These impressive graduate employment statistics are given to new IS students to 
make a better informed programme choice. Hence, it must be ensured that relevant 
and correct information is given, whilst maintaining a fresh and contemporary 
approach to the curriculum.  

5      Analysis of Student Opinion 

5.1     Past Student Satisfaction Using Social Networks 

 The gathering of information from graduate students was conducted using a social 
network site (SNS) to actively encourage refl ective discussion and debate. It was 
decided that this knowledge-gathering platform would be less formal than a stan-
dard focus group or one-to-one interviews and considerably less restrictive than 
questionnaires. The qualitative data was collected in an action research environment 
by creating a virtual focus group, with the authors immersing themselves within a 
refl ective forum and encouraging discussion. This style of focus group has opened 
up new areas for consideration and debate and has therefore been seen as a positive 
refl ective exercise. The IS working panel will consider continuing such an approach 
as a permanent knowledge-gathering tool for future graduates. 

 Redmond [ 18 ] suggests that SNS offers new ways for researchers to run surveys 
quickly, cheaply and single-handedly. She concludes that Facebook is currently an 
ideal SNS for survey research, thanks to size, intensive use and continuing growth. 
Each Facebook user is directly linked to his or her personal ‘friends’. Brickman- 
Bhutta [ 4 ] proclaims that those to ‘whom we are weakly tied are more likely to 

   Table 2    Student progression data from IS degree 2010 and 2011   
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move in different circles from our own and thus will have access to information 
different from that which we receive’. She defi nes weak ties as the bridges between 
small clusters of close friends, linking us together to form an elaborate web of social 
relationships, and infers that Facebook offers researchers a way to capitalise on the 
strength of these weak ties. According to Facebook’s internal statistics, the average 
user has 120 friends (Facebook 2009). Whilst some of these relationships constitute 
‘strong ties’, the vast majority are acquaintances and old friends from high school 
or college we rarely see; hence, it was decided that through this medium graduated 
students could be targeted for this study and input. Researchers can readily sample 
populations of interest by working through existing groups or creating new ones [ 4 ]. 
Facebook groups and events are virtual communities linking people with some 
shared interest, attribute or cause. An event for IS graduates of 2010 and 2011 was 
created and a discussion by the virtual focus group ensued. 

 The virtual focus group suggested a necessity for changes, some of which align to 
the IS 2010 recommendations. However, others, such as the removal of application 
development, were not supported. The graduates considered this to be of prime 
importance to the curriculum. Recurring themes and responses suggested by gradu-
ates imply that employers require IS graduates to have specialisations in areas such as 
HTML, .NET, SQL and Java. Some respondents went as far as suggesting a deeper 
exploration of these topic areas be introduced in order for them to gain a more 
expert knowledge in specifi c areas. 

 This paper agrees with the IS 2010 guidelines to further encourage the inclusion 
of both enterprise architecture and IT infrastructure. The focus group commented 
encouragingly on the sociotechnical aspects of our degree:

  The mix of socio/techy stuff was good, I like the option of being able to dodge the techy 
stuff while others liked being able to pick more of it. 

   The group suggested that courses, such as databases, information systems meth-
odologies and knowledge management, gave them greater insight into large organ-
isations and their workings, and the design and planning processes behind them. 

 A major element that was seen to be an emerging theme within the focus group 
was the need to include a project management course. One graduate commented:

  This degree is a great degree and there is no way I would have ended up as a project manager 
at the age of 23 if I had done strictly computing science. 

   However, this participant did add to this statement by suggesting the need for 
specifi c project management teaching. The majority of the focus group suggested 
that project management would be well suited to the course with some suggesting 
that assurance was needed that it would have a sound pedagogical approach involv-
ing real-life examples from industry. The need for training on project management 
software was recommended by the group as an imperative skill for a graduate. 

 It was noted that the group disagreed with the IS 2010 suggestion to remove the 
personal productivity tools course (Praxis). There was a strong case made by at 
least three of the participants for a stronger grounding in Excel/Statistical 
Processing methods.  
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5.2     Opinion of Potential Students 

 The review of the HWU IS degree used the results of [ 17 ], who created a Soft Model 
of the HWU IS programme. A survey of 31 potential IS students was conducted, 
based on student expectation of the IS degree. Results, shown in Table  3 , suggest 
there is a general lack of knowledge of what subject areas are typically studied as 
part of an IS degree. A high percentage expected topics that do not feature in the IS 
degree, for example, 42 % of participants expected to cover AI which is not part of 
the IS course. Only 15 % of the participants are expected to cover Marketing which 
is an important component of the IS course. This further strengthened the case for a 
review to ensure the correct components were being included in the HWU IS 
programme.

   As in IS 2010, university-level IS curricula need frequent updating to remain 
effective as all aspects of global computing face rapid and frequent change. As the 
2008 programme developed and has gone through a 2-year period, it was felt 
appropriate to review it to ensure the approach taken was pedagogically sound, 
in the best interest of the students, and meets industry requirements. This ensures 
students are gaining the best experience and deemed relevant for differing industry 
domains   

   Table 3    Student expectation of an IS degree   
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6        Comparisons of Existing State and IS 2010 Curriculum 

 It was stated in IS 2010 that the IS 2002 curriculum had taken a ‘one size fi ts all’ 
philosophy, whereby there is no separate core specifi ed within the curriculum. In 
essence, all courses are required. The proposal in Coady and Pooley [ 7 ] agreed that 
this model left little room for the specialisms, constraints and innovation in their 
institution. 

 One of the key issues pushing this review forward was the results from the UK 
National Student Survey (NSS) and the university ideals on student employability 
and transferable skills. A proposal by Coady and Jeyaseelan [ 6 ] suggested that 
employers for graduates were looking for a number of key skills as detailed by lead-
ing authors in the fi eld. These were:

•      Career Management Skills and Effective Learning [ 13 ]  
•   Graduates with knowledge, intellect and willingness [ 12 ]  
•   Work under pressure, oral communication skills, accuracy, attention to detail, team 

work, time management [ 3 ].    

   These were inbuilt to the Coady and Pooley [ 7 ] curriculum and continue as an 
integral part of the current 2010 review. The 2010 curriculum as developed by the 
IS working panel is detailed in Table  4  above.

   IS 2010 identifi ed a set of seven core courses common to all Information Systems 
programmes:

    1.    Foundations of Information Systems   
   2.    Data and Information Management   
   3.    Enterprise Architecture   
   4.    IT Infrastructure   
   5.    IS Project Management   
   6.    Systems Analysis and Design   
   7.    IS Strategy, Management and Acquisition     

   Table 4    2010 curriculum as developed by the IS working panel   

 Stage/sem 

 1/1  Software development 1  Praxis  Interactive systems  Elective 1 
 1/2  Introduction to 

computer systems 
 Web design and 

databases 
 Technology in society  Elective 2 

 2/1  Interaction design  Fundamentals of 
marketing 

 Internet and 
communications 

 Enterprise and its 
business 
environment 1 

 2/2  Software design  Enterprise and 
business 
environment 2 

 Creative design (project)  Database 
management 

 3/1  Software engineering 1 
(group project) 

 Organisational 
behaviour 

 Critical and 
computational thinking 

 Project 
management 

 3/2  Software engineering 2 
(group project) 

 Knowledge 
management 

 Sociotechnical and soft 
systems 

 Human resource 
management 
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 IS 2010 indicates that these seven courses need not be delivered independently. 
This underpinned restructuring of the HWU IS programme, as the team could link 
the underpinning core topics to the areas covered by the courses delivered in the 
HWU IS programme. A course on project management was added to the syllabus, 
as requested by the focus group (Sect.  6 ). This was encouraged by SML which pro-
vides the module. Restructuring within their department affected the courses they 
had available. Other courses had been reviewed using feedback from various years 
to ensure a coherent syllabus for IS students. 

 IS 2010 suggests four core course changes. Whilst the team tended to agree with 
the suggestions for inclusion of both enterprise architecture and IT infrastructure, 
along with the positive responses from participants, some of their suggestions might 
not necessarily benefi t our student population. 

 IS 2010 removes application development from the prescribed core, though not 
from the IS Programme. It suggests it as an elective, but through student feedback 
it has been suggested that Programming, whilst not easy or sometimes enjoyable, 
is useful now that they are working in industry and as such should be core to the 
syllabus. 

 IS 2010 recommends dropping personal productivity tools courses from IS 
programmes. The HWU IS review panel agree that most students entering univer-
sity are profi cient in personal productivity applications such as word processing, 
spreadsheets and presentation software. The working panel considered the Praxis 
course in year 1 suffi cient for university-specifi c skills, such as use of libraries, 
virtual learning tools, academic referencing, undertaking self-directed study and 
personal development planning. Whilst other productivity-based courses such as 
Critical Thinking were also praised, there was a refl ection of the calibre of lecturer 
being extremely enthusiastic and engaging, which ties back to the assertion made by 
Coady and Pooley [ 7 ], based on IS 2002, that good teaching staff are vital to the 
strength of an IS Programme. 

 IS 2002 suggests a sequenced approach which was adopted by the curriculum in 
Coady and Pooley [ 7 ]. The current IS 2010 approach proposes a fl attened curricu-
lum; however, it is the belief of the HWU IS team that this is not suitable. Students 
need a certain amount of skill and competency in specifi c areas in order to progress 
successfully through their degree. 

 This study has shown that IS 2010s approach is suitable for certain aspects of the 
HWU student population. Like most suggested frameworks there needs to be a tai-
loring approach to meet the specifi c circumstances. The results of this tailoring and 
methods of improvement shall be discussed in the concluding section.  

7      Conclusions and Further Work 

 The objective of this research was to determine to what extent the HWU IS team 
experience supports IS 2010 and to what extent they confl ict with it. This was dis-
cussed in Sect.  6 , drawing comparisons with the new elements of the IS 2010 
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curriculum for both the HWU IS 2008 programme and the new 2010 proposed pro-
gramme. It then looked at what proposed changes should be implemented moving 
forward, based on the refl ection of the virtual focus group and the HWU IS team’s 
experience. 

 It is the conclusion of this paper that no ‘one size fi ts all’ IS curriculum. Whilst 
IS 2010 proposes a solid foundation of Core and Choice courses, there still needs to 
be a tailoring approach taken by institutions in order to meet their specifi c require-
ments, budgetary issues and those specialisms peculiar to individual department(s). 
Coady and Pooley [ 7 ] proposed that the IS curriculum developed by an Institution 
may often consult local industry to ensure relevancy of graduates for the work force. 
This idea has been reiterated by Stefanidis and Fitzgerald [ 22 ] who suggest that 
academics are charged with a responsibility of designing courses which are industry 
relevant whilst ensuring a strong pedagogy is embedded in the curriculum. 

 The results of the virtual focus group reiterate the ideals set out in IS 2002 and 
implemented in the HWU IS 2008 that quality teaching using creative pedagogic 
approaches is imperative for the student experience. It is necessary to adopt a more 
student-centred/active learning approach as suggested by Turner and Lowry (2005) 
to ensure a better calibre of graduate. Graduate feedback highlighted the need for 
more real-world examples by which will strengthen the Programme. The core topic 
of project management as set out by IS 2010, whilst lacking in the original 2008 
HWU IS programme, has now been included in the 2010 revision of the programme, 
backed by graduate discussion. 

 The results of graduate destinations as shown in Table are impressive for future 
applicants. We suggest there should be more emphasis on IS graduate alumni and 
encourage the continuous tracking of graduate destinations in the future. 

 There is a limited sample size since the Programme has only been running for 2 
years (at the time of writing this paper, year 3 cohort results are being collected), so 
future work from this research will collect graduate destinations at least until 2013, 
as this would give an overall view of graduates who progressed through the degree 
from the original programme from years 1 to 4. It would also enable data to be gath-
ered about student numbers, both graduating and intake, whilst ensuring a consistent 
refl ective approach which will ultimately enhance the student experience.     
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    Abstract     This work introduces a framework for model-driven development of 
model transformations that support traces generation. The proposal starts from a 
high-level specifi cation of the relationships that must hold between the elements of 
source and target metamodels. Such specifi cation is subsequently refi ned into lower- 
level transformation models until they can be serialized into the source code that 
implements the transformation. Running such transformation produces not only the 
corresponding source models but also a trace model between the elements of source 
and target models.  

1         Introduction 

 The IEEE [ 17 ] defi nes traceability as “the degree to which a relationship can be 
established between two or more products of the development process, especially 
products having a predecessor-successor or master-subordinate relationship to one 
another.” Traceability management, which has always been acknowledged as a 
relevant topic in software engineering (SE) [ 31 ], implies keeping track of the rela-
tionships between the different artifacts of the development process. Therefore, 
appropriate management of traceability information helps to monitor the evolution 
of system components. In addition, traceability information can be used to carry out 
different activities, such as change impact assessment, requirements validation, and 
maintenance tasks [ 1 , 2 , 40 ]. 

 Unfortunately, generating and maintaining links among software artifacts is a 
tedious, time-consuming, and prone-to-error task if no tooling support is provided 
to that end [ 28 ]. However, the advent of model-driven engineering (MDE), in which 
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principles are to enhance the role of models and to increase the level of automation 
all along the development process [ 33 ], provides a new landscape that can positively 
infl uence the management of traceability. 

 In particular, one of the disciplines that follows the principles of MDE is model- 
driven software development (MDSD) [ 36 ], which proposes to describe the system 
under development by means of high-level models which are subsequently refi ned 
into low-level models until their level of detail is that of the underlying platform. 
The key to automate each step of the process are the model transformations that 
connect the different models handled [ 34 ]. Simply put, a model transformation 
defi nes a set of relationships between the elements of source and target metamodels 
that must hold between the elements of the models conforming to such metamodels 
[ 35 ]. Implicitly, a model transformation contains valuable information from which 
trace links (or just traces) can be derived: actually, such links can be seen as instances 
of the relationships defi ned at metamodel level. To illustrate this idea, Fig.  1  shows 
a simple scenario where two models ( Ma  and  Mb ) are connected by a model trans-
formation ( MMa2MMb ) that defi nes a pair of mapping rules to generate a target 
model ( Mb ) and a trace model between  Ma  and  Mb  ( MTrace ). In particular, each 
square will be mapped into a cube plus the corresponding  square2cube  trace, 
whereas circles are mapped into cylinders plus the corresponding  circle2cyl-
inder  traces.

   Therefore, the intensive use of models and model transformations characteristic 
of any model-based proposal offers an opportunity to increase the level of automa-
tion in the management of traceability. In addition, the trace links generated could 
be collected in trace models that can be subsequently processed by means of MDE 
techniques, such as model transformation, model matching, or model merging [ 3 ]. 

  Fig. 1    Using model transformations to support trace generation       
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 Unfortunately, model transformations are not as simple as the one shown in the 
previous scenario. With the maturity of MDE technologies [ 39 ], model-based 
proposals have started to involve more complex metamodels and thus more com-
plex model transformations. Coding such transformations becomes even more 
complex if they have to deal with traceability management. We believe that 
applying MDE principles to the development of model transformations [ 5 , 7 , 16 ] 
would alleviate this complexity. 

 Combining these ideas, this work presents a proposal to support the model- driven 
development (MDD) of model transformations that include traces generation. The 
idea is to take a step further the scenario shown in Fig.  1 , which is already supported 
by some model transformation languages [ 10 , 24 ], by applying MDE principles to 
defi ne a development process that is independent of any model transformation lan-
guage. Figure  2  illustrates the approach that starts from a high-level specifi cation of 
the model transformation that is subsequently refi ned into lower-level transforma-
tion models [ 4 ] until they can be used to generate the source code that implements 
the transformation. When executed, such transformation will produce not only the 
corresponding target models but also a traces model between the elements of the 
models implied in the transformation.

   The rest of this paper is structured as follows: Section  2  analyzes related works 
on the combination of MDE and traceability management; Section  3  introduces our 
proposal for model-driven development of model transformations that support 

  Fig. 2    Model-driven development of model transformations supporting traces generation       
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traces generation, which is illustrated by means of a case study in Sect.  4 . Finally, 
Sect.  5  concludes by summarizing the main contributions of this work and providing 
directions for further work.  

2      Related Works 

 So far, there are some model-based proposals to deal with traceability in order to 
keep the relationships between different software artifacts. NDT-Quality [ 13 ] is one 
of such proposals. It provides a traceability matrix to check that the requirements 
are satisfi ed by the artifacts produced at the different stages of the process. In this 
paper however we focus on the generation of traces limited to the context of model- 
driven development of model transformations. 

 Although there exist some proposals focused on the model-driven development of 
model transformations [ 5 , 7 , 16 , 25 , 26 , 38 ] and some others which use transformations to 
generate traces [ 8 , 21 , 27 , 30 ], we have found no proposal combining both approaches, 
according to the idea illustrated in Fig.  2 . Therefore, in the following we provide an 
overview of related works grouped into these two main categories. 

 The fi rst group collects proposals for MDD of model transformations. These 
proposals argue in favor of using models to defi ne high-level specifi cations of model 
transformations that are independent of any model transformation language. Such 
specifi cations are later translated into low-level specifi cations, directly executable 
or interpretable. Besides, although they consider different levels of abstraction, all 
of them consider at least some kind of platform-independent and platform- dependent 
level. More concretely, while Kusel [ 25 ] and Vignaga [ 38 ] consider desirable to auto-
mate the transition between different abstraction levels, Bézivin et al. [ 5 ] and Guerra 
et al. [ 16 ] point to model transformations as the way to do so. The latter goes a step 
further proposing to generate code from low-level transformation models. Finally, 
it is worth noting that among all the proposals found focused on MDD of model 
transformations, just Guerra et al. [ 16 ] and Kusel [ 25 ] provide with some technical 
support (limited to partial implementations in both cases). Likewise, none of such 
proposals deal with traceability management, as we have already mentioned. 

 On the other hand, there is a number of works that follow the idea depicted in 
Fig.  1 , using model transformations for trace generation purposes. Probably the 
most relevant is the proposal from Jouault [ 21 ] that takes advantage from MDE 
principles to support traceability management. The idea is to extract transformation 
models from existing model transformations, enrich them with the machinery 
needed for traces generation, and generate back an enriched model transformation. 
Nevertheless, the proposal works only for existing ATL model transformations, and 
it does not consider the development process of such transformations. Another work 
in this group is the proposal of Levendovszky et al. [ 27 ], which defi nes explicit 
traceability relationships into the transformation rules. This way, when the transfor-
mation is executed, such relationships are instantiated as trace links. There are some 
other works, such as those from Bondé et al. [ 8 ] and Oldevik and Neple [ 30 ], that 
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make explicit the implicit traceability relationships that exist in any model transfor-
mation. The main issue with these proposals is that they were devised for a specifi c 
transformation language/engine. Therefore, its application to other languages or 
approaches can be too complex or just unfeasible. Moreover, these proposals serve 
to refl ect again the gap between theory and practice since just Jouault [ 21 ] accom-
panies the methodological proposal by complete tool support. 

 Finally, we would like to mention apart two relevant works that deal not only 
with traces generation but with model management in general. In the fi rst one, 
Boronat et al. [ 9 ] present the support for traceability generation embedded in 
MOMENT, a model management framework implemented atop of Eclipse and 
EMF [ 14 ]. In this framework, model operators are defi ned at metamodel level to 
carry out different model management tasks and trace models can be obtained, 
either automatically by the execution of these operators or manually by the user. 

 In the second one, Guerra et al. [ 15 ] propose a pattern-based approach to defi ne 
inter-modeling specifi cations and to solve different MDE scenarios, such as model 
traceability. In this work, the authors also present PAMOMO, an Eclipse tool to 
support their proposal. 

 In contrast with existing works, our proposal does not depend on a particular 
model transformation language since it combines the model-driven development of 
model transformations with the generation of trace models. This way, high-level 
transformation models are subsequently transformed into low-level ones until they 
can be used to generate the source code that implements the transformation modeled. 
Such transformation generates not only the corresponding target models but also a 
trace model between the elements of source and target models. Besides, a complete 
EMF-based IDE supports the proposal [ 18 ].  

3      MDD of Model Transformations Supporting 
Traces Generation 

 In [ 7 , 19 ] we introduced a fi rst prototype of a framework to apply MDE to the devel-
opment of model transformations. In the following we introduce MeTAGeM-Trace, 
an evolution of such framework that supports the MDD of model transformations 
that include traces generation. To that end, we fi rst describe its methodological 
proposal to later introduce its technical support. 

3.1     Methodological Proposal 

 The model-driven development process for model transformations defi ned by 
MeTAGeM-Trace is illustrated in Fig.  3 . The underlying idea is that the model 
transformation to develop is modeled at different abstraction levels. Concretely, we 
consider four different levels: PIM (platform-independent models), PSM (platform- 
specifi c models), PDM (platform-dependent models), and code.

Model-Driven Development of Model Transformations Supporting Traces Generation



238

   First, a PIM transformation model defines the relationships between the 
elements of source and target models, without considering any implementation 
detail. Such model is consumed by a model transformation ( PIM2PSM ) that pro-
duces a new one that models transformation rules in terms of a particular approach 
for model transformation development, namely, imperative, declarative, hybrid, and 
graph-oriented [ 11 ]. Moreover, the traceability relationships that were implicit in 
the PIM transformation model become explicit at PSM level. 

 The next step of the process is supported by the  PSM2PDM  model transformation 
that consumes the previous PSM to produce a PDM. The generated transformation 
model specifi es the transformation rules and the components needed to create trace 
models (taking into account the traceability relationships specifi ed at PSM level) in 
terms of a concrete transformation language. Note that such language must be one 

  Fig. 3    MeTAGeM-Trace development process       
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of those following the programming paradigm selected at PSM level, i.e., if we have 
chosen the hybrid approach at PSM level, the PDM must be described in terms of a 
hybrid language such as ATL [ 22 ], ETL [ 23 ], or RubyTL [ 32 ]. 

 Finally, a model-to-text transformation ( PDM2Code ) generates the source code 
that implements the modeled transformation in the selected language. When such 
transformation is executed, it generates not only the corresponding target models 
but also a traces model between the elements of source and target models. 

 Besides, the different transformation models generated along the process can be 
manually refi ned. Likewise, the source code generated can be modifi ed using the 
IDE of the targeted model transformation language.  

3.2     Technical Support 

 In order to provide with a proof of concept for the above-described proposal, we 
have developed an EMF-based toolkit that supports the MDD of model transforma-
tions that include traces generation [ 18 ]. In particular, among the different 
approaches and languages that can be adopted to develop model transformations, 
we have considered the hybrid approach at PSM level and the ATL and ETL lan-
guages at PDM level. Note that we aimed at showing the applicability of the proposal. 
Therefore, we fi nd it more convenient to do it for the hybrid approach since we fi nd 
it to be one of the most commonly adopted [ 11 ]. Likewise, we opted for the ATL 
language due to it being considered as the de facto standard for model transforma-
tion development [ 6 , 37 ]. In addition, we wanted to show that we were able to gener-
ate model transformation for different model transformation languages; thus, apart 
from supporting ATL, we needed to show the application of the proposal for another 
model transformation language. Since existing languages do not use to be 
metamodel-based, i.e., they do not provide a metamodel capturing its abstract syn-
tax that allows defi ning transformation models, we opted for ETL because it is very 
well documented. This fact helped decisively on the task of defi ning its underlying 
metamodel. Besides, it will probably favor to increase the level of adoption of the 
language in the next future. 

 This way, current version of MeTAGeM-Trace supports the (semi)automatic 
development of ATL and ETL model transformations that include traces generation. 
To that end, the toolkit integrates a set of EMF-based DSLs [ 14 ] to support the 
modeling of model transformations at different abstraction levels. Namely, it bundles 
a DSL to model transformations at PIM level, a DSL to model transformations at 
PSM level according to the hybrid approach, and fi nally a pair of DSLs to model 
ATL and ETL model transformations. Besides, MeTAGeM-Trace includes a set of 
ATL [ 22 ] and MOFScript [ 29 ] model transformations to bridge such DSLs and 
automate the different steps of the process. 

 For the sake of space, we cannot go into much more detail about the technical 
support for the proposal. However, the next section illustrates some of the software 
artifacts just mentioned. As well, the toolkit is available for download at   http://
www.kybele.urjc.es/members/ajimenez/Thesis/    .   
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4      Case Study 

 In order to illustrate our proposal, this section presents its application to a simple yet 
complete case study. We have opted for using such scenario in order to avoid acci-
dental complexity. However, for those interested in showing the application of the 
proposal to more complex scenarios, the toolkit that can be downloaded from the 
abovementioned URL includes a project in which MeTAGeM-Trace is used to 
develop an ATL model transformation to map UML conceptual data models into 
XML schemas. 

 This way, here we use MeTAGeM-Trace to develop the  Families2Persons  
transformation, one of the learning examples provided in the ATL Web site. The 
execution of the resulting transformation will produce not only a  Persons  model 
but also a  Families2Persons  trace model. The input and target metamodels for 
such transformation are shown in Fig.  4 .

   To develop this model transformation with MeTAGeM-Trace, we follow the pro-
cess described in Fig.  3 . In the following we will use the mapping of  Mother  
objects to  Female  objects as conducting thread. 

 The fi rst step of the process is to develop a PIM transformation model which 
specifi es the relationships between the metaclasses of source and target metamod-
els. Figure  5 (1) shows an excerpt of such model corresponding to the modeling of 
the one-to-one relationship  Mother_2_Female .

   Next, we obtain a PSM transformation model where transformation rules are 
described in terms of the hybrid approach and traceability relationships become 
explicit. Back to the example, Fig.  5 (2) shows that the  Mother_2_Female  trans-
formation rule owns a trace rule object which describes the traceability rela-
tionship between  Mother  and  Female  objects. Keep in mind that this generated 
model can be refi ned manually by adding, modifying, or removing objects. In this 
case we have added the  getFatherName()  operation. 

 The previous model is used as input to generate a transformation model that 
conforms to the ATL metamodel. So, the PSM transformation rules are mapped into 
the different types of rules supported by the ATL language (the machinery of the 

  Fig. 4    Metamodels for the case study: ( a ) Families and ( b ) Persons       
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 PSM2PDM  transformation encodes the logics of these mappings). For instance, as 
Fig.  5 (3) shows, the transformation rule  Mother_2_Female  has been mapped 
into a matched rule. Moreover, since the ATL metamodel does not support the mod-
eling of traceability elements, trace rule objects are mapped into elements of the 
target pattern of the ATL rules. 

 Finally, the ATL transformation model is serialized into the ATL code that 
implements the modeled transformation. For instance, see Fig.  5  (4) that shows the 
source code of the ATL rule  Mother_2_Female . Note the extra load of machinery 
needed to support the generation of traces. This fact serves to back the convenience of 
raising the level of automation in the development of model transformations. 
Otherwise, vast amounts of similar code should be replicated all along the 
transformation. 

 To conclude, we would like to mention that we have developed another EMF- 
based DSL for the trace models generated by the model transformations produced 
with MeTAGeM-Trace, though we have not introduced it here for the sake of space. 
It includes a multi-panel editor that provides a unifi ed view of the different source 
and target models and the traces model that connects them [ 20 ]. This way, Fig.  6  
shows an excerpt of the trace model generated when the user runs the 
 Families2Persons  transformation developed with MeTAGeM-Trace, 

  Fig. 5     Families2Persons  case study: mapping  Mother  objects to  Female  objects       
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displayed in such editor. Note that when the  Mother_2_Female  trace link is 
selected, the source and target objects of such trace ( Marge  and  MargeSimpson ) 
are automatically highlighted in the corresponding models.

5         Conclusion and Further Work 

 The key role of models in any MDSD proposal can help to improve the current state 
of the art on traceability management. Being models the main software assets 
handled along the development process, traceability information can be reduced to 
links between the elements of those models. Even better, the traceability relation-
ships that are to be persisted by means of trace links between those models are 
already implicit in the model transformations that connect them [ 1 ]. 

 To take advantage from this scenario, in this work we have introduced MeTAGeM- 
Trace, a framework for MDD of model transformations that support traces genera-
tion. The underlying idea is to apply MDE principles to the development of model 
transformations [ 6 ]: basically modeling the software artifact to develop at different 
abstraction levels and automating the transition between levels by means of model 
transformations. The only difference is that in this case the software asset to develop 
is another model transformation that supports the generation of traces. 

 It is worth mentioning that the model transformation developer is not com-
pletely free of coding tasks when using MeTAGeM-Trace. In our experiments, we 
have found that some imperative constructions have to be manually added in aux-
iliary functions. However, a huge amount of the source code is automatically 
generated. Not only the most repetitive and error-prone parts but also most of the 
pattern-matching parts, the heart of any model transformation and one of the theo-
retical advantages of MDE [ 33 ], but also most of the pattern-matching parts, the 
heart of any model transformation. This way, this proposal does not only alleviate 
the complexity inherent to traceability management but also to model transforma-
tion development [ 12 , 16 ]. 

  Fig. 6     Families2Persons  case study: trace model       
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 Finally, this work provides with a number of directions for future work. The most 
immediate is related to extending the proposal to support other model transforma-
tion paradigms such as purely imperative or graph-based [ 11 ] (remember that current 
toolkit supports just the hybrid approach) and other transformation languages, such 
as the different implementations of the QVT standard [ 11 , 24 ]. 

 The other direction that we are already exploring is how to use the information 
generated. In some sense, MeTAGeM-Trace can be seen as a way to provide low- 
level data (all the traces between the elements of the models implied in a given 
transformation). These data could be aggregated, fi ltered, or queried in order to 
provide high-level information. Indeed, being collected in trace models, these data 
can be processed by means of MDE techniques such as merging, transformation, or 
weaving [ 3 ]. So, we are working to provide mechanisms to analyze traceability data 
in order to produce high-level information that can be used to support decision- 
making processes. For instance, the project manager of a MDSD project might be 
interested in identifying which are the mapping rules generating more trace links in 
order to improve the performance of a given transformation.     

  Acknowledgments   This research was carried out in the framework of the MASAI project 
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    Abstract     There are many diffi culties in developing business requirements when 
developing prospective enterprise resource planning systems (ERPs). There exist no 
approaches for requirements development for prospective ERPs. Using a design 
science research approach, we develop an approach for requirements development 
for prospective ERPs. The approach is presented and we discuss how it can be used. 
The main features of the approach are scenarios and narratives, and we show how 
these, using different sources, can be developed.  

1         Introduction 

 To identify, gather, and specify requirements in information systems development 
are non-trivial activities to carry out [ 1 ]. The elicitation of requirements is critical in 
information systems development (ISD) [ 2 – 4 ]. A vast amount of approaches, meth-
odologies, methods, and techniques exist for requirements elicitation in ISD. These 
approaches, focus on requirements elicitation in situation where one develops an 
information system for a specifi c organisation and in many cases also for a limited 
number of functionalities and users. For enterprise resource planning systems 
(ERPs), very little exist in terms of approaches. Some have addressed this by devel-
oping support for organisations when they are to buy or rent an ERP [ 3 ,  5 – 7 ]. That 
is a focus on the user side. When looking at the developer side, the organisations 
developing ERPs, nothing exists. The aim of this paper is to present and discuss an 
approach for identifying and describing business requirements for the development 
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of prospective ERPs. If it is hard to identify requirements for information systems 
in general, it can be argued that identifying requirement for ERPs is even harder. 
One reason is the fact that ERPs are a type of information systems that are supposed 
to address more or less all concerned functions of an organisation [ 8 ]. After having 
reviewed relevant literature, we conclude that there is a gap in practice and research 
on how developer of commercial off-the-shelf (COTS) software, such as ERPs, can 
identify requirements when developing ERPs for the future. The work presented 
here aims at describing and developing guidelines for identifying ERP require-
ments. It does so by employing an ERP requirements approach that suggests sources 
for fi nding future requirements. 

 Hence, the basic problem addressed is how to identify business requirements 
when developing prospective ERPs. Since the research is solution driven—the 
development and evaluation of an approach for generating requirements for 
prospective ERPs—the research approach is design science research (DSR). DSR 
aims at developing novel artefacts [ 9 ] as well as design knowledge [ 10 ,  11 ]. To 
position our research, we use the work of Hevner et al. [ 12 ] and Hevner and Gregor 
[ 13 ]. Drawing on Purao’s [ 14 ] framework, Hevner and Gregor [ 13 ] present three 
DSR design contribution types: (1) instantiations in the form of products and 
processes, (2) design principles (e.g. approaches, models, and methods), and (3) 
emergent design theories about the phenomena under study. The work presented 
here is a type 2 contribution. The approach presented is general in the sense that 
any developer of ERPs could use it. Hevner et al. use two dimensions to develop a 
DSR knowledge contribution framework: (1) maturity of application domain 
(problems) and (2) maturity of solutions (existing artefacts). Using the two dimen-
sions, they present four types of contributions: (1) invention, invent new solutions 
for new application problems; (2) inspiration, develop new solutions for known 
application problems; (3) extension, extend known solutions to new problems, e.g. 
adopt solutions from other fi elds and contexts; and (4) routine design, apply known 
solutions to known problems. They consider the three fi rst as DSR. The work pre-
sented here is extension, where we essentially took methods, techniques, etc., hav-
ing being developed to be used in other contexts. We adapted them to the stated 
problem. 

 To address the problem, Sect.  2  presents an approach for ERP requirements man-
agement. The approach is a theoretical-driven approach. The aim of the approach is 
to support ERP developing organisations in identifying, gathering, and specifying 
ERP requirements for new ERPs. How to use the approach is presented in Sect.  3 . 
The approach is presented and guidelines for the different phases are presented. 
Section  3  also describes problematic issue in ERP requirement specifi cations. The 
fi nal sections then relate the suggested model and its usage to other approaches and 
problems in ERP requirement descriptions and ends with concluding remarks about 
the model and the phases it involves.  
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2      An Approach for Identifying and Presenting Future ERP 
Business Requirements 

 As a background to the discussion on how to identify business requirements for 
prospective ERPs, an ERP business requirement model is presented in Fig.  1 . This 
model builds to some extent on the description that Jarke et al. [ 15 ] give concern-
ing scenario management in three disciplines—strategic management, human–
computer interaction, and software and systems engineering—and the work they 
present in suggesting an interdisciplinary framework. The motivation for selecting 
the framework as a starting point is that it deals with both descriptions of current as 
well as future realities. This makes it a relevant starting point for an ERP require-
ments approach, since prospective ERPs need to be built from current realities if 
they should be able to fulfi l future realities. Also, ERPs have connections to all three 
disciplines. Development of ERPs is defi nitely related to software and systems engi-
neering, but it also has a close connection to strategic management and human- 
computer interaction. The model in Fig.  1  builds on the thinking about going from 
a description of AS-IS situations to a description of TO-BE situations. The model 
also focuses on scenarios and the role that scenarios could play in identifying and 
presenting future ERP requirements.

(C) Developed
Scenarios

(B) Current
Scenarios

(A) Narratives
about usage

situations

(D) Requirements
specification for

future ERPs

(1) Experience from
users in customer

organisation

(2) Experience from
distributors of ERPs

(3) Experience from
ERP software vendors

(5) Experience from
literature and researcher

(6) Experience from other
ERPs and other information

systems

(7) Influences from
technical innovations

(8) Strategy and goal
of organisation’s and

industries

Reverse
engineering

AS-IS

TO-BE

(4) Existing
ERPs

  Fig. 1    A model for identifying and presenting business requirements for ERPs (based on Jarke 
et al., 1998, p. 157 [ 15 ])       
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   From the discussion so far, the model shown in Fig.  1  is suggested as an approach 
for how to capture business requirements of prospective ERPs. The model to a great 
extent builds on the idea that narratives and scenarios can be used to describe “real” 
requirements. 

 A crucial question to answer is then: what are narratives and scenarios in this 
context? Scenarios and narratives have been suggested and used in the ISD litera-
ture. For example, Clausen [ 16 ] claims that the use of narratives in system develop-
ment is “more or less” the solution to the problem of the knowledge gap between 
end users and systems designers. Two different kinds of narratives are described: 
“the history”, a narrative about the existing situation, and “the scenario”, a narrative 
aiming at describing the future. Hedman and Borell [ 17 ] describe narratives as a 
potential communication medium suitable for presentation of ERP requirements 
since narratives can manage a high degree of uncertainty and ambiguity. They state: 
“In fact, narratives might be the only way to capture invaluable input regarding 
project size and complexity of an ERP implementation” [ 17 ]. For discussion and 
different views on scenarios and narratives in ISD, see, for example, Nielsen [ 17 ], 
Nielsen and Madsen [ 18 ], and Schindler [ 19 ]. 

 In our approach, the difference between narratives and scenarios is a difference 
between “what” and “how”. Narratives are stories that focus on what the developed 
system is used for. The scenarios focus on the developed system and the system to 
be developed and how they can be used in organisations. 

 The input to the narratives and scenarios could come from at least three different 
stakeholders: (1) ERP users in customer organisations, (2) ERP distributors (which 
act as developers by, for instance, customising ERPs and developing add-ons), and 
(3) ERP software vendors. The narratives will to some extent depend on the func-
tionality already implemented in existing ERPs. They will also be based on sugges-
tions for functionality that is already present in the existing ERP but for one reason 
or another are not used. From all these information, scenarios will be developed that 
describe the current situation. The scenarios of the current situation will then be 
developed into scenarios about the future using input from literature (academic and 
practitioner), experience, and evidence from other ERP installations as well as ideas 
regarding technological innovations. By relating the developed scenarios to organ-
isations’ goals and requirements for fulfi lling these goals, the result should be a 
better connection between the requirements and the objectives of the organisations. 
The fi nal step is formalisation from the scenarios in order to achieve a requirements 
specifi cation for prospective ERPs. The next section will in greater detail describe 
how the approach could be used.  

3       How to Use the ERP Requirement Approach 

 The model could be described as an overall description of how to identify, select, 
and present requirements when aiming at developing prospective ERPs. In this 
section, this is discussed in a step-by-step manner following the numbering A–D 
in Fig.  1 . The numbers 1–8 in Fig.  1  are potential sources for developing scenarios 
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and narratives. However, before discussing how to use the approach, some basic 
assumptions about requirements in the ERP context are presented, and some con-
cepts used in the fi gure are defi ned. 

3.1     Business Requirements of Prospective ERPs 

 Some of the most pervasive and intrusive information systems implemented by 
organisations are those referred to as enterprise resource planning (ERP) systems 
[ 20 ]. A basic problem in implementation is to align the inherited business processes 
in ERPs with the ERP requirements the implementing organisation has. This is 
closely related to the problem of how to identify requirements on prospective ERPs, 
so the ERPs support business processes in the organisation. 

 There is a knowledge, information, or data gap between the business analysts and 
developers of ERPs. A basic problem with developing ERPs is that the one that 
identifi es the needs is often not the same as the one responsible for building the 
system. This issue is not something unique to developing ERPs; instead, this is 
more or less always the case in software development, especially in commercial 
off- the-shelf (COTS) development [ 21 ]. However, the problem gets more evident in 
ERPs since ERPs are supposed to be systems dealing with processes in the entire 
organisation and therefore have a lot of different users from an entire organisation. 
From early days, the ambition of ERPs has been to (1) integrate all transaction sys-
tems within the same system, (2) share common data and practices across entire 
enterprises, and (3) produce relevant information for decision-making purposes in 
real time [ 22 ,  23 ]. An important issue is then to identify and present business 
requirements. Identifying as well as presenting requirements for information sys-
tems is a diffi cult task to conduct [ 1 ]. 

 A fi rst question when it comes to discussing requirements is: what are require-
ments? Jackson [ 24 ] describes requirements as being about the phenomena of the 
application domain, not about the machine. The application domain is, according to 
Jackson, in a way similar to environment, but it differs since environment suggests 
something that physically surrounds the machine (the software product). Using 
Jackson’s view on requirements means that requirements become needs that must 
have solutions. By having a focus on the application domain, it is possible to focus 
on requirements and where and how to fi nd them. (For a similar view, see Power 
[ 25 ].) Here, requirements are defi ned as needs that are not yet fulfi lled. This defi ni-
tion makes it necessary to clearly describe the AS-IS situation when identifying 
requirements for prospective ERPs. One way to do that is by developing narratives 
about usage situations, as described under the next section.  

3.2     Narratives About Usage Situations 

 In the approach’s fi rst phase, narratives (A) are developed from data collected from 
users (1), experience from distributors of ERPs (2), and experience from ERP 
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vendors (3). The approach could act as input to the development of an interview 
guide. The interview guide would then specify questions that, for instance, a business 
analyst has created before interviewing stakeholders involved in giving input to the 
narratives about usage situations. The concept of sensemaking could be useful in 
this context [ 26 ]. Sensemaking should here be understood as a data collection 
technique that has context, uses experienced problems, and has problem-solving in 
focus. However, it could be asked if interviewing is “the best” method to get the 
correct information for narratives about usage. It is proposed that the interviews 
should be supported by observations of actual usage situations. We conclude that 
getting the experiences from users in usage situations could be done as either 
interviews, observations, or a combination of these two methods. Triangulation is 
crucial, and it can be achieved by using different data collection methods, like role 
rep test and laddering [ 27 ,  28 ]. Another possible way to receive this information 
could be experiments in the meaning that from problem statements the users are 
supposed to show what and how they use the existing ERP to solve a specifi c work 
task. While showing how they use the system, they should think aloud. 

 When developing narratives, experiences from distributors of ERPs and from 
ERP software vendors can also play a role. Since the narratives focus on how prob-
lems are solved with the assistance of existing ERPs, the narratives should be 
focused on actual ERP usage. The dotted arrows therefore depict that experiences 
from distributors and vendors should not be the main sources. These sources are of 
greater importance when developing current scenarios (B).  

3.3     Current Scenarios 

 The next phase in the approach is to develop scenarios describing the current situa-
tion (B). This means that by conducting a reverse engineering exercise from existing 
ERPs, implemented requirements should be able to document. However, it is not 
always sure that existing ERPs’ implemented functionality refl ects the requirements 
that are needed or desired. What requirements that get implemented are dependent 
on some historical facts about the system. The architecture that was chosen origi-
nally refl ects what requirements were implemented. Software vendors have a wish-
list with requirements. Due to a lack of resources, there has to be a prioritising of 
what requirements are implemented. 

 We assume that distributors of ERPs (2) have a lot of knowledge about what the 
customers want to have as well as how existing ERPs fulfi l the current requirements. 
The reason is strictly that they have a direct contact with several ERP user organisa-
tions. The distributors to a high extent are the ones that help the customers to adjust 
the basic core requirements to the specifi c customers’ business processes or help 
customers with advice about how they should reconfi gure their business processes. 
The knowledge from the distributors could act as input to the development of narra-
tives, but most importantly, it probably has an impact on the development of current 
scenarios (B). This knowledge could be gained from different actors in a distributor 
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organisation, such as sales manager, sales personnel, developers, and personnel 
working in the help desk. The distributors’ experiences differ to some extent from 
the software vendors’ experiences. The distributors are closer to the users, and they 
are also probably the group that receives direct request regarding desired changes 
for the existing ERPs. 

 We assume that ERP software vendors (3) are the ones having least experience 
about direct usage of ERPs, but despite that the experience they have are highly 
relevant. The reason for this is that they have general experience that could be said 
to be relevant when developing systems that are supposed to be used in several 
organisations. In ERP software vendors’ organisations, there exist lists and descrip-
tions of requirements coming from distributors and users, but have yet not been 
implemented. This means that identifi ed requirements from users and distributors 
could be validated and the generalisability of these could be checked.  

3.4     Developed Scenarios 

 As described above and shown under the dotted line in Fig.  1 , the base for require-
ments specifi cation are narratives and scenarios, i.e. the reality in which companies 
operate. The aim of this phase is to develop AS-IS descriptions into scenarios (C) 
that describe the TO-BE situation. As shown in Fig.  1 , there are a lot of different 
sources of information (5–8) that infl uence the TO-BE scenario. Organisational 
strategies and goals are input to developed scenarios. However, it is important to 
state that even if the model seems to suggest that only executives have the informa-
tion for the TO-BE situation, this is not the case; of course, they could have and have 
infl uential information on the narratives as well as the current scenarios. Most 
important in this phase is that the scenarios should have a high level of generalisa-
tion. This means that the developed scenarios should be described in a way that they 
do not describe a specifi c organisation’s situation. One way to avoid the “specifi c 
organisation’s situation” is to develop critical success factors and business pro-
cesses for industries.  

3.5     Requirements Specifi cation for Prospective ERPs 

 The fi nal phase is to go from developed scenarios to a requirements specifi cation 
for prospective ERPs (D). This is probably the most complicated step to make and 
it involves a great extent of formalisation. There are a lot of different methods that 
could support this step. One of these is the Business Process Modelling Notation 
(BPMN) [ 29 ]. Figures describing processes in BPMN are relatively easy to under-
stand for business people. Another choice could be the Unifi ed Modelling 
Language (UML). 

 Independent of what method that is used, the important issue here is to close the 
gap between different stakeholders in the ERP development chain so that the 
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different stakeholders understand each other. The misunderstandings that exist 
today could be described as some kind of trade-off between different stakeholders 
about the level of business requirements. The one that represents the organisational 
level needs to have the requirements on a more abstract level, which suggests that 
requirements could be described such as “we want the ERP to support our business 
processes” or “we want such and such functionality”. These abstract requirements 
are not at the level that developers with a more technical viewpoint want. The devel-
opers’ level of requirements is on the level “what data do you want to be able to see 
on this screen” or “how many decimals should it be possible to store this data with”. 
This trade-off means that there has to be some kind of formalisation of the require-
ments gathered in the narratives and scenarios.  

3.6     Summing Up the Approach 

 The approach consists of two overall parts: a current part and a planned part. The 
current part of the model (AS-IS) is more or less strictly developed from experi-
ences of and evidences from current usage. The idea is that current scenarios (B) 
should describe the actual usage situation in organisations. It should describe what 
and how users use existing ERPs and thereby identify problems in the usage. This 
also means that the current scenarios are infl uenced or have to be infl uenced by 
existing ERPs. However, this is to some extent problematic when identifying 
requirements on prospective ERPs. The risk is that if experiences from existing 
ERPs are used, it could block innovative thinking and might end up in an anchor (in 
current situation) and adjust. However, we need to look at the history to help us cre-
ate the future. Another problem when gathering information from existing ERPs is 
that they often lack documentation. The planned part (TO-BE) builds on the AS-IS 
data and could or should be seen as an extension of that. There is also some direct 
infl uence at the top level in the model about the organisations’ (8) goals and/or 
objectives that could be gleaned from executives or documentation. 

 Under the heading “narratives”, we describe how experience from different 
stakeholders could be collected and described as narratives. The approach suggests 
that these narratives are transformed into scenarios. 

 In the approach, the difference between narratives and scenarios should be 
understood as a difference between “what” and “how”. This means that the narra-
tives are stories that focus on what the developed system should be used for. The 
scenarios then focus to a higher extent on the developed system and how it can be 
used in the organisation. It is important to state that the approach focuses on identi-
fying requirements on future development of ERP systems. This means that it has a 
focus on how to generate and present requirements for vendors of ERP systems 
when they develop the “core” functionality for prospective ERP systems. The pre-
sented approach differs from frameworks, presented by, for instance, Daneva and 
Wieringa [ 6 ], Rolland and Prakash [ 7 ], as well as Daneva [ 5 ]. These are to be used 
for assisting user organisations in the selection of a specifi c ERP system.   
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4     Discussion 

 We present an approach and how to use it when identifying, describing, and specify-
ing business requirements for prospective ERPs. During a fi rst evaluation of an earlier 
version of the ERP requirement approach, it was found that the focus on doing a 
reverse engineering raised a major problem in ERP requirement management. The 
problem can shortly be described as ERP vendors developing a core product that are 
further developed by users of the system, resulting in changes in the core product. 
This creates two problems. The fi rst is that documentation is sparse, and the second 
is that the documentation does not refl ect the system that is used. This is related to the 
work done by Power [ 25 ]. Power describes the collection of requirements from a 
grounded theory perspective. He found that requirements documentation has a lot of 
different names. Power says that this is problematic since it is not clear what the 
documents are about. There were 17 different names on requirements documents 
identifi ed by Power. The most common words used were specifi cation and require-
ments, and labels used on the documents were often some kind of combination of 
these two words. However, there were also names such as “Business Blueprint and 
Task Defi nition”. This indicates that if one searches after documentation on require-
ments, it is not enough to just search for documents that are labelled “requirements”. 

 Another concern is then how to categorise requirements. The literature on 
requirements has a strong focus on classifi cation of requirements [ 25 ]. The major 
part of these classifi cation schemes begins by distinguishing between functional and 
non-functional requirements [ 25 ]. According to Power, this focus is problematic 
since it does not distinguish between substantive and written-down requirements. 
By distinguishing between substantive and written-down requirements, a focus on 
requirements as needs and requirements as text is focused. The major benefi t with 
having this perspective is that it analyses requirements in depth and goes beyond the 
common breakdown of types of requirements per se. 

 A major problem in the requirements documentation is that it does not refl ect the 
system that is used. It may in the beginning of the usage of the system, but since the 
system drifts and the requirements documentation are not updated, it results in doc-
umentation not describing the “actual” system. In the ERP case, this is a very com-
mon problem, meaning that the vendors cannot clearly state what requirements that 
are implemented and how they are implemented. This can be described as a product-
oriented perspective in contrast to a process-centred perspective. Process centred 
means that the system development becomes part of an overall ongoing process of 
organisational change, while product oriented focuses on developing a product 
without a close connection to any specifi c organisational change [ 30 ]. This can be 
compared with the two main approaches that exist in information systems design: 
the traditional system development process and the commercial off-the- shelf product 
development process [ 31 ]. Although both approaches look very similar, there is a 
substantial difference between these. The former is tailor-made for a specifi c com-
pany, automating processes as they are, while the latter is on-size-fi ts-all approach 
where a vendor tries to design an ERP system according to generic business pro-
cesses based on best practices.  

An Approach for Identifying Business Requirements for Development…



256

5     Concluding Remarks and Future Research 

 We have addressed how to identify requirements for prospective ERPs. Using a 
DSR approach, we developed an approach for requirements development when 
developing prospective ERPs. In the approach, several sources are used to develop 
scenarios and narratives. Broadly, DSR consists of two major phases: develop and 
evaluate. The focus of the paper has been on developing the approach. Hence, future 
work will focus on evaluation, and based on evaluation, the approach will be 
enhanced. Evaluation will be based on evaluation guidelines and methods suggested 
in the DSR literature; see, for example, Hevner and Chatterjee [ 9 ] and Carlsson 
et al. [ 11 ]. Another line of research will be to explore how to combine the scenarios 
and narratives with modelling techniques like BPMN and UML as well as use cases. 
Yet another line of research will focus on techniques as well as evidence-based 
information that can be used in the different phases, for example, how strategy 
research can be used to identify strategies, goals, and key processes in different 
industries.     
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    Abstract     There are differing opinions about whether an organization gains a 
competitive advantage (CA) from an enterprise resource planning (ERP) system. 
However, the basic question in this paper concerns how receiving a competitive 
advantage from customizing an ERP infl uences the feedback loop in the ERP 
development chain. The paper suggests how the interests ERP development chain 
stakeholders have in maintaining or improving their competitive advantage in their 
own markets is complex and potentially confl ictual and in some circumstances may 
hinder the development of future ERPs. From a set of theoretical propositions, eight 
scenarios are proposed. These scenarios are then illustrated from interviews with 
stakeholders in the ERP development chain. Just from our initial research, we 
uncovered evidence for six of these eight scenarios.  

1         Introduction 

 Competitive advantage (CA) and how organizations gain CA from information and 
communication technologies (ICTs) are subjects that have been discussed exten-
sively. There are different opinions on the answer to the question as to whether ICTs 
enable organizations to gain CA. Some proponents, such as Carr [ 1 ], claim that the 
technology is irrelevant since it can be treated as a commodity. Others, such as 
Tapscott [ 2 ], argue for its importance, while still other writers say it depends on 
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how the technology is used and that it is business processes that are primary [ 3 ]. 
In reviewing the academic literature, there seems to be a common understanding 
that it is not the technology as such that eventually provides organizations with CA 
but how the technology is deployed [ 4 ]. 

 However, in this paper, we discuss another perspective of CA in relation to ERPs, 
and that is how the ERP value-chain stakeholders’ interests in maintaining or 
improving their CA may infl uence requirements management of ERPs. When we 
differentiate between the stakeholders in the ERP value chain and their relative 
positions, the subject becomes more complex. The research builds on a set of prop-
ositions suggesting what gives stakeholders in the ERP value chain their CA. The 
propositions are then discussed using preliminary fi ndings from an empirical study. 

 The principal question addressed in this paper is: How do stakeholders’ 
beliefs about competitive advantage infl uence requirements management in ERP 
development? 

 The rest of the paper is organized as follows: The next section defi nes ERPs and 
describes the ERP value chain and its stakeholders. We then defi ne CA and describe 
ERPs and CA from the resource-based view of the firm perspective. This is 
followed by a presentation of the propositions and a table suggesting CA scenarios 
in relation to the different stakeholders in the ERP value chain. Finally, we present 
eight scenarios together with some preliminary fi ndings from our own and extant 
studies and suggest directions for future research.  

2     ERPs, the ERP Value Chain, and Its Stakeholders 

 ERPs are often defi ned as standardized packaged software designed with the aim of 
integrating the entire value chain in an organization [ 5 ]. Wier et al. [ 6 ] argue that 
ERPs aim at integrating business processes and ICT into a synchronized suite of 
procedures, applications, and metrics which transcend organizational boundaries. 
This evolution has increased the complexity not only of usage but also in the devel-
opment of ERPs. The complexity comes from the fact that ERPs are systems that 
are supposed to integrate the organization (both interorganizationally and intraorga-
nizationally) and its business processes into one package [ 7 ]. It can be assumed that 
ERPs as well as how organizations use ERPs have evolved signifi cantly from a 
focus on manufacturing to include service organizations [ 8 ]. These changes have 
created a renewed interest in developing and selling ERPs. Thus, the ERP market is 
a market that is in fl ux. This impacts not only the level of stakeholder involvement 
in an ERP value chain [ 9 ] but also how these different stakeholders gain CA from 
developing, selling, or using ERPs. It is clear that a user organization no longer 
achieves CA just by implementing an ERP [ 10 ]. Fosser et al. [ 11 ] present evidence 
that supports this and at the same time show that for some organizations there is a 
need to implement an ERP system for at least achieving competitive parity. They also 
claim that the way the confi guration and implementation is accomplished can 
enhance the possibility to gain CA from an ERP system, but an inability to exploit 
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the ERP system can bring a competitive disadvantage. This is in line with the 
assumption from the resource-based view that it is utilization of resources that 
makes organizations competitive and just implementing ERPs provides little, if any, 
CA [ 4 ]. One reason for this could be that the number of organizations that have 
implemented ERPs has exploded. Shehab et al. [ 12 ] claim that the price of entry for 
running a business is to implement an ERP, and they even suggest that it can be a 
competitive disadvantage if you do not have an ERP system. Beard and Sumner [ 13 ] 
argue that through reduction of costs or by increasing organizations revenue, 
ERPs may not directly provide organizations with CA. Instead, they suggest that 
advantages could be largely described as value adding through an increase of 
information, faster processing, more timely and accurate transactions, and better 
decision-making. 

 In contrast to the above analysis, we describe the development of ERPs as a value 
chain consisting of different stakeholders, as shown in Fig.  1 .

   It can be said that all stakeholders in the value chain, to some extent, develop the 
ERP further. The software vendors develop the core of the system that they then 
“sell” to their partners that act as resellers or distributors of the specifi c ERP. These 
partners quite often make changes to the system or develop what could be labeled 
as add-ons to the ERP core. These changes or add-ons are then implemented in 
order to customize the ERP for a specifi c customer. In some cases, the customer 
develops the ERP system further by either confi guration or customization. At this 
stage of the value chain, it can be argued that the “original” ERP system could have 
changed dramatically from its basic design. This ERP development value chain may 
result in the ERP software vendors not having as close a connection to the end user 
that they would choose and they do not always understand what functionalities are 
added to the end users’ specifi c ERP systems. 

 The stakeholders in the ERP value chain have different roles; accordingly, they 
have different views of CA gained from ERPs. One way of describing this is to use 
a concept from the resource-based view: core competence [ 14 ]. Developing ERPs 
are normally the ERP software vendor’s core competence. The ERP reseller/
distributors’ core competence should also be closely related to ERPs, but it is 
unclear if development should be their core competency. Their core competences 
could or should be marketing and implementing ERPs. However, this probably var-
ies between ERP resellers/distributors; for some it could be development of add-ons 
that constitute one of their core competences. When it comes to end-user 

ERP
Software vendor

ERP
Reseller/
distributor

(Solution partner)

ERP
Customer
(end-user

organisation)

  Fig. 1    Stakeholders in the ERP value chain. This is the Microsoft business model. While SAP 
does not use resellers, they use partners that provide, in some cases, extensive support for ERP 
customers       
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organizations, it can be said that ERP development defi nitely is not their core 
competence. However, they are involved in the ERP development value chain. To 
further discuss this, we describe ERPs and CA from the resource-based view of the 
fi rm in the next section.  

3     ERP and CA Seen from the Resource-Based View 

 As Mata et al. [ 4 ] as well as Kalling [ 15 ] claim, whether an organization (the customer 
in Fig.  1 ) gains CA from software applications depends on how these resources are 
managed. The conclusion Mata et al. [ 4 ] draw is that among attributes related to 
software applications—capital requirements, proprietary technology, technical 
skills, and managerial software application skills—it is only the managerial software 
application skills that can provide sustainability of CA. Barney [ 16 ] concludes that 
sources of sustained CA are and must be focused on heterogeneity and immobility 
of resources. This conclusion is made from the assumption that if a resource is 
evenly distributed across competing organizations and if the resource is highly 
mobile, the resource cannot produce a sustained CA. 

 Quinn and Hilmer [ 17 ] argue that organizations can increase the CA by concen-
trating on resources which provide unique value for their customers. Based on the 
discussion above and the statement made by Quinn and Hilmer [ 17 ], Table  1  sug-
gests what the CA is and how it is gained by different stakeholders in the ERP 
development value chain including the end user.

   There are many different defi nitions of CA; however, a basic defi nition is that the 
organization achieves above normal economic performance. If this situation is 
maintained, the CA is deemed to be sustained. There are some confl icts between 
attributes for gaining CA, such as developing competitively priced software with 

     Table 1    ERP value-chain stakeholders and competitive advantage   

 Stakeholder  Competitive advantage  Gained through 

 ERP software 
vendor 

 High level of market share in 
the ERP market (e.g., the 
number software licenses 
sold) 

 Competitively priced software 
 Highly fl exible software 
 Ease of implementing the software 
 Ease of customizing the software 

 ERP resellers/
distributor 

 High level of market share in 
the ERP consultancy 
market (e.g., consultancy 
hours delivered) 

 Knowledge about the customer’s business 
 High level of competence in development 

of add-ons that are seen as attractive 
by the ERP end-user organization 

 High level of competence at customization 
 ERP end-user 

organization 
 High level of market share in 

the customer-specifi c 
vmarket (e.g., products 
or services sold, rising 
market share, lower costs) 

 Being competitive in its own market 
 Implementing an ERP system that 

supports its business processes 
 Implementing an ERP system that is 

diffi cult for competitors to reproduce 
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high fl exibility and developing software that is easy to customize and, at the same 
time, achieve CA by developing exclusive add-ons. 

 If the organization is a fi rst mover in the sense that it is the fi rst organization that 
uses this type of resource in a specifi c way, it can quite easily gain CA, but it will 
probably only be temporary. The length of time that the CA lasts depends on how 
hard or expensive it is for others to imitate the usage of that resource. This means 
that the question of how resources are exploited by the organization is the main 
factor when it comes to whether the CA becomes sustainable or not. 

 From an ERP perspective, we suggest that vendors as well as distributors (Fig.  1 ) 
provide value by delivering complementary core competencies to their customers. 
The evolution of ERPs has made these resources easier to imitate. However, a major 
barrier to imitation is the cost of implementation. 

 The resource-based view claims that a resource has to be rare or, as described by 
Mata et al. [ 4 ], be heterogeneously distributed to provide CA. In the case of ERPs, 
this kind of resource is not rare. There are a lot of possibilities for organizations to 
choose to implement different versions of ERPs, and the evolution of ICT has made 
it feasible for more organizations to implement ERPs by decreasing the costs of using 
them. However, as described by Barney [ 18 ] and Shehab et al. [ 12 ], failure to imple-
ment an ERP can also lead to an organization suffering a competitive disadvantage. 

 The CA from ERPs would probably be negated by duplication as well as by 
substitution. If, for instance, the ERP resellers sold their add-ons to the ERP software 
vendor, the duplication of that add-on would be quicker and the CA that the ERP 
reseller previously had would be gradually eroded. However, if they kept the add-on 
as “their” unique solution, other ERP resellers or ERP software vendors would 
probably fi nd a substitute to the add-on or develop their own. 

 This implies a confl ict between vendors and resellers when it comes to CA and 
the development of “better” ERPs. This can be explained by realizing that ERP 
resellers/distributors often develop add-ons which have a specifi c functionality for 
solving a particular problem for their customer. This can be seen as one way of 
customization, where resellers/distributors use their domain knowledge about the 
customers’ industry in addition to their knowledge about the specifi c customer. 
This, in effect, allows resellers to increase their CA and earn abnormal returns. 
Another way is for resellers to sell the add-on to other resellers resulting in the 
resellers decreasing their CA in the long run. It is probable that resellers who sell 
their add-on solutions to other resellers would see it as not infl uencing their CA 
since they sell the add-on to customers already using the same ERP system and this 
would not make ERP end-user organizations change resellers. However, the ques-
tion remains whether the same would apply if the resellers sold the add-on to the 
software vendor. The answer would depend on the incentives that the resellers had 
for doing that. If the add-ons were to be implemented in the basic software, the 
possibility of selling the add-on to client organizations, as well as to other resellers, 
would disappear. 

 Beard and Sumner [ 13 ] conclude that it seems that ERPs are increasingly a 
requirement for staying competitive (i.e., competitive parity) and that ERPs can 
yield at most a temporary CA. From this it can be suggested that ERP end-user 
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organizations want a “cheap” system that they can use to improve their business 
processes, thereby making a difference compared with other organizations in the 
same industry. But, since ERPs encourage organizations to implement standardized 
business processes (so-called best practice; Wagner and Newell [ 19 ]), organizations 
get locked in by the usage of the system, and then, depending on whether they are a 
fi rst mover or not, they receive only a temporary CA. This implies that the ERP end- 
user organizations often implement an ERP with the objective of having a “unique” 
ERP system. If the customer believes they have a unique business model, it is likely 
they would want a unique ERP system. However, they also want a system with high 
interoperability internally, as well as one compatible with external organizations 
systems. It is likely that end-user organizations have a need for a system that is not 
the same as their competitors. This is congruent with the ERP resellers/distributors. 
They receive their CA by offering their customers the knowledge of how to custom-
ize an ERP using industries’ best practices and, at the same time, how to implement 
functionality that makes ERP system uniquely different from their competitor’s 
system. Based on this discussion, we now present some propositions.  

4     Propositions 

  Proposition 1 : Both resellers and end users (encouraged by resellers) in the ERP 
value chain see customization as a way of achieving CA. This results in resistance 
to providing software vendors with the information necessary for them to develop 
ERPs further in the direction of standardization and thereby decreasing the resell-
ers’ need to customize the system. 

 Kalling [ 15 ] suggested that the literature on resource protection focuses, to a 
large extent, on imitation, trade, and substitution. Another way of protecting 
resources is, as described by Kalling, to “protect by development.” This means that 
an organization protects existing resources by developing resources in a way that 
fl exibility is increased by adjusting and managing present resources. In the ERP 
case, this could be described as customizing existing ERPs, thereby sustaining CA 
gained from using the ERP system. Kalling describes this as a way of increasing a 
time advantage.    From the different ERP stakeholders’ perspectives, it could be 
argued that both protection by development and trying to increase the time advan-
tage infl uence the direction in which ERPs are developed. 

  Proposition 2 : The confl ict between different parties in the ERP value chain and 
how they believe they will gain CA decreases the feedback in the ERP value chain. 
This tends to increase the cost for both development and maintenance of ERP 
systems. 

 The discussion and propositions so far suggest that decision-makers in organiza-
tions and their beliefs regarding how to gain and sustain CA by customization of 
ERPs are a major hindrance to the development of future ERPs. This emanates from 
the assumption that organizations (end users and resellers) protect what customiza-
tion they have made. The reason why they do so is based on their belief that they 
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will sustain a CA gained by developing, selling, or using customized ERPs. 
However, returning to Table  1  and the suggestion as to what it is that constitutes CA 
for the different stakeholders, it can be concluded that there are some generic infl u-
encing factors. The confl icting goals of the three parties in the ERP value chain 
increase complexity in the marketplace. From a resource-based perspective, fi rst 
mover advantage could be seen as something that infl uences all stakeholders and 
their possibility to gain and to some extent sustain CA. The same could also be said 
about speed of implementation. The main suggestion is that even if the role of 
history, causal ambiguity, and social complexity infl uences the organizations’ pos-
sibility to gain CA, the management skills that the organizations have are crucial. 

 When looking at what improves their market share of the three different stake-
holders in the ERP value chain, it can be proposed that there are no direct confl icts 
among stakeholders. The reason is that they all have different markets and different 
customers; therefore, they do not compete directly with one another. In reality, they 
have each other as customers and/or providers, as described in Fig.  1 . It is suggested 
that further development of ERPs carried out by vendors could result in a higher 
degree of selling directly to end customers or other ways of delivering ERPs to end 
customers so that the partners will be driven to insolvency and replaced by, for 
instance, application service provision (ASP) or software as a service (SaaS). The 
fi rst step in this direction would probably be signaled if the add-ons that partners 
currently deliver to end customers are implemented in the core product. It can be 
concluded that there is a potential confl ict between the different parties in the value 
chain when it comes to how different stakeholders gain CA and how that infl uences 
future ERP development. 

 ERP software vendors become competitive if they utilize their resources to 
develop ERPs that are attractive to the market. ERP resellers/distributors thus need 
to utilize their resources to become attractive partners when implementing ERPs. 
Furthermore, ERP end users need to use the ERP system so that it supports their 
businesses. In other words, it is how end-user organizations employ the ERP that is 
of importance, and it could be that having a unique ERP system (Table  1 ) is not as 
important as has previously been believed. In other words, while customization is in 
the interests of the resellers, this may not be the case for the end users. 

 Millman [ 20 ] posits that ERPs are the most expensive but least value-derived 
implementation of ICT support.    The reason for this, according to Millman, is that a 
lot of ERP functionalities either are not used or are implemented in the wrong way. 
That it is wrongly implemented results from ERPs being customized to fi t the busi-
ness processes instead of changing the process so that it fi ts the ERP [ 20 ]. However, 
according to Light [ 21 ], there are more reasons for customization than just the need 
for achieving a functionality fi t between the ERP and the organization’s business 
processes. He believes that from the vendor’s perspective, customizations might be 
seen as fuelling the development process. From an end user’s perspective, Light 
describes customization as a value-added process that increases the system’s accept-
ability and effi ciency [ 21 ]. He further reasons that customization might occur as a 
form of resistance or protection against implementation of a business process that 
could be described as “best practices.” One reason why end-user organizations get 
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involved in ERP development is that they want to adjust their ERPs so that they 
support their core competences. 

  Proposition 3 : End users of ERPs and their basic assumption about how they receive 
CA are encouraged by resellers of ERPs. Resellers want to sustain their CA by 
suggesting and delivering high levels of ERP customization. 

 The main conclusion so far can be formulated as follows: Highly customized 
ERPs deliver better opportunities for CA for the resellers in the ERP value chain, 
while they decreases the opportunity for both ERP software vendors and ERP 
end- user organizations to attain CA. 

 To discuss this further, in the next section, we propose various scenarios sup-
ported by some early empirical data.  

5     Scenarios Describing ERP-Related Competitive Advantage 

 In this section, we sketch out how an ERP system could be described from a CA 
perspective as eight possible scenarios, shown in Table  2 .

      The description is based on open-ended interviews done with an ERP vendor, 
ERP reseller consultants, and ERP customers, and in recently published studies, one 
of the authors was involved in two Norwegian companies [ 22 ]. The interviews with 
the ERP vendor and the ERP reseller consultants were part of an ongoing research 
project investigating requirements management. The project aimed at gaining 
knowledge on what factors infl uence future development of ERPs. In total there 
were 11 interviews conducted with different executives at a major ERP vendor orga-
nization and three interviews conducted with ERP consultants at a reseller organiza-
tion. The reseller organization implements and supports different ERP systems, and 
one of their “products” is the ERP system that is developed by the ERP vendor. The 
interviews with ERP customers (in total 19 interviews) were then part of a research 
project that aimed at understanding competitive advantage in an ERP context. We 
use some citations from these interviews to illustrate our fi ndings and fl esh out the 
content of Table  2 . 

    Table 2    Scenarios describing win or lose relationship   

 Scenario  Vendor  Reseller  Client (end user) 

 A  Win  Win  Win 
 B  Win  Win  Lose 
 C  Win  Lose  Win 
 D  Win  Lose  Lose 
 E  Lose  Win  Win 
 F  Lose  Win  Lose 
 G  Lose  Lose  Win 
 H  Lose  Lose  Lose 
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  Scenario A : It can be said that this is probably the situation that all stakeholders in 
a business relationship ideally want. However, to have a win-win situation in an 
ERP development value chain is not straightforward. From the vendors’ perspective, 
it means that they should develop an ERP system that is so generic that the reseller 
could sell it to a lot of different clients to generate licenses and, at the same time, is 
so specifi c that the end users could gain a CA. However, if the vendor manages to 
develop such a generic form of ERP, it is likely that end user would demand an 
extensive customization effort. The result could then be that the reseller could sell a lot 
of consultancy hours for adjusting the software to the business processes in the cli-
ent’s organization. A quotation from an ERP consultant at an ERP reseller organiza-
tion describes a situation when the feedback loop worked as a win-win situation: 

 Before the ERP vendor merged with a bigger ERP vendor we had a close rela-
tionship that actually made it possible to have requests from a specifi c customer 
implemented in the system. Now we don’t know who to talk with and even if we get 
a contact with them (the vendor) they are not really interested. (ERP consultant) 

 He continues with stating that

  We developed a very interesting add-on for a customer, that we then tried to get implemented 
in the base system but it was impossible. So, we started to sell this add-on to other ERP 
resellers (of the same system). We did so because we think it will benefi t us in the long run 
if customers feel that the system is interesting—In that way we will probably increase our 
market. (ERP consultant) 

   If this continues for some time, it probably ends with a situation as in scenario E. 
Scenario E is then the situation when vendor loses and the reseller and clients win. 
We see this as a possibility if the resellers spend so much time with clients develop-
ing ERP systems offering CA while generating large consultancy hours but at the 
cost of not marketing the base ERP system to new clients. Our early data gathering 
suggests this scenario is common among the stakeholders. One example of support 
of this situation is the following statement from an executive at the ERP vendor (the 
same ERP vendor that was mentioned above by the developer at the ERP reseller). 
The executive at the ERP vendor said that

  We don’t have enough knowledge about how the system is used and what the user of the 
system actually wants to have. This makes that future development of the system is 
extremely hard and it is a fact that there are problems with requirements management in 
ERP development. (Director of Program Management) 

   One way of dealing with this is to get a closer relationship to some ERP resell-
ers—by a relationship program giving some benefi ts to reseller that have a close 
relationship with the vendor. However, it demands that they, for instance, follow a 
specifi c process for implementation of the ERP. 

 This could then result in the situation described in  scenario B , in which both the 
vendor and the reseller have a win-win situation while the client has a disadvantaged 
position especially if they do not customize the software to the extent whereby they 
gain CA. The following quotations from ERP customers describe this situation:

  An ERP system is something you just need to do business today. But the way we have 
implemented it and confi gured it has given us a competitive advantage. (Assistant Director 
of Logistics) 
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 I believe that it is mostly a system you need to have. But an ERP system can be utilized 
to achieve a competitive advantage, if you are skillful. (Senior Consultant) 

 It keeps us on the same level as our competitors. We are focusing on quality products. 
That is our competitive advantage. An ERP system cannot help us with that. (The Quality 
Manager) 

 I don’t think we have got any competitive advantage. All our competitors are running 
such a system, so it is just something we need to have. It is actually a competitive disadvan-
tage because we have not managed to get as far as the others, with the system. (Managing 
Director) 

   Another reason why the situation could result in scenario B is that it is shown 
that if clients customize to a high extent, the long-term maintenance costs of the 
ERP system become so great that the benefi ts are lost. The following statement from 
a developer at the ERP vendor supports scenario B:

  It is clearly seen that when a customer implement the ERP system for the fi rst time they 
customize a lot. When they then upgrade with a new version the extensive customization is 
much less and when they upgrade with version 3 and/or 4 they hardly don’t do any custom-
ization. The reason is most likely that they have discovered that customization cost a lot at 
the same time as they have discovered that they are not that unique that they thought when 
implementing the fi rst version (Program Manager A). 

   In the long run, this could also result in  scenario F .  Scenario F  describes the situ-
ation where the vendor starts to lose market share because clients have problems 
achieving CA resulting in a bad reputation for the ERP product. The situation of less 
customization and less demand on add-ons could also result in scenario C. In  sce-
nario C , we see a vendor bypassing the reseller and working directly with the client 
enabling them both to gain a CA. This is somewhat supported by an executive at the 
ERP vendor, who says:

  However, there will probably be a day when the partners are not needed—at least for doing 
adjustments of ERPs. This is not a problem since the rules of the game always change. And 
there will still be a need for partners. The partners see themselves as … they understand the 
customer’s problem. (Program Manager B) 

    Scenario D  is an interesting scenario since it is only the vendor that shows a win-
ning position. It could be explained by the fact that if the vendor manages to develop 
a generic ERP system and thereby gain a more or less monopoly status, they will 
have the possibility to sell many licenses. A quotation from an ERP customer 
describes this clearly:

  I try to exploit the available tools in SAP without investing money in new functionality. 
There are a lot of possibilities in the ERP systems, e.g. HR, which we are working with to 
utilize our resources more effi ciently. (Director of Finance) 

   It could also be that the client needs to buy and implement the ERP since it more 
or less a necessity to implement an ERP to obtain competitive parity. 

 With  scenario G , it is probably a situation that the vendor would not allow to 
continue. However, for an ERP customer, it could be described in this way:

  We have a unique confi guration of the system that fi ts our organization and this gives us a 
competitive advantage. The IS department is very important in this context. (Assistant 
Director of Logistics) 
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   I actually hold lectures about how we do things in our organization. I tell others about the 
big things, but I think it is the small things that make us good. All the small things are not 
possible to copy. I think it is a strength that we have a rumor for being good at ERP and data 
warehouse. It gives [us] a good image. Though, we are exposed to head hunters from other 
organizations. (Director of IS) 

   It is diffi cult to believe that either  scenario G  or  scenario H  is sustainable in the 
long run, and we did not fi nd any evidence to support these scenarios.  

6     Concluding Remarks and Future Research 

 Using an innovative value-chain analysis considering the ERP vendor, reseller, and 
client, we developed eight scenarios to examine our research question: “How do 
stakeholders’ beliefs about competitive advantage infl uence requirements manage-
ment in ERP development?” From our preliminary empirical research, we found 
evidence to support six of the eight scenarios. As the other two were the least likely 
to occur, we are encouraged by our fi ndings to conduct further systematic research 
in the future to fl esh out our fi ndings and to look particularly at ERP acquisitions in 
a variety of settings. As ERP systems are ubiquitous in modern corporations, it is 
vital that managers consider the value such systems offer in the long term. 
Furthermore, our analysis offers a more in-depth understanding of the dynamics of 
the ERP development value chain, its complexity, and its impact on competitive 
advantage for the different stakeholders. 

 For the future, we will also try to reveal the patterns that emerge in the value 
chain and investigate which scenarios are more sustainable in the long term and 
how clients can position themselves more effectively to improve their competitive 
advantage.     
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    Abstract     Information Technology (IT) Management Frameworks are a fundamental 
tool used by IT professionals to effi ciently manage IT resources and are globally 
applied to IT service delivery and management. Sustainability is a recent notion that 
describes the need for economic, environmental and social development without 
compromising the ability of future generations to meet their own needs; this applies 
to businesses as well as society in general. Unfortunately, IT Management 
Frameworks do not take sustainability into account. To the practitioner this chapter 
demonstrates sustainability integration which allows CIOs and IT managers to 
improve the sustainability of their organisation. To the researcher this chapter argues 
that sustainability concerns need to be provided through its integration into the 
mainstream of IT Management Frameworks. This is demonstrated through the high- 
level integration of sustainability in Six Sigma, C obi T, ITIL and PRINCE2.  

1         Introduction 

    Information Technology Management Frameworks are being widely used in the IT 
industry and most other market sectors worldwide. While some of these frame-
works target a specialised audience or focus on specifi c business processes, others 
take a more high-level approach and are being applied across many industries. 

 Most of these frameworks have been developed during the 1970s and 1980s, in 
times affected by a strong focus on shareholder value and profi t gain. Despite their 
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popularity and the fast pace of change in the IT market current IT Management 
Frameworks lack a focus on the challenges and concepts of sustainability. 

 Markets, in particularly in wealthy western countries, have undergone a change 
in business focus recently. Driven by an increasing public demand and pressure for 
environmental protection and increasing awareness of social discrepancy, the con-
cept of stakeholder value has become more and more prevalent. The long estab-
lished profi t-driven focus of shareholder value is experiencing an expansion to 
include ecological and social issues. This is often called the triple bottom line (TBL) 
or simply phrased “people, planet, profi t” [ 6 ]. 

 The term “sustainability”—in public use—has become a positive buzzword with 
no tangible defi nition. However, throughout the scientifi c community sustainability 
is concisely defi ned by the Brundtland Commission of the United Nations as eco-
nomic, environmental and social development meeting the needs of today without 
compromising the ability of future generations to meet their own needs [ 26 ,  27 ]. 
This chapter uses the term “sustainability” in the context of this defi nition. 

 IT is a signifi cant and growing part of the environmental problem. Its carbon 
footprint is estimated to account for 2–3 % of global carbon dioxide emissions—
approximately as much as the aviation industry [ 2 ,  12 ]. However, sustainably 
managed, Information Systems—the utilisation of IT and organisational activities 
to further enable operations, management and decision making—offer multiple 
options to reduce the environmental burden other business processes create and 
contribute to the reduction of environmental concerns. The use of IT is projected 
to eliminate 7.8 metric gigatons of greenhouse gasses annually by 2020 [ 15 ]. 
Unfortunately, the issues of maintaining low cost IT operation, building green 
reputation capital and supporting corporate green strategies haven’t been actively 
researched [ 16 ]. While the social impact of growing technological pervasion is 
widely discussed [ 7 ], the opportunities such as in health care and rural develop-
ment have just begun to unfold. IT is believed to have potential to transform indus-
tries [ 16 ]. 

 With the IT industry’s ongoing growth and increasing impact, it is increasingly 
challenged to take the concept of sustainable management into account [ 23 ]. 
Information Systems will be a major element in the transition to a sustainable econ-
omy [ 8 ]; however, it is widely lacking a scientifi c foundation on how to address this 
complex demand. This chapter argues that management of all resources in the IT 
domain needs to integrate sustainability into its supporting frameworks to become 
the driver towards a sustainable business. It propose integrating ideas from sustain-
ability research into existing IT Management Frameworks. 

 The remainder of this chapter is structured as follows. Section  2  presents a 
background on the currently leading IT Management Frameworks and outlines the 
challenges for researchers and practitioners alike. Section  3  discusses the method-
ology used and core concepts of sustainability from an IT Management perspec-
tive and attempts a high-level application to Six Sigma, C obi T, ITIL and PRINCE2. 
Section  4  discusses the resulting implications. Finally, Sect.  5  presents some 
conclusions.  
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2      IT Management Frameworks 

 Management Frameworks are structured, descriptive tools that standardise the man-
agement process or sub-processes. They can be high-level, utilising existing best 
practices, umbrella frameworks that utilise other management tools or descriptive 
approaches to domain specifi c processes. IT Management Frameworks provide 
organisations with tools and guidelines to deliver technical, organisational and legal 
support for its IT provision. A wide range of frameworks are used extensively. 

2.1      Categorisation 

 A Categorisation of IT Management Frameworks (based on [ 20 ]) is as follows. The 
vast majority of these frameworks were developed in the 1970s and 1980s [ 20 ]. This 
study chose to focus on Six Sigma, C obi T, ITIL and PRINCE2 as these are the most 
prominent frameworks in each category: 

     1.    Quality Management and Improvement Frameworks   
   2.    IT Governance Frameworks   
   3.    Information Management Frameworks   
   4.    Project Management Frameworks     

  Six Sigma  (6 σ ) [ 4 ] has its origins in the introduction of the normal curve by Gauss 
and Shewhart’s work in process quality control. As a further development from 
Total Quality Management the term “Six Sigma” was phrased in the early 1980s by 
Motorola. While its origins lie in manufacturing, Six Sigma is now used in multiple 
industries including IT. It uses a wide range of quality improvement tools (see [ 19 ]) 
and an umbrella methodology. Six Sigma aims to be used beyond process improve-
ment to include business operation, aiming to reduce the variation in the business 
and take customer-focused, data-driven decisions. Six Sigma focuses on eliminat-
ing variability, defects and waste to realise its goal of increasing profi ts. 

  COBIT  (Control OBjectives for Information and related Technologies) [ 10 ,  11 ] 
focuses on harmonising the elements of IT Governance and is the de facto standard 
process model for good practices in IT. It focuses on what should be achieved rather 
than how to achieve it through effective governance, management and control. It 
defi nes IT Governance as consisting of strategic alignment, value delivery, risk 
management, resource management and performance management. 

  ITIL  (IT Infrastructure Library) [ 1 ], developed in 1980 by Central Computer and 
Telecommunications Agency in the UK, has undergone several revisions being cur-
rently at version 3 published in 2006. It focuses on improving the overall QoS to 
business within cost constraints, while improving the overall economic effective-
ness and effi ciency of IT. ITIL is a collection of best practices that describe the 
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realisation of IT service management and has become the global de facto standard 
in this area. ITIL defi nes fi ve general main activities. 

  PRINCE2  [ 13 ] (PRojects In Controlled Environments) is a project management 
method developed in 1979; it has undergone its last revision in 2009. PRINCE2 is 
the de facto best practice project management standard in the UK and is globally 
widely in use. At its highest level PRINCE2 describes eight main processes explain-
ing what should happen, when it should be done and by which role. One of its key 
principles is the need for a valid business case agreed on by all project stakeholders. 
Projects are reviewed constantly, and loses justifi cation when the business case is 
not given anymore and is discontinued.  

2.2     Lack of Sustainability Focus 

 As the importance of IT is rising globally, top management is increasingly being 
required to justify the needs for IT services and show evidence that investments 
pay off. They are expected to account for costs as well as identifying and deliver-
ing value to the business. To secure project funding and sustain departmental bud-
gets, CIOs and IT managers are required to align their activities to the organisation’s 
business objectives, to provide effective and effi cient planning, ensure competent 
risk management and demonstrate profi table life cycle management. These 
requirements are best addressed by applying proven best practices and stan-
dardised models [ 20 ]. 

 These frameworks mostly focus on increasing profi t and improving fi nancial 
effi ciency. The numerous success stories measure their success in increased return 
on investment (ROI), e.g. million dollars reduced cost. While these frameworks on 
lower levels mention people, they still consider the human resource from a mere 
economic perspective. Social and environmental aspects are not explicitly men-
tioned in any of these frameworks. The lack of TBL integration hinders the opera-
tions’ transformation towards sustainable business practice. This results into several 
research questions, affecting the practitioner and the researcher alike:

    1.    Do the four exemplarily chosen frameworks hinder any transformation towards 
sustainable business at all or is it possible to conserve their proven advantages 
and extend their capabilities?   

   2.    If (1) can be answered positively, how will these frameworks need to be trans-
formed to operate in a sustainable business?       

3      Sustainability and Existing IT Management Frameworks 

 There is a wide range and variety of IT Management Frameworks ranging from 
horizontally focused frameworks, vertically focused frameworks, frameworks spe-
cialised in a single area and frameworks with a wider focus. Each framework only 

M. Korte et al.



275

covers a sub-domain or aspect of the whole fi eld of Information Technology 
Management. This means that any approach to integrate sustainability into IT 
Management Frameworks must target multiple frameworks to be successful. 

3.1     Methodology 

 IT managers aiming to drive corporate sustainability have to manage their eco-
nomic, natural and social capital. They need to: (a) contribute to the organisation 
producing a consistent return to their shareholders while ensuring suffi cient cash 
fl ow for liquidity; (b) ensure the use of natural resources at a lower rate than their 
reproduction or the development of substitutes, assure an emission rate below the 
capacity of the environment to absorb and assimilate these and refrain from activi-
ties degrading eco-system services; (c) increase the organisations human capital add 
value to the community it is operating in and manage social capital in a way that all 
stakeholders can understand and agree with the organisations activities [ 5 ]. To inte-
grate the goals of sustainability in IT means integrating them into the pervasive IT 
Management Frameworks. An analysis of the leading frameworks shows that eco-
logical and social aspects are not being taken into account. 

 The Generic Framework for Information Management is a high level model that 
encapsulates all IT Management activities. Figure  1  illustrates the complexity of the 
most utilised IT Management Frameworks. The elliptic circles represent the opera-
tional areas of 11 of the most used IT management frameworks (from [ 20 ]) and their 
functional orientation related to the Generic Framework for Information Management 
[ 14 ]. The fi gure illustrates that integrating sustainability effects the entire business 

  Fig. 1    The coverage of Common IT Management Frameworks in relation to the Generic 
Framework for Information Management extended by a dimension of sustainability (adapted 
from [ 14 ])       
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and not just the IT department while also showing the variety and complexity of 
existing frameworks.

   As individual frameworks target different areas of IT Management, sustainabil-
ity extensions need to target different aspects of IT Management. The leading 
frameworks cover one aspect of sustainability—the business case—therefore there 
is a need to extend IT Management Frameworks by the ecological and social 
dimensions. 

 The existence of a business case for sustainability has been widely discussed in 
the literature [ 18 ,  24 ,  29 ]. According to [ 21 ] a business case for sustainability needs 
to fulfi ll three requirements as follows: (a) The activity has to be voluntary or 
mainly voluntary and aim to solve or improve a societal or environmental problem. 
(b) The activity has to create a positive ROI or ramifi cation on corporate success 
which is measurable or at least a convincing reasoning. (c) A convincing conclu-
sion must be drawn that a certain activity has or will lead to the outcome. The fol-
lowing sections illustrate the integration of sustainability into the categories 
introduced in Sect.  2.1 .  

3.2     Quality Management and Improvement: Six Sigma 

 Figure  2  illustrates the Six Sigma DMAIC project life cycle [ 9 ] and highlights those 
processes that lack a focus on sustainability. To successfully integrate sustainability 
in Six Sigma a focus on these areas is required.

   The  Defi ne  process defi nes the problem (such as excessive consumption of hazardous 
substances), the customer (internal and external) and the project goals specifi cally. 

  Fig. 2    Sustainability’s 
infl uence on the Six Sigma 
project DMAIC life cycle       
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So far the current defi nition of the defi ne process lacks a thorough analysis of all 
project stakeholders which needs to be seen as a precondition for TBL success, e.g. 
it could be more effective to outsource a production line to a third world country yet 
the overall sustainability accounting might be negative due to  considerably lower 
environmental standards and slack work regulations. 

 Data collection and project assessment is one of the main activities of the 
 Measure  process. Based on this collection, project key performance indicators 
(KPIs) are defi ned and their values measured to determine types of defects and met-
rics. These activities need to be expanded beyond the focus of economical data 
towards a view including ecological and social aspects. This raises the question of 
how to quantify social and environmental aspects in order to allow them to be mea-
sured and monitored. As indicated above such measurements cannot always be 
found and in case need to be replaced by solid and well-founded reasoning. In such 
cases the statistics driven approach of Six Sigma cannot be applied. 

  Analysis  is focused on the cause and effect of aspects of the project life cycle. 
Analysing cause and effect has always been a core activity in industrial production 
processes, analysing cohesion in ecological and social terms is increasingly com-
plex and challenging. Often verifying and quantifi cation of cause and effect correla-
tion for sustainability is little or malpracticed [ 3 ,  22 ], other times it needs to be 
substituted by solid reasoning. As Six Sigma relies on solid measurable data, it 
lacks the ability to signifi cance test improvement hypothesis in some cases of eco-
logical or social improvement so cannot be applied to the entirety of sustainable 
activities.  Improve  and  Control  are not further affected by an expansion towards 
sustainability.  

3.3     IT Governance: COBIT 

 As an IT Governance Framework C obi T is less directly focused on immediate eco-
nomical profi t but rather set the way to allow for fi nancial success. The framework 
aims to ensure that IT enables the business and maximises benefi ts. C obi T focus 
primarily on what is required rather than how to undertake the activities themselves. 
Therefore it is less reliant on implementing best practice and more focused on 
understanding the business requirements for IT. For users of C obi T to meet the aims 
of more sustainable ways of doing business, sustainability must be integrated. 
However, it is not C obi T itself needing to undergo a change, it is rather that practi-
tioners when applying C obi T need to assure that they actively account sustainability 
within the four C obi T process steps. C obi T’s core processes are well designed to be 
able to do this without any additional change. 

 Figure  3  illustrates the C obi T framework and indicates those steps that need 
reviewing for sustainable operation. An example of this involves strategic plan-
ning—part of the  Plan and Organise  component—that needs sustainability added 
as technological direction. IT risk management activities and HRM need to expand 
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and cover all aspects of sustainability. Examples include the risk of the energy pro-
vider reaching its supply limits or the support of academic institutions to ensure 
suffi cient skill availability. In  AI  acquirement, procurement and operation enable-
ment need to be reviewed to assure they are balanced in economic, ecological and 
social parameters. With a stakeholder focused business approach this is not just 
within operational limits but also include suppliers and contractors, e.g. ensuring 
the amounts or types of hazardous materials in the supply chain are kept to a mini-
mum.  ME  will have to ensure compliance with external requirements by assessing 
all stakeholder pressures—only then will it be able to achieve its full sustainability 
potential.

   Figure  3  shows that C obi T draws from and infl uences objectives outside the 
framework itself. Sustainability goals and values have to be agreed on by top-level 
management making them part of the business objectives. These lead to gover-
nance objectives catering for sustainability being the main input factor for C obi T. 
This top-down approach is benefi cial to sustainability improvement. A study of 

  Fig. 3    Sustainability extended C obi T (adapted from [ 11 ])       
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179 large US fi rms shows that sustainability strategies are typically top-down 
[ 28 ]; the most effective being those when top management is clearly committed to 
the strategy.  

3.4     Information Management: ITIL 

 ITIL aims to improve the overall QoS of the business within imposed cost con-
straints whilst improving the overall effectiveness and effi ciency of IT. It needs to 
extend its orientation by ecological as well as social constraints instead of focusing 
on fi nancial objectives. Similar to C obi T, ITIL has to assure that sustainability prin-
ciples are catered for in its core process. As process grows on process, the objectives 
lead to a “greening” of the entire process cycle. 

 The ITIL process cycle (Fig.  4 ) undergoes constant iterations through  Continual 
Strategy Improvement . This process is profi t driven and therefore needs to expand 
its orientation to the TBL. Although the ITIL framework describes an iterative, 
continuous process, it still takes an initial top-down approach  Service Strategy  → 

  Fig. 4    Sustainability extended ITIL       
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 Service Design  →  Service Transition  →  Service Operation  →  CSI .  Service Design  
process shows the lack of a holistic sustainable perspective in ITIL. The “4Ps of 
Service Design”—People, Processes, Partner, Products—indicate a social or stake-
holder view, yet the driver here is profi t; the effectiveness of the service rather than 
stakeholder value creation.

3.5        Project Management: PRINCE2 

 PRINCE2 takes a industry-independent perspective that follows an approach neu-
tral to the resulting product described as “management by exemption”. It is not 
effected by sustainability values; however, the project input and the organisation 
need to cater for sustainability. However, if senior management only take action 
triggered by exemption, then this leads to a requirement to integrate specifi c con-
trols for sustainability in PRINCE2’s  Controls  and  Plans  components as well as 
the underlying product-based planning process. Another component that needs 
attention is  Organisation . As organisations evolve to more sustainable practices, 
they undergo change [ 16 ,  17 ] which needs to be refl ected in the projects as well 
(Fig.  5 ).   

   One of the core principles of PRINCE2 is the ongoing reviewing and focus on 
the project’s business case. Projects lacking a valid positive business case are not 
undertaken. Furthermore, the initial business case is being reviewed as part of each 
single step in the framework’s process fl ow. Thus, PRINCE2 is subject to the same 
challenges considering the business case for sustainability as C obi T and ITIL.  

3.6     Summary 

 This section has argued that integrating sustainability into IT Management 
Frameworks requires both the defi nition of a business case for sustainability and the 
integration into multiple frameworks. The requirement to integrate sustainability 
into multiple IT Management Frameworks is because there is no individual frame-
work that covers all aspects of IT Management. It has been illustrated that sustain-
ability can be added to the most popular IT Management Frameworks.   

4      Analysis 

 Sustainability is not just about managing in an environmentally friendly way, but 
also about contributing to the long-term well-being of organisations, individuals, 
society and future generations [ 25 ]. In their individual characteristics each frame-
work is affected differently—horizontally as well as vertically. There is no common 
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  Fig. 5    PRINCE2 processes, components and techniques. Highlighted are those that require atten-
tion by concepts of sustainability (adapted from [ 20 ])       
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approach for all IT Management Frameworks; each framework needs to be analysed 
and extended individually. While some valid business case for sustainability activi-
ties can be expressed in testable business metrics, other cases will need to rely on 
convincing arguments and solid reasoning. The frameworks analysed in this study 
demonstrate their versatility and high measure of fl exibility. 

 Sustainability can be integrated without redesigning the entire framework. All 
frameworks analysed need to extend their perspective beyond a profi t-driven per-
spective to ensure compliance with ecological, ethical and societal requirements. 
There is a need for sustainable business objectives and governance objectives from 
the organisational structures. This needs to be addressed by extending the gover-
nance drivers from a rather regulatory focus to consider all stakeholder’s demand, 
e.g. interacting with local environmental groups in strategic discussions and 
acknowledge societal goals such as emissions targets. 

 Governance frameworks such as C obi T gain from a change in business objec-
tives, leading to extended governance objectives. C obi T draws on these and ensures 
that environmental and societal policies need to be catered for just like economic 
aspects. As successful sustainability is lived top-down, a Sustainable-C obi T as well 
as a Sustainable-ITIL have potential to accelerate the business transformation. 

 Integrating sustainability into the IT Management of an organisation is more 
than just extending the current frameworks; there are implications for the organisa-
tion to further develop these changes down to operational level. Substantial effort 
has been expended on the implementation of IT Management Frameworks, which 
will need to be reviewed, updated and extended to refl ect the change of focus 
towards sustainability. This involves updating policies, operational models, soft-
ware support packages, management systems and management practices. This 
transformation includes the need for change in the organisational structure and HR 
skill set. 

 For these goals to be viable, project defi nitions need to include the business case 
for sustainability in normal planning. These can be social improvements including 
employee childcare facilities which can reduce staff turnover and make the com-
pany more attractive to university graduates, improve brand image and employee 
productivity. A new focus on sustainability issues and business goals leads to a 
requirement for measuring of business activities in areas not traditionally measured 
and monitored. New data needs to be collected across the organisation, e.g. the vol-
ume of hazardous substances present in the IT hardware assets or greenhouse gas 
emissions per service. This data will advise the continuing business planning 
process. 

 The supply chain (suppliers and subcontractors) and the life cycle of the organ-
isation’s products must be considered. This can lead to new reasoning in the choice 
for suppliers s.a. electricity providers and hardware vendors, in some cases to a 
change of the business partner. Communication and interaction with the public 
become increasingly important as decision makers—including CIOs and IT manag-
ers—need to balance and mitigate between economic goals and diverse stakeholder 
interests.  
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5      Conclusion 

 This chapter argued for the need for the integration of sustainability with IT 
Management to allow organisations to address the demands of a sustainable future. 
It has demonstrated with popular IT management frameworks that although they do 
not take into account ecological or social aspects, they do not stand in the way of 
organisations transforming towards a more sustainable way of doing business. 
Furthermore, it has shown that the concept of sustainability affects every framework 
in a different way, demanding a integrative approach opposed to extending elements 
catering for the additional social and environmental aspects. Practitioners benefi t 
from the discussion of the operational implications of a sustainability integration 
and the implementation of such modifi ed frameworks. For the researcher, the effect 
of sustainability aspects in IT management has been demonstrated through the high- 
level integration into the representative frameworks of Six Sigma, C obi T, ITIL and 
PRINCE2. However, further research is needed how the notion of sustainability 
affects every level of each framework. An in-depth analysis towards a generic 
approach can further leverage the acceptance in the IT industry and academia alike.     
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Abstract Decades of evolution in the field of information systems, business pro-
cesses and universal modelling notations has resulted in the creation of modern 
modelling languages, such as UML or BPMN. Elaborated languages concentrate on 
processes as activity flows without taking into account important management 
categories like quality or risk. These aspects permit the research thesis that there is 
a room for further modelling improvement especially in the field of quality manage-
ment. Thus the article’s main objective is to propose modelling approach for quality 
management of processes that supports better quality management in projects. It 
starts by introducing the current state of modelling notations. The introduction is a 
starting point for the presentation of elaborated quality-oriented notation for the 
project management processes discussed in the second section as a separate dia-
gram type. A sample model is also included, based on the notation developed and 
showing its capabilities. The third part of the article presents verification of elabo-
rated approach for quality-oriented modelling of processes. The article concludes 
with a summary.

1  Introduction

As opposed to the analysis and design of information systems dominated by UML 
(Unified Modelling Language), there can be no single denoted key notation in the 
discipline of process modelling. In many situations, organisations leave method-
ological and notational aspects to the contractor, even though some methodologies 
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used by companies predate the notion of process modelling and most approaches 
employed are niche in character.

A strong impulse in the development of modelling approaches occurred in the 
1990s. This was a natural consequence of organisations’ reorienting in the direction 
of process management and solutions were elaborated for use in business process 
management. An exception, however, was UML as a standard for general use. 
Modelling approaches connected with IDEF (Integration Definition methods) [3] 
were widely practised. Also visual modelling approaches like ARIS (Architecture 
of Integrated Information Systems), with its characteristic diagram eEPEC, began 
to have more impact due to ARIS integration on the part of the company SAP into 
the SAP R/3 ERP system [8]. Another popular modelling system is BPMS (Business 
Process Management System) implemented by BOC into ADONIS business pro-
cess management software. The first efforts to unify visual modelling techniques 
were conducted by the OMG (Object Management Group) consortium [4]. Research 
and design was concentrated on development of UML in the field of business 
process modelling [1,7]. Another modern approach considered as a candidate for 
wide adoption is BPMN (Business Process Modelling Notation) [5], which, unlike 
UML, has a very specialised character dedicated to business process modelling.

All the above modelling notations concentrate on modelling processes as a flow 
of activities with distinguishing decision-making aspects. Some integrate notation, 
allowing modelling document flow (UML and BPMS) and workflow (BPMS), but 
they still do not take into account important management categories distinguished 
by PMI (Project Management Institute) like scope, time, costs, quality, control, risk, 
communication or procurement [2]. These are all especially important in processes 
connected with project management. Integration of risk management into notation 
in BPMS and UML shows that organisations responsible for business process 
modelling are aware of current notation restrictions. Nevertheless, new notation ele-
ments can only be exclusively acknowledged as the initial one on a general stage [9].

Risk and quality are suggested as key aspects of project management [12]. Risk 
management modelling has been presented in separate article [10] as a general 
modelling concept in the form of an extension for modern notations like BPMN and 
BPMS [11]. It also has been recently included in UML as extension diagrams. 
Quality management notation in popular modelling approaches has still not been 
elaborated. According to The Bull Survey, one of the major causes of project failure 
is lack of or poor quality control [6]. In 35 % of projects analysed, weak, improper 
quality management was identified as a failure criterion. Practical project manage-
ment experience of article’s author shows that lack of integrating complex specifica-
tions of quality management for activities often causes a cursory quality management 
in projects. Together with The Bull Survey results, this indicates the importance of 
proper, systematic and unified quality management of project processes with appro-
priate support from modelling notation in designing process specifications. None of 
the modelling approaches presented and analysed here contains diagrams for man-
aging process quality in the projects. So integration of quality management in 
processes is also omitted. Thus the main objective of the paper is to propose model-
ling approach for quality management of processes that supports proper quality 
 management in projects.
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2  Quality-Oriented Modelling Approach in Managing 
Project Processes

Using the quality-oriented modelling approach to manage projects, with a strong 
emphasis on integrating it with business process models, should be an important 
element in eliminating project failures due to no or poor quality control. Lack of any 
notation for complex, universal quality management modelling with a close connec-
tion to business models or project processes demanded the elaboration of author 
notation from scratch. Complexity and the number of notation elements connected 
with quality management did not allow integrating them directly as an extension of 
popular UML or BPML diagrams of activities (UML) or business process (BPML).

As a key element of quality management modelling, quality management models 
were assumed to include models of processes. To achieve such a result, the correct 
stereotypes for business process diagrams were elaborated (Table 1) for various 
management categories.1

As solution to integrate quality management modelling with processes, stereo-
types for activities were used. Such integration of quality management is possible 
for the BPMS by assigning the correct symbols to activity objects. In this way, the 
correctly ascribed icons fulfil the role of stereotypes for activity objects thus extend-
ing their meaning. Such an approach permitted both the integration of quality man-
agement modelling with process models and quick reference in locating detailed 
quality control diagrams connected with particular processes. Figure 1 presents an 
example of such integration for the process requirement analysis of e-learning 
course development which is the starting process for e-learning course development 
and implementation projects. Integration of quality management stereotypes also 
allows for verification as to whether the correct number of activities exists that con-
tain actions for ensuring the requirements of intermediate components and the final 
product. In example diagram for e-learning projects, such elements are course 

1 For all management categories included in Table 1 modelling notation was elaborated, but the 
paper concentrates only on quality management modelling as justified in the first part.

Table 1 Notation stereotypes 
used for identifying 
management categories

Symbol Description

Quality management

! Risk management

Communication management

Cost management

Time management

Control management

Resource management

Document flow management
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outline, e-learning course script, e-learning course instructional design, multimedia 
objects, authoring tool components and, as a final product, e-learning course imple-
mentation packages. The elaborated modelling approach thus demands quality- 
oriented modelling of project’s processes.

The modelling approach used for the integration of quality management with 
process models was also used for other important project management categories 
such as risk, resources, document flow or communication. Developed notation was 
based exclusively on the present author’s experience and interviews with project 
managers. As a new concept it required appropriate verification presented in the 
third part of the article. Quality management modelling is based on dedicated 
diagrams consisting of the visual notation elements described in Table 2.

Fig. 1 Process model with integrated quality management—requirements analysis of e- learning 
course development
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Table 2 Notation for quality management modelling of business processes

Symbol Name Description

Activity Activity connected with quality management and related  
by name to the business or project process model

Coordinator Person responsible for actions of quality management  
within the framework of the activity

Participant Role responsible for supporting actions of quality  
management

Action Action undertaken for quality management of the activity

Method Quality management method applied during activity 
implementation

Result An element, usually a document, which is the result  
of quality management for the action

Manages Connector that assigns the coordinator to the activity for  
which tasks related to quality management are executed

Participates Connector that indicates the roles involved in the actions  
of quality management for the activity

Process route Path of quality management realisation for the process

Elaborated modelling notation was used for development of a complex, inte-
grated project management model for the production and implementation of 
e-learning courses as case study example. A sample quality management diagram 
elaborated with the use of developed notation, for the process of the requirements 
analysis of e-learning course development, is presented in Fig. 2.

Quality management in e-learning projects is mainly connected with activities 
related to assessment, training, consultation and verification. Thus, quality manage-
ment in the process of the requirements analysis of e-learning course development 
refers to activities such as requirements analysis of e-learning course or evaluation 
of competencies of instructional designers. The aim of these activities is to provide 
evaluation data of requirements of e-learning course development and possibility of 
course creation and implementation.

Each activity has at least one action identified in the field of verification or 
raising quality, such as comparing the competencies of instructional designers with 
e-learning course development requirements. For each action, input elements were 
identified, usually in the form of documents to be reviewed or consulted. For those 
activities highlighted and dedicated to quality management of development projects 
for e-learning courses, the following are also defined: alternative methods of 
quality management execution, coordinator as the role responsible for supervising 
activity implementation and, lastly, participants supporting the coordinator. 
Activities are accompanied by results, mainly in the form of previously developed 
and improved components or as a list of changes, such as competencies evaluation 
report in Fig. 2.
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Fig. 2 Quality management diagram for the process of requirements analysis of e-learning course 
development

Appropriate quality management diagrams were elaborated for all processes 
outlined in the e-learning course as case study example: requirement analysis, elab-
oration of script, instructional design production, evaluation and implementation, 
evaluation and (periodical) revision.

Presented, elaborated notation allows the development of diagrams that visual-
ise, in a complex manner, the concepts connected with quality management for a 
sequence of activities identified on process flow diagrams. It required verification of 
assumptions for positive impact of elaborated quality-oriented modelling approach 
for business and project processes.
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3  Evaluation of an Elaborated Quality Process Management 
Modelling Approach for Processes

Proving the usability of an elaborated quality-oriented modelling approach for 
processes was only possible by implementing it for specifying processes of real-
word projects. Such approach was carried for developing model for managing 
e-learning projects. It occurred that none additional notation elements neither modi-
fications were required for modelling quality of processes in projects. It indicated the 
completeness of elaborated quality-oriented modelling approach and its usability.

Next evaluated element of developed quality-oriented modelling approach was 
whether it assists in distinguishing important quality management activities during 
designing project management models. Therefore verification of impact on quality 
management of developed model for e-learning projects was conducted in three areas:

• Compliance of projects with budgets and schedules by comparing actual and 
planned schedules and budgets

• Time required for correcting errors connected with design and production 
processes, through analysis of quantitative data collected while monitoring the 
implementation of e-learning projects

• The quality and attractiveness of the e-learning courses prepared and imple-
mented by means of a survey carried among course participants

Verification was conducted for six projects of e-learning course development and 
implementation at the University of Gdańsk between 2008 and 2010. For three 
projects, management was based on the elaborated quality-oriented model pre-
sented in the second part of this paper. The process for the other projects was 
established on project manager’s experience and the general project management 
model developed by PEUG.

Verification of project compliance with budgets and schedules was checked by a 
comparison of projects realised using the elaborated model and those without it. For 
projects based on project manager’s experience and the basic model, serious diffrac-
tions were noticed both in the initial stage and in the duration of the process. In one 
of the projects, time for implementation of the processes such as design, production 
and implementation exceeded the schedule by 141, 75 and 120 days, respectively. 
Haste in finishing the e-learning course with the plan and script author’s requirements 
caused the production of too many low-quality multimedia objects and was the 
main reason for the refusal of final acceptance in executing implementation. This 
caused serious negative consequences:

• Rerunning of processes like design and implementation
• High time outlays for correcting multimedia and learning objects
• Rescheduling of the course from winter to summer semester
• Transfer of the execution of one project to a different manager with the use of an 

elaborated quality-oriented model

Detailed analysis has revealed that the main reasons for project failure were con-
nected with incorrect risk and quality management. In the quality management area, 
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project irregularity was related to the fact that many activities included in the model 
explicitly to prevent inappropriate quality management were passed over. For the 
design process, they related to substantial consultations for designing multimedia 
objects and to the evaluation of a list of planned multimedia objects with their initial 
concepts. The lack of such elements caused many faults even on the specification 
level of the e-learning course. It was also the reason for the choice of inappropriate 
script parts for multimedia adaptation according to author requirements. This led to 
a need for additional multimedia object development with a different instructional 
design approach. Furthermore, actions connected with the verification of imple-
mentation for multimedia objects and their conformity with projects was not carried 
out and only took the form of general check on specification completeness. Together 
with design process faults, this brought about the preparation of many low-quality 
multimedia and learning objects with a number of serious errors.

E-learning course projects realised with the use of a quality-oriented modelling 
of project processes approach had only minor diffractions from the schedule. Two 
projects were executed precisely as planned in the schedule and budget. One had 
insignificant diffractions only in the scope of the duration of particular actions and 
not their starting dates. Non-adherence to the planned schedule was caused by proj-
ects being realised without the use of a prepared model, which had a great impact 
on the production processes of all e-learning course projects. Nevertheless, the use 
of an elaborated model for project management of e-learning course development 
and implementation, founded on strong integration of quality management model-
ling, with processes and activities also being supported by proper risk and commu-
nication management (modelling), allowed projects to be successfully completed.

Quality-oriented modelling of business processes was also evaluated in the field 
of time requirements for correcting errors connected with the design and production 
processes, through analysis of quantitative data collected during e-learning project 
realisation. Fault monitoring was carried out on multimedia objects as they are the 
most labour-intensive element. As with schedule and budget research, analysis was 
based on comparing e-learning projects realised with the use of the model based on 
elaborated modelling approach and those that had not applied it. Multimedia object 
verification was carried out both by instructional designers and authors. The verifi-
cation conducted by instructional designers during the processes of design and 
production indicated that, regardless of the use of an elaborated quality-oriented 
model for e-learning project management, the percentage of multimedia objects 
with errors was the same (57 %) as presented on Fig. 3.

For the requirements of multimedia object error analysis, a category of defect 
complexity was interposed. In this way, categories of corrective action complexity 
for multimedia objects were distinguished based on estimated time of implementing 
correction: very low (up to 15 min), low (changes between 16 and 60 min), moder-
ate (between 61 and 120 min), high (between 121 and 240 min) and very high 
(over 240 min). In accordance with the results in Fig. 3, e-learning course multime-
dia objects developed with the use of the model display very low or low complex 
error in contrast to e-learning courses prepared with the use of general models and 
project manager’s experience. Thus the quality-oriented model for the processes of 
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management of e-learning course projects helps in reducing the complexity of 
errors in the multimedia objects developed, thereby greatly eliminating the time and 
expenditure required for remedial actions.

Verification of the quality of multimedia objects was also conducted by the 
e-learning course script authors and showed a much worse assessment of media 
objects prepared without the use of an elaborated model in which only 11 % of 
objects were error-free. A significant amount was noticed by the authors and was 
often also extremely complex, requiring difficult modifications with large time and 
financial expenditure. In contrast, 85 % of multimedia objects where the processes 
of design, production and implementation had been realised with the use of elabo-
rated quality-oriented project management models had no errors listed during 
verification by the authors. Detailed analysis exposed the occurrence of a significant 
number of errors was associated with inadequate management of the project in the 
fields of quality (lack of systematic evaluation processes and of standardisation in 
the technical design of object specifications), risk (no time-consuming or cost- 
consuming analysis for the preparation of multimedia objects) and communication 
(insufficient consultation within project team). This resulted in negative assessments 
of the e-learning courses by their authors and the need to introduce several amend-
ments, which significantly delayed the completion of the projects and had serious 
negative impact on efficiency of project realisation. Many elaborated elements 
modelled based on presented in the article notation, integrated into the developed 
model for process management of e-learning projects ensured a lower number of 
errors in the multimedia objects produced, thus reducing the time and expenditure 
required for remedial action.

The last evaluation element in the elaborated quality management modelling 
approach for processes of e-learning project management was conducted in the 
form of a survey among course participants, consisting of 47 questions investigating 

Fig. 3 Assessment of the level of errors in the process of design and production of multimedia 
objects conducted by instructional designers
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the quality of e-learning courses in relation to the processes of requirement analysis, 
script elaboration, design, production, implementation and realisation. One hundred 
and two surveys were received. Research was conducted by comparing the results 
for e-learning courses with and without elaborated quality-oriented project manage-
ment models on the basis of the formula:

 
Average for questions

Course averages

Courses numbers
=

∑
1

n

,
 

where n indicates the project management approach used, based or not based on an 
elaborated model.

Synthetic analysis of survey results conducted among participants has allowed 
the formulation of general conclusion of better assessment of e-learning courses 
prepared on the basis of an elaborated model in all fields such as arrangement and 
completeness of topics presented in e-leaning courses, attractiveness of the presen-
tation approach for material used as an e-learning course and concepts used for 
adaptation of static material as multimedia and interactive learning objects.

The research conducted supports opinion that the use of a quality-oriented model 
allows for better realisation of processes according to schedules and budgets, limits 
the number of errors committed during various processes and helps to increase the 
quality of the end products as e-learning courses. Also conducted researched showed 
that using elaborated approach supports better quality management for business and 
projects processes by inducing focusing on:

• Integrating quality management on activities level and not only general one
• Stimulating quality management thinking about processes in the field of distin-

guishing missing activities dedicated for quality management

Also not taking into account quality-oriented modelling of processes has been 
evaluated for projects that did not use elaborated approach. It proved in such situa-
tion there often occurs lack of many activities dedicated for quality management of 
processes.

4  Summary and Conclusions

The present study showed the concept of quality-oriented modelling of processes 
for effective management of projects. As a starting point, a review of modelling 
notations and systems was offered with an outline of their weaknesses. Analysis 
proved that none of the modelling approaches presented and analysed contained 
diagrams for managing quality in projects. This meant that the integration of quality 
management with business processes was also omitted. Lack of quality modelling 
is an important aspect in process management, as according to The Bull Survey one 
of the major causes of project failure is no or poor quality control.
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Lack of available modelling approaches for quality management, taken in 
conjunction with the failure to include aspects associated with them, was a cause to 
propose original modelling notation in this field, presented in the second part of the 
article. Elaborated notation was used in modelling processes for project management. 
One of the key factors was appropriate integration of quality management with 
processes, which was achieved by using stereotypes for activity objects. An elabo-
rated, integrated modelling approach enabled the development of a quality- oriented 
model for managing the processes of an e-learning project as case study example.

The article concluded with an assessment of a quality-oriented approach for 
modelling processes. Verification included evaluation of completeness of elaborated 
notation. Also analysed was its usability for project management model develop-
ment that supports proper projects realisation according to budgets and schedules. 
The results of the research confirmed that the use of models based on elaborated 
quality-oriented modelling approach allows for better realisation of processes 
according to schedules and budgets, limits the number of errors committed at vari-
ous stages of the projects’ execution and helps to increase the quality of end prod-
ucts like e-learning courses. In this manner, it enables higher efficiency for 
managing projects. It is necessary to point out that analogous verification should be 
conducted for other than e-learning projects to fully verify modelling approach 
usability and capabilities.
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    Abstract     The prevailing trend in ISD is one of poor project performances, with 
budget overruns commonly in excess of 300 % and many failing altogether. To 
address this trend ISD research always focuses on the ISD process, user involvement 
and the people involved. Rarely, if ever are wider organisational processes ques-
tioned. This paper argues for a cohesive and ongoing inclusion of wider organisa-
tional factors in efforts to address and improve ISD project performance. Given the 
poor budgetary performance of ISD projects, budgeting is one that we feel requires 
particular attention. Contemporary research in budgeting (e.g. Beyond Budgeting) 
and in ISD (e.g. agile methods) attempts to address similar issues albeit from a 
different angles. This paper draws on two case studies of seven ISD teams to apply 
the Beyond Budgeting model to an ISD environment. We demonstrate the value of 
using the Beyond Budgeting model to develop a cohesive research agenda within 
ISD used to identify gaps and suggest improvements to agile methods, probably the 
most well-known and accepted contemporary ISD approach.  

1         Introduction 

 Despite over 40 years of ISD research, the statistics on project failure in information 
systems development (ISD) projects are still of signifi cant concern. ISD projects 
often spiral out of control and far exceed original budget and schedule projections 
[ 24 ]. The Standish Group’s 2003 CHAOS Report which incorporates data from 
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several thousand projects suggests that 43 % of projects were over budget [ 36 ]. 
The 2006 CHAOS study update reveals that only 35 % of IT projects started in 2006 
were categorised as successful, 19 % were judged to be outright failures and the 
remaining 46 % were completed over-budget, behind schedule or failed in some 
way to meet user requirements [ 38 ]. 

 When we examine budgeting theory and literature, it is perhaps not surprising 
that ISD projects are continuously running over budget. Indeed it is clear that effec-
tive budgeting is something that has not really been mastered in any discipline. In 
its own literature, the budgeting process has attracted much criticism in recent years 
[ 19 ]. The traditional budgeting process has been labelled as “broken” [ 22 ], an 
“unnecessary evil” [ 40 ], a “thing of the past” [ 18 ], “ineffective and ineffi cient” [ 20 ], 
and many have questioned the value of budgeting as a management control mecha-
nism in contemporary environments at all [ 6 , 13 , 35 ]. Contemporary budgeting 
research is attempting to fi x these issues, and in recent years an innovation from the 
management accounting literature called Beyond Budgeting has received a lot of 
attention [ 6 , 19 , 20 ]. 

 Researchers within ISD have highlighted the pressing need to keep up to date 
with developments in other fi elds that have a direct impact on ISD in practice [ 29 ]. 
One area that has a direct impact on ISD in practice is the budgetary control process. 
The evolutionary path of the budgeting process shares many similarities with the 
evolutionary path of ISD approaches (Fig.  1 ) with both moving towards a distinctly 
agile or fl exible state [ 30 , 37 ]. It is particularly interesting that the suitability and 
performance of more contemporary approaches to budgeting are not being studied 
in contemporary ISD contexts. Rather than reinventing the wheel, we can extend the 
fi eld of ISD by using contemporary budgeting approaches as a lens to examine 
contemporary ISD practices. Crossing the chasm into budgeting theory and 

  Fig. 1    The evolution of budgeting and ISD       
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literature offers an opportunity to explore contemporary ISD practices with a 
grounded reference to wider organisational contexts [ 1 , 2 , 23 ], thus answering calls 
for a more cohesive research agenda within the ISD fi eld [ 8 ]. The objectives of this 
study are to address this research agenda, specifi cally to:

•     Apply contemporary thinking in budgeting to an ISD context  
•   To demonstrate the value of such an application to extend the ISD body of 

knowledge    

 The next section of this paper briefl y outlines the evolution of systems develop-
ment and the evolution of budgeting, which culminate in the ASD and Beyond 
Budgeting concepts being introduced in the early 2000s. Section  3  describes the 
research methodology used in the study. Section  4  presents the fi ndings and analy-
sis, and Sect.  5  is a discussion outlining the implications for theory and practice.  

2     Evolution of Systems Development and Budgeting 

2.1     Evolution of Systems Development 

 Information systems development is arguably the core topic for the fi eld of informa-
tion systems. Early development in the 1960s and 1970s occurred without explicit 
or formalised development methods [ 4 ]. Although the exact origins of the tradi-
tional Information Systems Development Life Cycle (ISDLC or SDLC) are unclear, 
during the late 1970s and 1980s, it became an established concept and was widely 
used for systems development. Critics of the SDLC model point out that it is diffi -
cult to gather and understand a complete list of requirements at the outset of the 
development project [ 39 ]. Many viewed the SDLC as a troublesome, time- 
consuming process, and the call for a more fl exible development approach has been 
around since the early 1980s [ 3 , 16 ]. 

 It was the continued dissatisfaction with the available development methods that 
led to the introduction of the various agile approaches. The agile approach seeks to 
help address the key problems in software development, such as quality, time and 
cost [ 15 ]. While having conceptual roots dating from the early twentieth century, it 
was the formation of the Agile Alliance in 2001 and the publication of the Agile 
Manifesto (  http://agilemanifesto.org    ) and principles behind the manifesto that for-
mally introduced the term agility to the fi eld of software development [ 9 ]. Agile 
methods include those that have entered into the spirit of agile. Among these 
methods XP and Scrum are the two most widely used in practice [ 14 ].  

2.2     Evolution of Budgeting 

 Since the establishment of modern enterprise, there have been three major evolu-
tions in the management and structure of organisations. The fi rst took place between 
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1895 and 1905 with the introduction of professional management which distin-
guished management from ownership and established management as work and 
task in its own right. The second took place during the 1920s when Taylor’s “one 
best way” and Henry Ford’s assembly line production introduced the command-
and- control organisations with their traditional budgeting and control mechanisms. 
The third evolution sees a paradigm shift from command-and-control to 
information- based organisations employing knowledge workers and operating in an 
ever- changing knowledge economy [ 12 ]. Organisations can no longer rely on tradi-
tional budgeting and control mechanisms which were especially suited to a pre- 
information age era [ 32 ]. Researchers and practitioners in the fi eld of management 
and management accounting have highlighted the issues with traditional control 
mechanisms such as the budget process and called for new and innovative approaches 
to managing in a knowledge-based economy [ 20 , 30 , 32 ]. 

 While the traditional command-and-control management model based on a 
traditional annual budgeting process has been the main management control mecha-
nism used to manage and control employees, the move to the knowledge-based 
economy of the information age has seen organisations search for more fl exible 
management control models [ 6 , 20 ]. In the modern, turbulent and ever-changing 
business environment, organisations must develop a conscious agility competency 
in order to survive [ 11 ]. Beyond Budgeting, an innovation from the management 
accounting literature, suggests that in a knowledge economy, organisations must go 
beyond the budgeting process and manage through a series of fl exible controls and 
processes (Table  1 ) [ 20 ].

   The Beyond Budgeting model is upper management’s answer to achieving the 
fl exibility the software development community achieved through the formalisation 

   Table 1    The beyond budgeting model   

 Leadership principles  Process principles 

  Customers : focus everyone on improving 
customer outcomes, not on 
hierarchical relationships 

  Goals : set relative goals for continuous 
improvement; do not negotiate fi xed 
performance contracts 

  Organisation : organise as a network 
of lean, accountable teams, not around 
centralised functions 

  Rewards : reward shared success based on 
relative performance, not on meeting 
fi xed targets 

  Responsibility : enable everyone to act 
and think like a leader, not merely 
follow the plan 

  Planning : make planning a continuous and 
inclusive process, not a top-down annual 
event 

  Autonomy : give teams the freedom and 
capability to act; do not micromanage them 

  Controls : base controls on relative indicators 
and trends, not variances against a plan 

  Values : govern through a few clear 
values, goals and boundaries, 
not detailed rules and budgets 

  Resources : make resources available as 
needed, not through annual 
budget allocations 

  Transparency : promote open information for 
self-management; do not restrict 
it hierarchically 

  Coordination : coordinate interactions 
dynamically, not through annual 
planning cycles 
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of agile methods. It highlights an evolution in management thinking from traditional 
command-and-control to leadership-and-collaboration management styles and has 
an extraordinary conceptual similarity to agile methods [ 26 , 37 ]. The Beyond 
Budgeting model has previously been conceptualised relative to ASD [ 28 ]. By apply-
ing the Beyond Budgeting model in its entirety to an ASD environment, we begin to 
gain a more coherent understanding of how agile practices can be improved to foster 
agility in a wider context. The following section outlines the research methodology 
used in this study.   

3      Research Methodology 

 Case studies are particularly suited to IS research and are increasingly used in the IS 
discipline [ 41 ]. We chose a case study method as the focus of our research is on 
contemporary events and the phenomenon is to be examined in a natural setting. 
Miles and Huberman [ 31 ] suggest outlining a strategy for the selection of infor-
mants prior to data collection. We used what they call a comparable case selection 
strategy which allowed for replication of the results and added to the validity and 
analytical generalisability of the fi ndings. Yin [ 42 ] also suggests that having access 
to all relevant and required information is crucial to doing good case study research. 
Both organisations chosen for this study had implemented the Scrum methodology 
within the past 3 years and were eager to participate in the study. A confi dentiality 
agreement was in place with both sites and all data was to be used for academic 
purposes only. 

 To establish the reliability and validity of the case study evidence, we followed 
the three principles of data collection outlined by Yin [ 42 ]: 

  Use multiple sources of evidence : Data was collected through on-site observation at 
iteration meetings and daily Scrums, review of documentation, three workshops and 
19 formal interviews. As well as this, several informal interviews took place and a 
continuous dialogue was established with key informants through emails, phone 
calls and site visits. 

  Create a case study database : All formal interview transcripts were recorded and 
transcribed. The transcriptions were imported into QSR NVivo for coding. A tree 
structure of codes was developed using each of the 12 principles of the Beyond 
Budgeting model as the initial coding nodes. All notes, documents, interview 
 protocols, and narratives were stored in this NVivo database. 

  Maintain a chain of evidence : A clear link was established between each step of the 
process. The case study objective was linked to the interview protocol questions, 
which are linked to the evidentiary sources in the NVivo database, which are in turn 
linked to (a) the case study reports provided to the participating organisations and 
(b) the fi ndings discussed in this paper. 
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 Data analysis was performed following established standards [ 31 ]. The Beyond 
Budgeting model provided a list of 12 seed categories for initial open coding. Data 
were partitioned into different sets or cases in NVivo to allow comparisons across 
cases. Documents created from cases were compared to reveal patterns in the data. 
Follow-up phone calls, emails and site visits were arranged where possible and 
further documentation obtained when further information was needed or clarifi ca-
tion was required. Precautions were taken to corroborate the interpretations made. 
Findings were discussed continuously with key informants in each of the case sites. 
Emerging categories were checked for representativeness by examining them across 
participants, for example, team members’ reports of their experience with their 
customers were checked against the reports from other team members and the 
project managers or Scrum masters. The use of case nodes helped with cross case 
comparisons and provided external validity through analytical generalisation [ 42 ].  

4      Findings and Analysis 

 By applying the Beyond Budgeting model to an ASD environment, we fi nd that 
there are many areas where ASD may be extended. We demonstrate the value of the 
application by presenting the fi ndings under each of the 12 headings of the Beyond 
Budgeting model and outlining a set of recommendations (represented by  R ) based 
on an analysis of the fi ndings. 

  Customers : In the teams we studied, we found that the interface between the team 
and the customer was a source of potential problems. The role of the customer was 
played by either a customer representative or the product owner, and this customer 
proxy acted as both a conduit and fi lter for information and ideas. Some developers 
felt that their suggestions were being fi ltered by the customer proxy, while others 
felt that they did not receive quality and timely requirements. One developer points 
out that “    the proxy customer very much said she wasn’t fully aware of everything the 
customer is going to do ”. However, some teams were very happy with the relation-
ship they had with their customer as one developer says “ there are some customers 
who are really eager, really involved, they really know the area and they know the 
tool ”. This highlights the importance of the role the customer or customer proxy 
plays in ASD and the need to have informed and trained customer proxies ( R1 ). All 
of the teams studied had specifi c project repositories where they could store and 
retrieve project information. However, there were no knowledge repositories spe-
cifi cally for customers. Research in other fi elds has shown that having specifi cally 
designed customer knowledge repositories ( R2 ) helps develop a better understand-
ing and relationship with customers [ 17 ]. Given the importance of the customer to 
ASD, it is interesting to note that this was not considered in any of our case sites. 

  Organisation : Our fi ndings suggest that agile practices give teams a large amount of 
control over their daily working practices as one developer says: “ The team is pretty 
much allowed to do whatever we feel would improve the quality of the code, the 
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quality of the process, etc. ” However, the team has minimal input into decisions 
such as hiring new team members, what review process should be used and what 
methodologies, technologies and tools can be used. In both sites, however, we found 
that developers used statements such as “ that was decided way up ” [from a devel-
oper in Case A when asked about technologies and tools they could use] and “ that 
was mandated from farther up the food chain ” [from a developer in Case B when 
asked about why Scrum was introduced]. In both sites we found that top manage-
ment support and understanding of an ASD environment ( R3 ) was lacking. One 
project manager expressed concern that current legacy organisational processes do 
not show “ much understanding of personal qualities, dynamics in teams, compe-
tences built over time ” with another project manager agreeing that “ we are still not 
there in terms of complete buy in from the management using scrum ”. In fact, in all 
seven projects we studied, all the project managers expressed concern about a lack 
of understanding of how agile teams function. 

  Responsibility : It was interesting to note that both of our case sites had single fi xed 
project managers not the rotating shared leadership role promoted within the ASD 
literature [ 34 ]. This worked well in practice as all team members felt that their 
immediate management provided a supportive and enabling environment. Comments 
from developers such as “ the managers are generally very good, yes they do direct 
but they certainly wouldn’t in my opinion micromanage ” and “ it is quite a supportive 
environment ” were the norm across both sites. Project managers themselves all 
agreed that they tried to create a “supportive” environment. This shows that rather 
than having a shared and rotating leadership, ASD teams can work well when an 
enabling leadership style is utilised by project managers ( R4 ). Another reason why 
shared leadership is diffi cult is exemplifi ed in Case B where consultants were used 
on a contract basis depending on the project needs. As the project manager points 
out, in this case it is diffi cult to have shared leadership as “ the consultants don’t 
have the same kind of responsibility, they are responsible, but they are doing it 
according to a contract ”. 

  Autonomy : There was agreement that teams had autonomy in their daily tasks, but 
some decisions were out of their control. Many decisions around the use of tools, 
technologies and methodologies, the hiring of staff, training budgets, long- term 
planning, etc. were made outside of the team. Developers again used phrases like 
 above our heads  and  at a higher level  when asked if they had input into decisions 
which would affect them. In Case A one developer believes that when decisions are 
made that affect the team, then it’s explained to the team but not is a satisfactory 
way saying: “ Usually its explained but its explained as in its politics, and that isn’t 
much of an explanation…it can be frustrating ”. There was a feeling that the ASD 
teams were working within an agile bubble and they did not have suffi cient support 
of the agile concept from mid and senior level management. Empowerment and 
autonomy are seen as essential components for agile development, and people feel 
comfortable when they have the environment and support they need [ 27 ]. By pro-
moting an understanding of agile culture at every level of the organisation ( R5 ), it 
will be easier to create the supportive environment ASD teams need. 
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  Values : In both of our case sites, we found that the ASD teams operated within 
established fl exible governance frameworks. This is facilitated in both sites by the 
development of project initiation plans which outlined operating guidelines within 
which the teams were expected to operate. These plans set out the high-level goals 
and milestones which the team is expected to aim for. One Scrum master in Case B 
highlights this by stating: “ The product owner has made an effort in creating the 
vision, the vision has helped a lot in regards to that ”. This vision, which is incorpo-
rated into the project initiation plan, gives the teams their boundary operation condi-
tions as well as their high-level goals, and the teams in both of our case sites found 
this a useful governing mechanism. 

  Transparency : There was a general consensus from all interviewees that the ASD 
methodology used provided them with suffi cient information for daily operational 
tasks. Tools such as burn down charts, Scrum walls and the project management 
tools used provided the teams with accurate and up-to-date information. Teams 
could see at a glance the status of the project and this helped them with the manage-
ment of their daily tasks. One developer from Case A recognises the value of the 
Scrum methodology when it comes to the team’s self-management saying: “ You can 
see what everyone else is doing… .  We update the project management tool everyday 
and this gives us pretty good visibility on where we are with the project at all times ”. 

  Goals : In both sites team members felt that within the project duration, their Scrum 
master would informally speak with them regarding their short-term individual 
goals. Some senior stakeholders may have their own personal goals, but generally, 
the team is viewed as having a team goal. A Scrum master from Case B explains: 
“ The goals are the Key Performance Indicators  ( KPIs ).  Every single department has 
their own KPIs. ” In both case sites, the goal-setting process which involved the 
setting of both behavioural and technical goals was well regarded by the team 
members. Project roadmaps are already in place when a team is assembled and 
project milestones outlined. The team members see these as their main goals and 
within those boundaries they decide, as a team, along with the product owner their 
shorter-term goals. 

  Rewards : A reward system that rewards shared success is promoted by both the 
Beyond Budgeting and ASD literature. However, this was not how the reward 
systems worked in either of our case sites. The team members were reviewed 
individually by their managers and reports were then sent to either higher manage-
ment or another department. In Case A the organisation worked on a bell curve 
reward system and one project manager found this to be problematic saying: “ It’s 
very demotivating, I’ve been in meetings where I know someone should be getting 
an A and they’ve been a B even though I’ve given them an A ”. Case B had individual 
contracts in place with each consultant but had only nonmonetary rewards in place 
for team success. Research on shared reward systems shows that when long-term 
coordination is required, the optimal system is one where the team is rewarded 
based on relative performance. Individuals are motivated through peer sanctions 
and teams are incentivised through team rankings [ 21 , 25 ]. It is surprising that while 
a shared rewards system ( R6 ) is appropriate for ASD [ 5 ], both our case sites used 
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individual- based reward mechanisms, thus running the risk of promoting dysfunc-
tional behaviour and destroying intrinsic motivation [ 7 ]. 

  Planning : The Scrum methodology used in both sites ensured that planning is a 
continuous and inclusive process and all of our interviewees felt that it was such. 
Although the teams were not part of the long-term planning process in Case A, they 
felt they could have some infl uence on long-term plans if they felt they needed to 
change them. Once a project got the go ahead, high-level, long-term plans were put 
in place. These plans were presented to the teams, and the team members were 
provided with the opportunity to discuss the plans and contribute ideas and sugges-
tions. In Case B, long-term planning was not considered by team members as they 
were mainly consultants hired for the duration of the project. A budget was put in 
place and they were given a contract based on this budget. They did not know where 
they would be once their current contract fi nished. This induced myopic thinking 
among team members as one Scrum master pointed out: “ we only have a short hori-
zon here; we only have a budget for the rest of the year which means we can’t think 
any longer. ” To promote long-lasting ASD teams ( R7 ), future research should 
examine the impact inclusive long-term planning has on an ASD team. This is par-
ticularly important when projects are staffed by consultants hired only for the dura-
tion of a particular project. 

  Control : In both sites, high-level project milestones were driven by the project 
budget. These were outlined at the project initiation phase, and using the Scrum 
methodology provided clear indicators as to where the project was against these 
high-level milestones. If these were in danger of not being met, then the project 
management had to make a decision about what actions to take depending on the 
constraints of the project. One project manager describes the process when budget 
costs are the main project constraint: “ So, if we have this triangle of cost, functional-
ity and resources, we are stuck on resources because that’s the main cost .  We have 
been able to hold cost exactly at budget and quality we uphold by taking out of the 
box as much as possible. ” However, in some projects the budget was not the main 
constraint and  out of the box  was not an option. In these instances the delivery dates 
could be pushed back to accommodate unanticipated delays. The use of these fl ex-
ible budgeting control mechanisms ( R8 ) allowed the teams deliver the required 
functionality without compromising the quality of the system. 

  Resources : In both sites a fi xed resource budget is assigned for each project, and 
while there are mechanisms in place to apply for additional funding, the ASD teams 
are not encouraged to do so, as one project manager points out: “ you would proba-
bly have bandwidth to do it once a year but if you have to go back looking for 
additional funds, you don’t go back looking for a second time. ” One Scrum master 
shows how the fi xed budget meant they had to break up a high-performing ASD 
team when the project budget was running out: “ They were good, they were doing 
so well and they were delivering excellent IT products…We really saw how good a 
team can be if they’re allowed to stay in the same team for almost 2 years. ” Here 
again the use of fl exible budgeting control mechanisms would allow teams to ramp 
up and ramp down their capacities depending on customer demand. 
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  Coordination : In both of our case sites, the organisations provided both formal and 
informal communication mechanisms. Wikis, intranets, video conferencing facili-
ties, etc. were designed to encourage coordination. The co-location of the team 
meant that intra-team coordination was carried out on a daily basis. This has already 
been shown to be benefi cial to ASD teams by Mishra and Mishra [ 33 ] who found 
that an appropriate workspace environment had a positive impact on ASD team 
coordination. There was concern raised about inter-team communication and coor-
dination ( R9 ) with one Scrum master saying: “ I still think there is quite a lot that 
could be benefi ted for better coordination between teams at a team level ”. According 
to coordination theory, actors in organisations face coordination problems that arise 
from dependencies that constrain how tasks can be performed [ 10 ]. In Case B a 
Scrum of Scrums was used as a coordinating mechanism on one project and this was 
found to be benefi cial for coordinating and communication between teams. 
However, the project manager on this project stated that inter-team coordination on 
large projects was still one of the main areas of concern.  

5      Conclusion 

 This study applies the Beyond Budgeting performance management model to an 
ASD environment. The fi ndings suggest that contemporary thinking in budgeting 
resonates strongly with contemporary thinking in ISD. The Beyond Budgeting 
model shares many similarities with ASD with both having a distinctly agile and 
fl exible feel. The fi ndings suggest that ASD teams operate within environments that 
are affected by traditional organisational processes and structures. By using the 
Beyond Budgeting model as a lens to examine seven ASD teams, we explored how 
legacy processes have a direct impact on the daily operations of the ASD teams. We 
suggest ways in which ASD may be extended and improved upon to take into 
consideration these wider organisational infl uences.     
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    Abstract     Contemporary P2P services and applications often design and  implement 
the entire system from the base ground or builds on low-level frameworks. This 
leads to signifi cant development and maintenance efforts and often reinvention of 
the wheel. In this chapter we propose extensible layer that does not expose low- level 
implementation details to client application developers, while providing them with 
well-known services and communication mechanisms built on effi cient and scalable 
substrates. Analysis and design of architecture for this extensible layer are described. 
Special attention is given to security concerns and manycast communication 
approach. Our preliminary implementation is emulated and evaluated to establish 
functional and performance possibilities of the prototype.  

1         Introduction 

    Existing applications communicating on Internet providewide variety of architectures 
and approaches. It is a common practice touse client–server architecture for systems 
that should be easy to locateon the Internet. Such approach provides simplicity 
when dealing withdevelopment, maintenance, security and localization. The archi-
tecture mayeventually become a performance bottleneck when the system demands-
grow. Alternative architecture to consider is peer-to-peer (P2P) [ 19 ]. It isoften used 
for collaboration of participants [ 18 ], for decentralization [ 1 ],  self- scalability of 
applications [ 6 ] or anonymity of providers [ 9 ]. On the otherhand, this architecture 
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does not naturally provide the ease of localization[ 18 ], security and maintenance of 
information [ 9 ]. In order to providemissing properties in P2P applications custom 
solutions are provided. Themain drawback of such approach is that developer often 
builds on lowlevel protocols or uses high level protocol and services ineffectively. 
Asnext, missing service is often reinvented, although, similar service alreadyexists 
somewhere else [ 12 ] and all maintenance efforts are placed on thedeveloper. 

 In this chapter we present our ongoing work on extensible layer for Internet ser-
vices and applications (ELISA). It builds on generalization of our previous work on 
P2P approach for natural scaling of web caches [ 5 ,  6 ]. The aim is to simplify devel-
opment of P2P applications, provide communication services such as { uni ,  multi , 
 any } casts  enriched with  manycasts , in addition to natural support of  security , mini-
mal communication  latency  and high communication  bandwidth . ELISA can be 
applied for applications that involve user collaboration, large data transfers [ 10 ], 
information sharing and video streaming [ 24 ], but also to improve performance of 
existing client–server systems with P2P self-scaling cache extension [ 5 ,  6 ] and sim-
ilar. The goal of ELISA is to provide high-level API and framework for application 
development, ensuring security, providing all sort of communication methods and 
supporting composition of services and different types of networks. The main focus 
of this chapter is to present ELISA’s extension mechanisms, to provide discussion 
and evaluation of our approach towards manycast service and security. As next, our 
preliminary emulation results on manycast and security are provided. 

 This chapter is organized as follows. In the following Sect.  2  is discussed related 
work. Section  3  provides analysis and design of the architecture and describes our 
manycast and security approaches. Section  4  provides evaluation of emulation 
results. Last section concludes the chapter and provide future work.  

2      Related Work 

    The area of P2P frameworks and generic API has signifi cant amount ofrelated 
work [ 1 ,  3 ,  11 ,  18 ,  22 ,  24 ]. Multiple existing frameworks providelow-level com-
munication that requires deep knowledge of the underlyingimplementation, in 
order to write a simple client application. It is a commonpractice that security 
concerns are not naturally provided by frameworks and leftto client applications 
[ 2 ]. Multiple architectural proposals are made relative to aparticular framework 
[ 18 ,  22 ,  24 ], but a simple extension to its functionalityleads to framework reimple-
mentation rather than to a simple plug-inextension [ 8 ]. Furthermore, some of exist-
ing frameworks put its effortson a single goal such as media streaming [ 24 ] or 
effective multicast [ 4 ], and thus provide only a subset of operations that are used in 
commonapplications. 

 In the following text we introduce multiple existing frameworks and describe 
their qualities, benefi ts or parts that are left to develop in client application. All these 
frameworks provide services on the top of an overlay network. An overlay network 
is a computer network built on top of another network. Its nodes can be thought of 
as being connected by virtual or logical links, each of which corresponds to a path, 
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perhaps through many physical links, in the underlying network. Overlay networks 
[ 14 ] create a structured virtual topology above the basic transport protocol level that 
facilitates deterministic search and guarantees convergence. 

 First introduced framework Pastry [ 18 ] is used for building scalable, 
 self- organizing, structured P2P overlay networks. Its nodes are assigned random 
IDs, objects are assigned random keys from a large ID space. Both are 128 bits 
length (2  b  ). Given a message and a key, Pastry routes the message to the node with 
the ID that is numerically closest to the key (key’s root). Each forwarding node 
searches in its routing table for the node that has its ID numerically closest to the 
message key [ 18 ]. If such node is found then the message is forwarded, otherwise 
the current forwarding node is the numerically closest to the key. Expected number 
of routing hops is log2  b  ( N ). It is low level framework and developer must be aware 
of implementation details. No services such as anycast, multicast or security are 
provided. Pastry fi ts well as a core implementation for high-level frameworks. 
Multiple extensions to Pastry exist. For example Scribe [ 1 ,  3 ] provides scalable 
application level multicast. A pseudo-random Pastry key (groupID) is chosen for 
each multicast group. Network then uses multicast trees. Messages are forwarded 
from the root to the members using reverse path forwarding. Group membership is 
decentralized. It can support large numbers of groups, arbitrary number of group 
members with dynamic membership. Pastry is furthermore extended with anycast 
for distributed resource delivery. In order to support high bandwidths SplitStream 
[ 4 ] extends both Scribe and Pastry. It splits the data stream into a multiple stripes 
and multicasts each stripe in a separate multicast tree. 

 Alternative approach to SplitStream is brought by Chunkyspread [ 22 ]. It avoids 
nodes getting loaded beyond their capacities through its push-down and anycast 
operations. A child peer that requests join on a fully loaded parent initiates a push- 
down on that parent; it selects a child that is pushed-down in parent’s descendants 
or alternatively sends an anycasts to the parent’s group to join. Although it works 
well for homogeneous networks, it does not fi t to heterogeneous environments as 
both push-down and anycast repeats often and leads to frequent peer disconnec-
tions. On the other hand, it provides good control over transmit load, better latency 
and responsiveness. The traditional approaches of tree-building and swarming have 
signifi cant overhead in terms of data and control (to rebuild tree) and exhibit delays. 
Chunkyspread provides control over each members transmit load, reacts on changes, 
allows low latencies and has low overhead. The aim is to provide high bandwidth 
with low latencies, but available services are limited, and there is no support for 
service aggregations and security. It does not provide any simple extension mecha-
nism. Addition of a new service would require knowledge of the entire system and 
recompilation.    

 Framework SAAR [ 17 ] introduces alternative architecture for overlay multicast 
and separates control and data overlay. Unstructured overlay is used for content 
delivery and structured for control as it allows effective neighbors discovery. 
Authors suggest that structured overlays are not good for stream-based overlay net-
works as they produce constrained and sub-optimal data distribution paths. SAAR 
builds on the top of Scribe and thus provides both multicasts and anycast. Similar to 
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previous work the framework provides low-level features and does not provide 
extension mechanisms. 

 CoolStreaming/DONet [ 24 ] is a data-driven overlay network for live media 
streaming. The architecture extensively uses multicast for data on-demand. The sys-
tem does not maintain any structure, but instead peers exchange information about 
the data they currently have. This framework focus on large data sharing and does 
not provide effi cient mechanisms for small fi le distribution. As next, the framework 
is low-level exposing implementation details. 

 In [ 11 ] authors propose a general API for P2P overlays. They study similarities 
in existing P2P frameworks such as Pastry [ 18 ], Chord [ 21 ], CAN or Tapestry and 
suggest a three-tier abstraction. The fi rst tier deals with the key-based routing. 
Second tier provides abstraction for distributed hash table (DHT), group anycast 
and multicast (CAST) and decentralized object location routing (DOLR). Third 
tier provides the high-level services and abstractions. Although the third tier pro-
vides abstraction, some applications might use the fi rst tier directly. Most of the 
peers in the overlay use an uniform “peerID” from large identifi er space (such as in 
Pastry). Application specifi c objects are assigned “keys”. A key is mapped by the 
overlay to a unique live peer called key’s root. To deliver a message to the root, 
each peer maintains a routing table (peerID and an IP address). Messages are for-
warded through the overlay links to the peers whose peerIDs that are closer to the 
key. Similarities among existing overlays allow authors to build a common API 
that will fi t to most of the applications. Such network can be extended by anycast 
implementation. Proposed API, although, does not naturally support extension 
mechanisms for services and applications. New functionality or service requires 
modifi cation of given layer and recompilation. Suggested API is still low level. 
Security support is missing. 

 These above-mentioned frameworks provide generic and scalable substrate for 
P2P applications, and they provide communication services such as { uni ,  any , 
 multi } casts . They can be seen as low-level frameworks and fi t as a code to other 
systems. They expose low-level details and does not provide extension mechanisms 
that would allow to add new services without deep knowledge of its implementa-
tion. Below we introduce frameworks that address these disadvantages. 

 NEBLO (NEarly BLind Overlay) [ 7 ] is a structured overlay network which use 
routing tables to transfer messages with logarithmic number of hops over forward-
ers (such as Pastry). The aim is privacy or anonymity of participant entities and 
scalability. NEBLO implements Pretty Flexible API for Generic Peer-to-Peer 
Programming [ 8 ] that introduces a very general principles for the development of 
P2P applications. It provides an extension mechanism where developer registers 
event handlers; these provide the user necessary information needed for his client 
application unless knowing the implementation details of the framework.    

 A Framework for Constructing Peer-to-Peer Overlay Networks in Java [ 20 ] has 
a goal to create universal interface for applications that use P2P networks. Through 
the independence on concrete P2P network an application can communicate through 
different networks. Furthermore, it provides solutions and mechanisms beyond P2P. 
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Two networks are implemented in this framework; Chord [ 21 ] and FISSIONE [ 16 ]. 
This framework focuses on application communication through multiple networks.    

 From the previous text can be seen that all mentioned frameworks fail to provide 
support or mechanisms for security. However, certain application domains might 
not put high efforts on security or may provide centralized verifi cation mechanisms 
[ 10 ]. Security should be core part of P2P frameworks. The reason behind this is that 
security for P2P systems is challenging. Proposal for P2P security mechanism is 
brought by Ganesh and Zhao [ 15 ]. In this work identity theft protection in struc-
tured overlays uses hash function and other nodes to verify node identity. It attempts 
to remove two problems of security, a  sybil attack  [ 13 ] and  eclipse attack  [ 2 ], in a 
very general way. Every node in the network sends periodically signed existence 
proofs for its prefi x to randomly chosen proof managers. Signed existence proofs 
are created from prefi xes of identifi er, which was signed with node private key. 
These proofs are send to P2P nodes whose identifi er is generated as hash of identi-
fi er prefi x (from which was created the proof) and some salt. Every node can use 
this certifi cation authority to verify node identifi er.  

3      Analysis and Design of ELISA 

 This section provides description on architectural design of ELISA, its extension 
mechanisms, security and communication services. Core components and their 
functionality are described with adaptation to existing P2P substrates [ 1 ,  3 – 6 ,  18 ]. 
ELISA adapts to low-level services of existing frameworks and integrates them. Its 
design takes into consideration simplicity of extension and provides consistent and 
effi cient high-level services including security, service composition, etc. The con-
sideration of extension is provided through plug-in mechanism that allows us to hide 
implementations details and expose only necessary details to the plug-in developer. 
The architecture provided in Fig.  1  refl ects the goal to provide extension mecha-
nisms. It contains three main parts:  Network API ,  Plug-in  and  Plug-in manager . 

    Concrete Plug-in     represents a client application. Each  plug  −  in  can inherit  data 
message  types, which it will work with or to specify its expected format of data. It 
uses  Network API  for communication.   

   Plug-in manager     component serves as a controller for plug-ins to call  Network API  
or to asynchronously receive messages. It is also possible to communicate among 
multiple plug-ins. The interaction of components is shown in Fig.  2 .   

   Network API     is an interface used for access to the network. Its adapter called  Peer-
to-Peer network  is used for communication with frameworks Pastry [ 18 ] and Scribe 
[ 3 ]. Developer has the possibility to customize the API to adapt to different architec-
tures.  Network API  uses  Plug-in manager  component with access to all  Plug  −  ins  to 
pass them events populated throughout communication. Each  plug  −  in  can register 
its interest in certain events.  Peer-to-Peer network  provides communication services 
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such as unicast, anycast, multicast and also manycast, which we introduce later. 
It starts and terminates data streams among peers.   

     Client application in ELISA is represented as a plug-in. Such plug-in can use its 
data types that extends generic  Data Message . Plug-in registers at  Plug-in manager  
its interest in certain events. When the  Network API  receives a message, then all 
plug-ins with the registered interest are notifi ed in specifi ed order. Plug-in can 
choose specifi c data message identifi cation and its type hash. Each message with 
given type hash can be intercepted by plug-ins registered for the particular type. The 
type hash is only known to developer of a given plug-in and thus other plug-ins are 
hard to intercept such message unless they know the message hash type. 

  Fig. 1    Architecture schema of ELISA       

  Fig. 2    Interaction of ELISA core components       

 

 

L. Matl et al.



315

3.1     Peer-to-Peer Network 

  Peer-to-peer network  provides adapter to Pastry [ 18 ] and Scribe [ 1 ,  3 ] groups 
for peer cooperation. This component creates group of peers that are represented 
by text strings. It is possible to send three message types: anycast [ 3 ], multicast 
[ 1 ] and manycast. Pastry defi nes rules of routing messages on P2P network and 
Scribe  provides the creation of groups, joining to group and sending anycast and 
multicast. Anycast is a message, which receives one of the nearest group mem-
bers of Scribe group and multicast is received by all group members. Every peer 
that is connected to Pastry network has its own unique ID used for routing mes-
sages. Extension of  Peer-to-peer network  to the underlying frameworks is the 
 manycast  communication. It is such communication that can be seen as multiple 
anycasts to  n  receivers connected to a Scribe group. There are two distinct types 
of manycast communication:  N-anycasts  and  Tree distribution . Both types can 
further consider cases when the receivers must be distinct. 

     N-anycasts     uses  n  anycasts that are sent from one sender. When peer sends two any-
casts at once these anycasts are often received by the identical group of members. All 
routing decisions are made under the same conditions to forward the message. 
Therefore the sender sends anycasts via its  n  nearest neighbors regardless of the rout-
ing table. This increases the amount of different receivers. Scribe anycast implementa-
tion ensures that messages arrive to near peer (if such peer exists) and  N-anycasts  
preserves this property. The upperbound manycast group is restricted to 30 receivers.   

   Tree distribution     uses existing Scribe tree for message distribution. Manycast sender 
sends only one anycast. This anycast contains information about number of receiv-
ers ( n ). Each anycast receiver decrements the number of receivers by one and cre-
ates  m  messages. This contains information about  ( ) /n m-1    receivers and forwards 
this messages to  m  peers in the group tree using anycast. Each forwarder continues 
with this approach down to the Scribe tree, until  n  > 0. The value of  m  can be set 
according to the forwarding peer load or can be set as a constant. Greater value of  m  
means greater load of a forwarding peer, but reduces the delivery time.   

   Distinct receivers     are not guaranteed naturally by neither of the above approaches. 
When a manycast sender wants to send a message to  n  distinct receivers, then an 
extension mechanism applies. Each receiver accepts the message once and all iden-
tical messages are forwarded. This reliable approach increases the number of hops 
for the manycast message. If not enough receivers exist, then a failure message is 
delivered to the sender.   

3.1.1       Secure Connections 

 Every peer in the network needs an identifi er. If we allow peers to generate their 
own identifi ers, then signifi cant security problem raises. This mechanism could be 
used by malicious users for  eclipse attack . Therefore it is necessary to disallow 
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peers to their generate identifi ers. Instead these can be generated through authority 
server, but this might be a bottleneck regards scalability. Another solution [ 15 ] is to 
use a hash function. Peer produces random byte stream from which it creates a hash 
that forms an identifi er. Both the hash (identifi er) and the byte stream are being sent 
to other peers upon initial connection, so that other peers can verify correctness of 
the hash from the byte stream. With the hash function this approach ensures that no 
one can generate identifi er that is near to another peer and thus it prevents  eclipse 
attack . This mechanism of ID generation can be seen in Fig.  3 . This solution, 
although, does not solve  identity theft . To deal with this issue, peers can create an 
identifi er as a hash of its IP address and port together with a random value, then they 
only send the random value with the identifi er. Every peer in the network can check 
whether the identifi er was created from the random value and the peers IP address 
and port. This method is described by the right side of the Fig.  4 .

4            Case Study 

 In this section we provide comparison of implemented manycasts methods. Each 
manycast type might fi t better to a different situation. First, we evaluate manycast 
effi ciency in terms of number of hops over message way from sender to receiver and 
later we compare manycasts according to the security. The evaluations are made 
through emulation on Emulab [ 23 ] to test various scenarios in real-like conditions. 
Emulab provides large amount of physical computers, but also a limitation on the 
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  Fig. 3    Generation and 
validation of an secure 
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   Table 1    Average number of distinct  receivers  for ambiguous manycast   

 Number of receivers  5  10  15  20  25  30 

 Tree distribution  4.8  9.2   9.8  12.8  14.6  15.2 
  N -anycasts  4.4  7  10.2  13.2  13.8  14.8 

     Table 2    Comparison of max. number of  hops  of manycast with ambiguous and distinct receivers                         

 Number of receivers  5  10  15  20  25  30 

 Ambiguous receivers  Tree distribution  (hops)  3  4  4  5  5  5 
  N -anycasts  (hops)  1  1  1  1  1  1 

 Distinct receivers  Tree distribution  (hops)  6.2  12.8  7.8  12.8  18  31.6 
  N -anycasts  (hops)  6.2  11.4  3.2   6.6  13.6  22.8 

amount exists due to its extensive use for experiments. For our emulation we con-
sider 151 computers with Linux systems. In the measurement 30 peers are con-
nected to the group, and these peers represent manycast receivers. Additional 120 
peers are forwarders and one peer is manycast sender. We evaluate both approaches 
with consideration of distinct and non-distinct receivers. In our scenario we con-
sider submission of manycast with 5, 10, 15, 20, 25 and 30 receivers twice. 

4.1     Manycast with Ambiguous Receivers 

 The average number of distinct receivers, while not considering the distinct 
receiver assurance, is shown in Table  1 . It can be seen that both approaches have 
similar results. Another comparison can be seen from the number of hops to deliver 
a message. Table  2  shows the maximum number of hops for both approaches. The 
 N-anycasts  approach results in 1 hop for all cases. The  Tree distribution  provides 
worse results for the number of hops that grows with the number of receivers.

4.2         Manycast with Distinct Receivers 

 For this method the number of distinct receivers is equal to  n . The comparison of 
both approaches regards the maximal number of hops for a manycast message is 
shown in Table  2 . The  N-anycast approach  is more effi cient. Next, we compare both 
approaches according to the total number of hops. With total is meant the sum of 
hops for all messages and different receivers sent by one manycast. The results for 
both methods are shown in Table  3 . More details can be seen in Fig.  5 , which shows 
that after 25 manycasts the  Tree distribution  is more effi cient.   
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4.3         Security Comparison 

 We evaluate the network with the same settings as in previous experiment; only the 
number of receivers is 15. As next, we vary the percentage of malicious peers. 
Malicious peers change the manycasts message and we measure the number of 
manycast messages that are changed. We evaluated both situations where attackers 
are forwarders and group members. The number of attackers is set in the range of 
1–50 % nodes from forwarders or receivers. You can see the results in Figs.  6  and  7 . 
In both the situations  N-anycasts methods  (with and without distinct receivers) give 
better results because the number of changed messages is lower. The  N-anycasts 
method  is better because of using more paths from manycast sender and Scribe tree. 
It is not easy to capture all these messages and change them. In the case of  Tree 
distribution , when an attacker receives a message on its path from sender to Scribe 
tree, he can change all manycasts messages.

4.4         Performance Comparison: Time to Delivery 

    We use the maximum number of hops from sender to receiver as the time to deliver the 
manycast messages to all receivers (Table  2 ). In the  N-anycasts method  the delivery 
time is the number of hops from sender to the fi rst receiver for every message. 

   Table 3    Average number of  hops  for evaluation of manycast with distinct receivers   

 Number 
of receivers  5  10  15  20  25  30 

 Tree distribution  (hops)  4.2  6.2  24.4  31  67  136.2 
  N -anycasts  (hops)  2  2.6  24.6  48.6  82.6  146.2 
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The difference is that for  Tree distribution  messages are forwarded in the Scribe tree, 
which adds extra hops to the maximum number.  N-anycasts method  has lower number 
of hops for both with and without requirement of distinct receivers. Therefore time 
difference between the fi rst and the last received manycast is lower for  N-anycasts 
method  and thus the manycast delivery is faster. To achieve fast response the  N-anycasts 
method  provides better results.   

5     Conclusion 

 In this chapter we presented ELISA framework for P2P application development. 
It provides extension mechanisms for custom services without exposing implemen-
tation details. Client application builds on the top of plug-ins that register their 
 interest in given communication events. ELISA provides multiple options for 
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communication with addition of manycast approach that can address given amount 
of peers in the group to support collaborative task. As next, our framework provides 
security mechanisms to prevent eclipse attack and identity theft. Its architecture 
builds on the top of existing substrates Pastry and Scribe and delegates them to the 
lowest layers that allows simple replacement for another types of networks. 

 In future work we plan to extensively evaluate message security that is important 
for production use. For example a message integrity must be preserved while its 
travel through the network, intentional fl ood on the network should be prevented or 
malicious group canceling avoided. As next, we consider replacement of emulation 
environment due to its size limitations (amount of computers) into PlanetLab net-
work. Regards implementation the nearest goals are to develop plug-ins demon-
strating the benefi ts of ELISA such as cooperative web caching suggested by Cerny 
et al. [ 5 ,  6 ], media content streaming with its performance and development efforts 
evaluation.     
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Abstract In a rapidly changing era, organisations need to be innovative in order to 
survive, and they need to access external knowledge. This paper examines knowledge 
networks between organisations by focusing on three main elements of a network: 
content, knowledge process and the structure of the network. Although the influence 
of these three elements on innovation has been discussed, the interrelation between 
these elements has not been explored in detail. The subject of our study is the patent 
co-authorship networks of biotechnology firms in Victoria, Australia. The data were 
extracted via the Australia patent database (AusPat) from 2001 to 2010. Using social 
network analysis and statistical analyses, our study explores the relationship 
between knowledge processes, knowledge and network structure. This exploratory 
and ongoing research aims to extend our understanding of knowledge networking 
and their role in inter-organisational collaboration.

1  Introduction

The need for innovation-driven collaboration projects in the high-tech industry has 
been widely recognised [20]. One of the most widely cited motives for collaboration 
is the acquisition of knowledge and capabilities from partner firms (e.g. [25]). Any 
innovation, such as a new product development, needs to integrate existing and new 
knowledge. Although knowledge may be created internally, for example, by 
conducting research and development or via individual learning, knowledge is con-
tinuously changing and depreciating. Thus every organisation needs access to exter-
nal knowledge [21], and the way that firms acquire such knowledge plays a very 
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important role in the ability of organisations to innovate [12]. In this regard the 
importance of knowledge acquisition and transfer to innovation-driven collaboration 
has been considered in the literature. By addressing global manufacturers in the 
high-tech industries, a recent survey by IDC Manufacturing Insights shows that 
60 % of companies claim that they fail to support innovation and access to real-time 
information and improved collaboration has been considered as one of key criteria 
for successful innovation.

However, research in this area has mainly focused on structural view [28] to 
collaboration networks, and few studies have focused on how knowledge is man-
aged between organisations. In this paper to get a richer picture, we also consider 
the properties of knowledge that is being shared in the network and the process that 
firms adopted to access knowledge via inter-organisational knowledge networks 
(k-networks). Knowledge content, knowledge processes and the structure of the 
network are three defining characteristics of k-networks that are discussed in this 
paper. Although each element has been studied separately, there is limited literature 
on the interaction and the integration of these three elements. In the rest of the paper, 
first the literature is reviewed and highlights the gap in knowledge; then research 
approach, findings and analysis are presented subsequently.

2  K-Networks and Innovation-Driven Collaboration

By reflecting Schumpeter’s [38] claim that innovation is the new combinations of 
knowledge, Kraaijenbrink et al. [21] argued that any organisation needs external 
knowledge to be innovative since occurrence of any innovation (e.g. a new prod-
uct) needs integration of existing and new knowledge. In this regard, firms interact 
with other companies through collaboration networks or strategic alliances [11] 
to acquire or access external knowledge (e.g. [14]). Here I argue that while the 
main focus of the knowledge management (KM) literature is on intra-organisa-
tional aspects (e.g. [32]), the focus of innovation-driven collaborations is the 
acquisition or access to external knowledge via k-networks. Organisational k-net-
works consist of nodes (i.e. firms), links (which make knowledge sharing possible) 
and the content (the knowledge shared through the links) (e.g. [34]). Thus k-net-
works can be explored by addressing three elements of interfirm k-networks 
[24]: content, process and structure of the knowledge network. These elements are 
explored in the following sections.

2.1  Content of the K-Network

In a k-network, content refers to attributes of knowledge that is being shared within 
the networks by nodes and through links [30]. The KM literature has argued that 
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for an innovation project, organisations need to acquire new knowledge (e.g. [16]). 
This new knowledge, according to the knowledge-based view (KBV) of the firm, 
should possess some characteristics like tacitness and heterogeneity in order to be a 
source of innovation and sustainable competitive advantages over rivals (e.g. [3]). At 
both an individual and organisational levels, studies on innovation have shown that 
higher heterogeneous knowledge fosters creativity (e.g. [36]). However, very few 
studies have examined content from an inter-organisational perspective. Rodan and 
Galunic [28], for example, have studied the role of individual managers’ social net-
works in terms of access to heterogeneous knowledge for innovation performance. 
Sammarra and Biggiero [30], by studying interfirm collaboration networks, showed 
that firms acquire heterogeneous knowledge areas for their innovation projects 
through their networks. Degree of tacitness is the other attribute of the knowledge 
content which is very important to acquire, though it is difficult to transfer (e.g. [33]).

2.2  Process of the K-Network

Within an inter-organisational k-network, nodes represent participating organisations 
that collaborate with other network members in order to innovate new products/
services. These nodes, in the context of inter-organisational collaboration, are 
involved in KM processes, particularly in the knowledge-intensive industries (e.g. 
[35]). Drucker mentioned that a firm needs to have the capacity for generating 
knowledge and applying it in the form of innovation [8], and the KM process is 
typically presented as a catalyst for innovation [31]. These processes may aim at 
either enhancing exploitation (i.e. focusing on existing knowledge which is acquired, 
transferred and used in other similar situations) or exploration (i.e. creating new 
knowledge by sharing and synthesising of knowledge [23]). Although exploitation 
is important for innovation, it is largely exploration through knowledge sharing that 
allows the development of genuinely new approaches [19]. Moreover, as March and 
Levinthal [23] mentioned, companies need both exploration and exploitation in 
order to survive for the long term, but there is often a trade-off between the two 
approaches due to constraints on resources and the firm’s strategic orientation [4].

2.3  Structure of the K-Network

At a dyad level of a k-network, links represent the collaboration ties that two organ-
isations share with each other. Through these links, organisations share knowledge 
that they require. At a network level, these links comprise the whole structure of 
the network and influence the firm’s performance [29]. Firms that are central to the 
network, for instance, may contribute to beneficial outcomes like power [39], deci-
sion-making [40] and individual innovation (Ibarra [41] as cited by Salman [29]). 
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Dense networks provide close relations and build trust within the network. In this 
regard, members of dense networks are supposed to have better access to valuable 
strategic knowledge [9]. However, they are possibly in the structural biases [1] that 
makes it difficult for them to access new knowledge from a node located outside 
their close relations.

2.4  The Need for Integration: The Gap in Current Knowledge

Although these three elements have their own influences on innovation, the inter-
relation between them has not been explored in the literature (Fig. 1) except in a few 
research studies, for example, by Hansen [15] researching intergroup networks and 
Bustamante [6] using simulation techniques to research the interactions between 
content and structure. Exploration of the interrelations between these three elements 
is the means to focus on how k-networks are used in innovation-driven collaboration. 
In this regard, first there is a need for understanding the characteristics of these 
k-networks, in terms of the three elements. Second these characteristics are anal-
ysed in terms of how they contribute to the firm’s innovativeness. Thus the two 
research questions addressed in this paper are:

• What are the characteristics of k-networks used by firms in innovation-driven 
collaboration in terms of structure, content and process?

• What are the interactions among content, process and structure of the knowledge 
network?

Fig. 1 Ego network of BF94: red boxes show partner organisations which are located in Australia 
but not within Victoria, while blue ones represent foreign partners
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3  Research Approach

3.1  The Victorian Biotech Industry as the Research Domain

To study the research questions, this exploratory research has focused on the bio-
technology industry as a suitable knowledge-intensive high-tech industry where 
innovation is highly reliant on k-networking [27]. At its simplest, biotechnology is 
technology based on biology [5] and includes all techniques for manipulating 
microorganisms [35]. According to Ernst and Young [13], Australia is “the largest 
presence in the Asia-Pacific region”, and Victoria as one of the leading states within 
Australia, characterised by a large human health subsector in biotechnology industry. 
More than 75 % of biotechnology companies are located in the state, and in aggre-
gate, these companies were valued at almost $24 billion [2].

3.2  Network Definition

To define the k-networks, we adopt the definition used by several authors such as 
Kane and Alavi [18]. A k-network refers to a collection of individuals or organisa-
tions with whom firms interact to acquire or access needed information to accomplish 
tasks in their innovation projects. In this research we focused on patent co-authorship 
networks as one of the formal resource sharing networks (e.g. [26]). These networks 
are characterised by legally binding contracts and licencing to protect intellectual 
property for exclusive partners.

3.3  Data Collection

To define any inter-organisational network, there is need to define nodes and links 
of the network. Here links are defined by co-authorship patenting, i.e. if two com-
panies have registered a patent with each other, it means that they had innovation- 
driven collaboration, though with a 1- or 2-year delay [42, 7]. Patent documents 
provide data on the assignees and their locations at the time of the inventions, inven-
tors and the international patent classification (IPC), which will be explained later. 
Nodes are also represented by biotechnology firms headquartered in Victoria. There 
is no pre-existing list, so we created our own initial list of firms based on three main 
sources: membership lists of AusBiotech (http://www.ausbiotech.org), the 
BioMelbourne portal (http://www.biomelbourne.org) and Australia stock exchange 
(ASX). Then by searching their patents in AusPat,1 a database which records all 
Australian patents published since 1904, we found the partners (co-authors) of the 

1 http://www.ipaustralia.gov.au/auspat/index.htm
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initial list. Then based on a snowball sampling method, we found other firms that 
are not listed in these three sources but published at least one patent during 2001–
2010. Through this iteration of snowball sampling we found 126 firms located in 
Victoria. Also 61 partners were identified, of which 27 are located in other countries 
and 34 are headquartered in other states of Australia. All these companies, based 
on the publicly available data on these BFs, were categorised as public research 
organisations (PRO) like universities, pharmaceutical-bio firms (PBF), government 
agencies (GOV), hospitals (H) or individual innovators (II).

4  Findings

4.1  Content: Firms’ Knowledge Heterogeneity

Heterogeneity of the knowledge is an essential element of knowledge content (e.g. 
[28]). In general, firms might need different areas of managerial, technological and 
organisational knowledge [30]; however, the only focus of this research is on 
technological knowledge. To calculate the degree of heterogeneity of a firm’s 
knowledge, IPC2 has been considered as a representative indicator. IPC shows the 
technological knowledge area which is relevant to the patents that firms have 
published. To calculate the degree of heterogeneity, we used the Herfindahl index 
and Simpson’s diversity index, which have been used in a variety of fields including 
KM research [10]:

 
D p

i

N

i= −
=
∑1

1

2

 

where p is the proportion of particular knowledge areas (IPCs) in the ego network 
of firm i and N total number of all IPCs which are shared by firm i.

In this regard, knowledge heterogeneity was calculated for all 126 firms. The 
lowest degree of heterogeneity is 0 for firms with only one IPC. And the highest is 
0.929 for the University of Melbourne.

4.2  Process: Firms’ Exploration/Exploitation Process

To understand the process focus of the firms, this research has used the exploration 
index that shows the degree of exploration vs. exploitation [23]. Lavie and Rosenkopf 
[43] identified three domains of exploration and exploitation: function, attribute and 
structure. The structural exploration has focused on diversity of the partners, i.e. 

2 International patent classification developed by WIPO in 1971. “a hierarchical system of 
language independent symbols for the classification of patents and utility models according to the 
different areas of technology to which they pertain” http://www.wipo.int/classifications/ipc/en/
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whether a firm is forming an alliance with a new partner that has no prior ties to the 
firm or keeps recurrent alliances with a partner that has prior ties to the firm. At this 
stage of the research, there is no complete data to discuss the function and attribute 
domains. However, the structural domain, as reviewed in the literature [22], can be 
studied as a representative element of the exploration/exploitation process. To cal-
culate the exploration index of firms, we used the Herfindahl index and Simpson’s 
diversity index:

 
D p

i

N

i= −
=
∑1

1

2

 

where p is the proportion of particular partner in the ego network of firm i and N 
total number of all partners which were collaborating by firm i.

4.3  Structure: Firms’ Network Centrality and Density

4.3.1  Density

As mentioned earlier, the density of a firm’s network (ego network of a firm) has 
been argued in the literature (Cumming and Cross 2004) as an influencing factor on 
knowledge transfer through inter-organisational relationships. In our research, ego- 
network analysis in UCINET6 was used to calculate the density for each node. In 
this method, density is measured by number of existing triangles divided by all pos-
sible triangles. The highest density is one and the lowest is zero. The density mea-
sure for both isolated firms (firms with no ties to any other partner) and for firms 
without any triangle relations like BF94 (Fig. 1) is zero.

4.3.2  Centrality

Centrality is another structural property that has been argued in the KM literature as 
an influencing factor on knowledge transfer through inter-organisational relation-
ships (e.g. [1]). There are several measures (methods) to calculate centrality like 
degree, eigenvector, closeness and betweenness centrality. For instance, degree of a 
firm in a given network is calculated by total number of ties shared by the focal firm 
with other members of the network. For example, the degree of BF94 with three ties 
(Fig. 1) is three. In this research, all these measures were calculated by UCINET6, 
but for the analysis, degree of centrality is used.

4.4  Four Possible Structural Configurations

As mentioned before, centrality and density are two major measures of the structure 
of a network [1]. In this regard, based on the centrality of firms, whether it is high 
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or low, and also based on the network, whether it is dense or sparse, there are four 
possible configurations (Fig. 2). The four configurations were examined to see 
whether they have different knowledge content and process. The characteristics of 
the firms in each configuration are explained in the summary Sect. 4.6.

4.5  Exploring the Interactions Among K-Network Content, 
Process and Structure

According to a quantitative analysis of the relationships between content, process 
and structure of the k-networks, the following themes have emerged. The summary 
of the finding and corresponding statistical tests are illustrated in Table 1:

Theme 1: In bio-firms the structural exploration process is associated with 
knowledge heterogeneity

It seems that companies that seek more diverse and new partners are considered as 
companies with structural exploration process. Our analysis shows that these com-
panies are more willing to seek new and more diverse knowledge.

Theme 2: Bio-firms with a central position in the innovation network access more 
heterogeneous knowledge

The more central position provides access to a broader range of knowledge. In other 
words, the higher degree of knowledge heterogeneity that an organisation possesses 
is associated with the position of the organisation in its network. The scatter plot 

Fig. 2 A quadrant framework to represent the interactions among content, process and structure 
of the Victorian bioindustry from 2001 to 2010

A. Moslehi et al.
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also shows a positive correlation between these two measures. This finding is sup-
ported by the literature as well [1]. The more central position allows firms a chance 
of accessing various knowledge areas.

Theme 3: Bio-firms with dense networks possesses less heterogeneous knowledge

Dense networks allow a firm a chance of accessing close relationships with partners, 
which in the long term may cultivate trust in their relations [45] and may provide 
more access to strategic knowledge [46]. However, the domain of this knowledge is 
narrow.

Theme 4: Bio-firms with a central position in the innovation network are more 
likely to seek structural exploration process

The more central position provides access to a broader range of partners. In this 
regard, companies with high level of contacts might find new partners more easily.

Theme 5: Bio-firms with dense networks are more likely to seek structural 
exploration process

In the networking literature, close relations and having a dense network are associ-
ated with the concept of homophily [17]. “Birds of a feather flock together” means 
these partners are mainly homophile [37]. However, the high level of association 
between density of the firm’s network and exploration index shows that bio-firms 
with dense networks may not necessary be limited with a small number of partners. 
Adding the concept of heterogeneity (theme 3), it is possible to argue that the reason 
for new partnership is not always about accessing new knowledge. It seems that in 
Victorian innovation networks, there are several companies that seek new partners 
while they are still working on the existing knowledge, probably for finding new 
markets via new partners.

Theme 6: Level of exploration is not equal within firms with different 
configurations

Theme 6.1: Bio-firms with a C1 configuration (low centrality and density) have the 
lowest level of exploration. These firms are mainly isolated or have no links to firms 
with a central position. On the other hand, they have a few close relationships. In this 
regard, these firms are not willing to find new partners for their innovation projects.

Theme 6.2: A central position in an innovation network seems more influential 
on structural exploration compared to density of the network. Regardless of the 
density of their innovation networks, firms with a high central position have a high 
level of structural exploration. Firms with a C3 configuration (high centrality and 
density) do not have the higher level of exploration compared to a C4 configuration 
(high centrality and low density). Although firms with a C4 configuration (high 
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333

centrality and low density) have no significantly higher level of exploration com-
pared to a C2 configuration (low centrality and high density), firms with dense 
networks do not necessarily have a high level of exploration (i.e. C3 firms have 
significantly higher level of exploration compared to C2 firms).

Theme 7: Level of knowledge heterogeneity is not equal within bio-firms with 
different configurations

Theme 7.1: Bio-firms with a C4 configuration (high centrality and low density) have 
the highest level of k-heterogeneity. As mentioned in themes 2 and 3, centrality 
improves access to more heterogeneous knowledge, while dense networks keep 
focus on a narrower domain of knowledge. So C4 bio-firms show significantly 
 highest level of k-heterogeneity.

Theme 7.2: Central position in an innovation network seems more influential on 
k-heterogeneity compared to density of the network. Firms with C1 configuration 
(low centrality and low density) have a lower level of k-heterogeneity compared 
with firms with a C3 configuration (high centrality and high density). Also, there is 
no significant difference between the level of k-heterogeneity in C2 firms (low 
centrality and high density) and C1 firms (low centrality and low density).

4.6  Summary

In summary, it is possible to conceptualise the research findings on interactions of 
the content, process and structure of the k-network into a quadrant framework 
represented in Fig. 2. Organisations in C1 (mainly large public research organisa-
tions like Monash University and the University of Melbourne) have the highest 
degree of heterogeneity. They have access to broad range of knowledge since they 
locate themselves in central positions. Meanwhile they have a balanced approach 
for their processes. This means that they are always looking for new knowledge 
whether from new partners or existing ones. On the other hand, organisations in 
C2 have focused on a very narrow area of knowledge. They keep their focus on 
reusing their existing knowledge but through balanced process. It means they 
either work closely with their existing partners or search for new partners to reuse 
the existing knowledge. However, organisations with C1 and C3 seem different as 
they are in the middle of the continuum of knowledge heterogeneity. C3 organisa-
tions, on the one hand, have focused on moderate to high degrees of knowledge 
heterogeneity. But unlike C4 organisations, after they find new knowledge from 
new partners, they keep close relations with their partners to reuse the knowledge. 
Most of these companies in the Victorian biotech network are hospitals. On the 
other hand, C1 companies which have very low dense network with decentred 
positions possess a broader level of knowledge compared with C2 companies. 
This means that most C1 organisations work on their own R&D to acquire new 
knowledge and reuse it.

Knowledge Networks and Innovation-Driven Collaborations…
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5  Conclusion

While the main focus of the KM literature is on intra-organisational aspects (e.g. [32]), 
in innovation-driven collaborations acquisition or access to external knowledge via 
interfirm k-networks is the main point of interest. In this regard, our research studies 
the characteristics of interfirm k-networks and highlights the need to consider the 
interplay of all the elements that constitute an inter-organisational network. In this 
paper, many seemingly fragmented theories including network structure theory (e.g. 
[15]), theory on content of knowledge (e.g. [3]) and knowledge processes [43] are 
utilised to propose a conceptual framework to enhance the understanding about 
k-networks. This framework is empirically supported by our analysis of the 
Victorian patent network.

Participating in a network is one of the most important challenges that an entre-
preneur faces since the beginning of their business [44]. However, to manage their 
networking practice, this paper suggests that entrepreneur may need to consider 
the interplay between knowledge content, knowledge processes and the network 
structure as context that informs their collaborations. This content-process- structure 
framework can help entrepreneur to evaluate their organisational mechanisms as 
managerial interventions to facilitate such innovations.

This paper is based on the first exploratory phase of an ongoing research project. 
The conceptual quadrant framework proposed in this paper will be the focus of 
further in-depth studies of k-networks in the Victorian biotechnology sector to give 
a rich understanding of the contribution of inter-organisational collaboration to 
innovation practices.
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    Abstract     Global development has the mission to promote social change and 
renewal in developing countries on a scientifi c basis. For this purpose the paper 
presents a concept for creating fi ve good circles for society building of poor com-
munities. This concept is further elaborated and discussed in terms of sustainability 
development and sustainable information systems. For one of the good circles 
“active learning”, we illustrate how a deliberate use of tools for ICT4D (ICT for 
Development) can support special education for needy children and exposed moth-
ers. Our knowledge interest is to set up professional training spaces, called 
Community Children Academy Spaces (CAS), grounded on an Education for All 
(EFA) perspective for social inclusion of poor people in civil societies.  

1         Global Development for Change 

 Global development has the mission to promote social change and renewal in 
developing countries on a scientifi c basis. The leading idea behind global develop-
ment is to combine social changes in civil societies with economic growth and envi-
ronmental (ecological) issues in order to achieve better life conditions for poor 
people. Development informatics or ICT4D (ICT for Development) is a fi eld of 
both research and practice focusing on the application of information systems in 
socio- economic development [ 18 ,  20 ], especially the use of ICTs (Information and 
Communication Technologies) in developing countries. 
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 Global development will use a well-known approach labelled  Base of the Pyramid  
( BOP ) which is perfectly timed for developing countries [ 5 ]. This means that the 
new economy of the country is growing through developing the poor population to 
be self-dependent, productive and respected citizens. The poor people are regarded 
as active business partners, value creators and demanders, strong innovators and 
creative entrepreneurs rather than only “victims” for potential producers or consum-
ers. This view is in line with a service-dominant logic approach for society building 
using local business models [ 11 ]. Some concrete examples of BOP initiatives are 
micro-credits for exposed women, market-specifi c products for poor people and 
business community partnerships in developing countries [ 27 ]. Such a global devel-
opment with BOP initiatives is performed through integrating social programmes 
with environmental and economic development of the country. The goal is to align 
business, earth and humanity strongly to each other. According to a BOP approach, 
all development areas (or change measures) must in a future modern civil society be 
more integrated with different types of ICT4D tools such as professional use of 
social media, Digital Doorways, digital maps, mobile phones and Internet search of 
knowledge. In Fig.  1  it is shown that ICT is needed today to support and enable each 
development area where global development is a combination of economic develop-
ment, environmental development and social development.

2        The Main Concept: Creating Five Good Circles 

 For achieving an effi cient global development, there is a need for a major interplay 
between economic, environmental and social issues for improving the life situation 
for poor people in developing countries. The focus here is to study the relationship 
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between needy children and exposed mothers as a target group. By this we mean 
reaching vulnerable and marginalised people living in the worst environments with 
a great jeopardy of poverty and violence [ 23 ]. 

 The main idea is to break vicious cycles or better to create good circles for 
overcoming obstacles and changing the prerequisites for poor people. The good 
circles represent a valuable platform for creating enablers for change in civil societ-
ies (communities) which is the aim for global development. We have identifi ed  fi ve 
kinds of good circles  for society building which is symbolised by the Olympic rings 
known by many people in the development world: distinctive culture, strong iden-
tity, support oneself, organic way of living and active learning (see Fig.  2 ).

2.1       Distinctive Culture 

 Promote the dominant values, ethics and morale that are prevailing in the civil soci-
eties and communities we want to understand and change. A programme for global 
development has to be adapted to the cultural norms characterised by the local peo-
ple. Therefore it is needed to gain a deeper knowledge of the region’s culture and 
history as a base for a social change [ 7 ]. The dominant culture in a society refers to 
the established language, religion and spirituality, behaviour, values, rituals and 
social customs [ 12 ]. These traits are often the cultural norms for the civil society or 
community as a whole. In a multicultural society, various subcultures are celebrated 
and should therefore be respected equally. The fi rst good circle for society building 
refers to  cultural development  as prerequisite for global development.  

2.2     Strong Identity 

 Promote democratic principles and human rights for poor people in the civil society 
[ 9 ]. An important circumstance is to create a genuine atmosphere of social justice, 
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peace building and secure environments for the families living in their communities 
[ 14 ]. This represents a political dimension of society building. A programme for 
global development should give people such as needy children and exposed mothers 
a genuine dignity and strengthened self-confi dence based on their strong identity. 
As an example we can mention to organise valid ID documents (or identity cards) 
as offi cial papers for refugees and transit families living in temporary communities. 
The second good circle for society building refers to  human development  as prereq-
uisite for global development.  

2.3     Support Oneself 

 Promote economic principles for professional enterprising and business trade. A 
basic idea behind a programme on global development is to create occupational 
possibilities for mothers and families from, e.g. exploiting organic plantations 
(coffee, cacao, fruits and vegetables) connected to community-based children 
spaces. This is an application of “Base of the Pyramid (BOP)” approach described 
above [ 5 ]. The poor families are regarded as active business partners, value creators, 
innovators and entrepreneurs. The exposed mothers could be assisted by a microfi -
nance system for starting up small businesses [ 27 ]. Creating job opportunities for 
poor mothers gives them the possibility to be able to “support oneself” and taking 
professional care of their children. The third good circle for society building refers 
to  economic development  as part of global development.  

2.4     Organic Way of Living 

 Promote organic principles for social care in a creative family atmosphere. An 
important guiding star for a programme on global development is to promote an 
organic way of living for women and children in order to strengthen their physical 
health and mental capacity with ecological and nutritious food. According to the 
United Nations Environment Programme [ 22 ], organic agriculture not only can feed 
the world, it may be the only way we can solve the growing problem of hunger in 
developing countries. Biodynamics is an internationally recognised method to 
organic agriculture in which the farmer respects and works with the spiritual 
dimension of the earth’s environment [ 16 ]; in other words it promotes the human’s 
interaction with nature based on an anthroposophic tradition. We have faced some 
successful projects on organic farming with biodynamics such as the Rio Limpio 
experiment for poor people in the Dominican Republic. Some other elements for an 
organic way of living would be sustainable production of goods (e.g. cloths), reus-
ing organic wastes (effi cient ecocycling) and the rising supply of renewable ener-
gies. The fourth good circle for society building refers to  environmental development  
as part of global development.  
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2.5     Active Learning 

 Promote experience-based principles for active learning in order to achieve a sustainable 
basic education for children and a preparatory vocational education for mothers [ 4 ]. 
A leading idea for this kind of initiative is to have a situated learning situation where 
we combine indoor studies with practical exercises in an outdoor environment. 
Waldorf pedagogy is an internationally recognised approach for active and situated 
learning for children at school. The Waldorf approach to education promotes problem 
solving, creative learning, visual stimulation, competence enhancement and reality-
based applications. An important goal for global development is to work out special 
education programmes for needy children and exposed mothers to raise their abili-
ties for communication and concentration based on constructive learning [ 15 ]. This 
approach will facilitate an “inclusive education” which means that the poor people 
will be supported by special education based on approaches for active and situated 
learning in order to include or integrate them better in the civil societies where they 
live—“A Society for All” (cf. [ 25 ]). The fi fth good circle for society building refers 
to  social development  as part of global development.   

3     Sustainable Development and Sustainable 
Information Systems 

 The constructs and relationships in Fig.  2  of the fi ve good circles will be further 
elaborated and explained in this section. There are a lot of interactions or synergies 
between the different development areas for global change. As an example we can 
emphasise that exploitation of organic or nutritious foods (environmental develop-
ment) will give possibilities for raising the learning capacity for children in school 
(social development) which later leads to possibilities for good employments and 
raised welfare in the future (economic development). 

 We can recognise the interactions between development areas as the relation-
ships between cultural, human, economic, environmental and social aspects of sus-
tainability. The fi ve good circles as a theoretical approach (Fig.  2 ) is a representation 
of the fi ve development areas of sustainable development for society building. The 
interactions between development areas can be symbolised by the interlocked con-
nections in the Olympic rings for the good circles (all possible interactions are not 
shown in a convenient “Olympic ring” look). Sustainable development is thus an 
overall concept which embraces a holistic or helical approach for building civil 
societies in developing countries. Sustainable development more precisely com-
prises cultural development, human development and global development. Cultural 
and human developments are necessary prerequisites for a global development. 
Global development is in turn a combination of economic development, 
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environmental development and social development. This kind of reasoning can be 
summarised as follows:

•    Sustainable development = (holistic or helical) development  
•   Sustainable development = (cultural + human + global) development  
•   Global development = (economic + environmental + social) development    

 The concept of  sustainable development  was offi cially recognised by the 
Brundtland Commission [ 3 ], and the term’s origin was described as follows: 
“Sustainable development is development that meets the needs of the present with-
out compromising the ability of future generations to meet their own needs.” The 
concept of “needs” was in particular directed towards the essential needs of the 
world’s poor, to which overriding priority should be given. Later on the concept of 
“sustainable development” has been broken in three constituent parts: environmen-
tal, economic and sociopolitical sustainability in the Agenda 21 action plan [ 22 ]. 
This defi nition is in line with the newer concept of global development. We have 
broadened the concept of “sustainable development” to include important issues on 
cultural and human development as well as essential interactions between the fi ve 
above-mentioned development areas. 

 The design and use of modern ICT tools is today a necessary condition for 
success when supporting each development area with vital and critical information 
as well as to enable and promote the interactions between the development areas by 
strategic information and communication fl ows. This is a main characteristic for 
green ICT and  sustainable information systems  (cf. [ 26 ]). In this sense the informa-
tion systems should support important sustainable initiatives for strengthening of 
cultural values, human rights, health, work and education for poor people (cf. [ 13 ]). 
In other words such a green ICT is essential for all the fi ve good circles described in 
Fig.  2 .  

4     The Use of ICT4D for Active Learning 

 We will here concentrate on the fi fth good circle on “active learning” for society 
building because we have an “Education for All” perspective in this study. The goal 
is to create learning spaces for needy children and their exposed mothers with help 
of modern tools for  ICT4D  as a theoretical approach for  active learning  [ 6 ]. The 
 primary argument  for ICT spaces for active learning is as follows. Children in 
general are very excited and amused by working with computers! This is the main 
argument for setting up a special ICT spaces for needy children together with their 
mothers. When children are using computers, they have a possibility to develop 
both cognitive and mobility competence. The child can experiment, acquire new 
experiences, obtain stimulation, make independent choices, develop a power of ini-
tiative, become confi dent, increase innovativeness, practise communication, balance 
mobility and concentration as well as learn how to handle mistakes [ 10 ]. An essential 
outcome of an ICT space is also to give mothers possibilities through digital media 
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to fi nd new job opportunities so that they can take professional care of themselves 
and their children [ 5 ]. This is a  secondary argument  for setting up ICT spaces in 
developing countries. But we should be aware of the complex issues that could act 
as barriers to overcome for women and children in some cultures to be introduced 
for ICT spaces. 

 An effective way of for establishing ICT spaces is to use so-called multimedia 
studios for children. This means a computer play centre which offers pedagogical 
software for training and learning purposes. The primary aim is to raise children’s 
power of concentration and ability to communicate with their environment. For all 
children the multimedia products gives an arena for playing activities. There exist 
many kinds of professional multimedia programmes from serious vendors on the 
market. Most of the products have a twofold goal to support the children’s need for 
educational and playing activities. Computer games are a method of making play 
possible and fun while developing the cognitive abilities and independence of the 
child. The optimum size of the multimedia studio is around ten fully equipped com-
puters. Besides multimedia applications, there should be installed programmes for 
offi ce products and Internet applications [ 18 ]. 

 There are also other technological possibilities for building up ICT spaces (cf. 
[ 24 ]). One of those is a mobile phone laboratory with image-talk technology. 
Another possibility is “smart home” technology for children with cognitive distur-
bances. A third possibility is using computers for creating art and music. A fourth 
possibility is the well-known model of “one laptop per child” (OLPC) for primary 
schools in developing countries. This concept could be extended to “one tablet per 
child” (OTPC) and “one mobile per child” (OMPC) for the future. 

 In the area of development informatics and ICT4D, there are some recent initia-
tives about using so-called Digital Doorways, ICT hubs and e-skills for supporting 
indigenous communities in developing countries, foremost in the South African 
culture [ 19 ]. These experiments are of great interest and utmost inspiring for creat-
ing ICT spaces for needy children and exposed mothers—as an effective tool for 
their empowerment and social inclusion! The leading idea behind the concept of 
 Digital Doorway  is to provide poor people in disadvantaged and high-need 
communities with freely accessible computer equipment and open source software, 
enabling them to experiment and learn without formal training and with minimal 
external input. This is based on a concept for minimally invasive education. A Digital 
Doorway technology could be connected to Internet access but is rather often 
managed through a database copy of relevant web pages for cost reasons. A Digital 
Doorway concept is realised and implemented by a stand-alone solution or a robust 
multiterminal kiosk as part of a “Living Lab” approach. Digital Doorways can be 
used for educational purposes—resources such as tutorial software and encyclope-
dias could be installed to motivate self-learning or to support classroom learning for 
needy children and group learning (e.g. study circles) for exposed mothers. 
Furthermore, a Digital Doorway approach will open up new pathways for promoting 
small businesses and social networking which is a valuable resource for organising 
job opportunities to exposed mothers. 
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 In a research study by Barnett and Ashman [ 2 ], they propose an interesting 
theoretical framework for the use of ICT tools in teaching young children with a 
global perspective. The increasing availability of information and communication 
technologies (ICTs) in education opens up many new possibilities for promoting the 
learning processes for needy children and exposed mothers. The proposed frame-
work consists of four types of learning processes requiring different kinds of ICT4D 
tools as follows:

•    Access ideas and information 
•  ICT tools: websites, CDs-DVDs-videos, simulation games, learning objects  
•   Extend ideas 
•  ICT tools: mind-mapping software, drawing programmes  
•   Link to others 
•  ICT tools: e-mailing, online projects, Internet forums, videoconferencing  
•   Share ideas 
•  ICT tools: presentation programmes, intranet, word processing, animations    

 The proposed framework is a rather extensive description of necessary ICT4D 
use that can be applied to different education situations. It represents a constructive 
approach for setting up appropriate ICT spaces for children and mothers based on 
principles for active and situated learning. In recent times we have got access to 
modern and intelligent learning management systems (LMS), professional knowl-
edge sharepoints, mobile life tools and attractive learning tablets (e.g. iPads) for 
effi cient use to improve special education in developing countries. These  ICT4D  
tools support together a blended learning approach for  active learning .  

5     Education for All and Social Inclusion 

 The Millennium Development Goals (MDGs) are worked out by the United Nations 
(UN) to be achieved from 1990 until 2015 that respond to the world’s challenges for 
global development [ 23 ]. These goals are oriented on social transformation in 
developing countries regarding, e.g. children education and women empowerment. 
UNESCO states that education empowers people with the knowledge and skills to 
improve themselves and their lives. The education goals of the MDGs have been 
elaborated and broadened up by UNESCO through defi ning various goals to achieve 
an “Education for All (EFA)” by 2015 [ 21 ]. We will here focus on a systems 
approach as a theoretical foundation for reaching the  Education for All  goals regard-
ing the need for special education as a  social inclusion  (cf. [ 25 ]) for needy children 
and exposed mothers together with their affected teachers as follows:

•    Millennium Development Goals (MDGs): 
•  Goal M2: “Achieve universal primary education for children” 
•  Goal M3: “Promote gender equality and empower women”  
•   Education for All (EFA) Goals: 
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•  Goal E2: “Provide free and compulsory primary education for all” 
•  Goal E3: “Promote learning and life skills programmes for young people and 

adults” 
•  Goal E6: “Improve the quality of education”  
•   Special Education Goals: 
•  Goal S1: “Achieve basic education for needy children” (goal M2, E2) 
•  –All children can attend the school. 
•  Goal S2: “Achieve preparatory vocational education for exposed mothers” (goal 

M3, E3) 
•  –All mothers can take care of their children. 
•  Goal S3: “Achieve professional teacher education for affected teachers” (goal E6) 
•  –All teachers can support the individual learning processes of children and 

mothers.    

 We have specifi ed three different goals on special education for the target group 
concerned derived from the Millennium Development Goals (MDGs) and the 
Education for All (EFA) Goals. These special education goals are about to create the 
good circle on “active learning” for society building. The leading goal is that all 
children can attend the school and get a necessary primary or basic education in a 
modern civil society (goal S1). There are a lot of entrance barriers for children to 
attend schools in developing countries such as the following obstacles:

•    The parents or mothers have negative attitudes to the children’s schooling.  
•   The family cannot afford school costs for children’s cloths (uniforms).  
•   Children have psychological traumas hindering them to concentrate in school.  
•   Shortage of professional and qualifi ed teachers.  
•   Absence of a school place or learning space for the children in the community.    

 The  systems approach  is to overcome the entrance barriers and existing obsta-
cles. A systems approach can be used for solving such societal problems as a base 
for redesigning the future [ 1 ]. For achieving this we need to have a relationship 
perspective between the main actors. The child will be in the centre of attraction. 
The child has fi rst of all an affectionate and attached relationship to the mother [ 8 ]. 
Many needy children in developing countries have traumatic experiences in life and 
are therefore characterised as “slow learners”. It is therefore necessary to design 
special education programmes for these disadvantaged children in order to stimu-
late their ability to communicate and concentrate in school [ 10 ]. Also for the moth-
ers it is urgent to have special education programmes on preparatory vocational 
education for giving them job opportunities and making them more self- dependent 
in order to take care of their children (goal S2). This kind of special education 
should also contain coursework on social child care with health and nutrition, for 
understanding the children’s needs as well as infl uencing mother’s attitudes to pro-
mote children’s schooling. It is a well-known fact that many teachers in developing 
countries need a professional support to give better services to needy children and 
their exposed mothers. Therefore it is necessary to design professional teacher edu-
cation programmes focusing on how the teacher can promote the individual learning 
processes of children and mothers in the best way (goal S3). 
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 A purposeful systems solution for reaching the specifi ed goals of special education 
programmes for needy children, exposed mothers and affected teachers is to set up 
professional training spaces, which we label  Community Children Academy Spaces  
( CAS ), based on learning workshops, modern therapy forms and outdoor activities 
together with the use of professional tools for ICT4D [ 6 ,  24 ]. It is important to utilise 
the existing infrastructures in civil societies. The base environment is ordinarily 
represented by the family home and the public or private school. But the home and 
school environments are necessary but not suffi cient conditions for implementing 
professional special education programmes. 

 Therefore it is a great need for a supplementary training space where building up 
civil societies through Community Children Academy Spaces (CAS) gives rich 
opportunities for a professional education support to the needy children and their 
exposed mothers. Such a community space will be progressive, constructive and full 
of life for supporting children and mothers in their civil societies. The purpose is to 
raise their power of concentration and ability to communicate with each other and 
the surrounding world. There are evidences from earlier research that supplemen-
tary learning spaces outside the “classroom” of traditional schools would benefi t the 
children’s physical experiences, social interaction, emotional well-being and 
responses. This is in line with the basic theory on education in development con-
texts outlined from a liberating pedagogy approach [ 4 ]. 

 In a Community Children Academy Space (CAS), there should be room for a 
professional ICT space as a major strategy for the special education support to the 
children, mothers and teachers. Such an ICT space would be based on the principle 
for active and situated learning as described above. A leading motive for the com-
munity space is an organic way of living for the children and their mothers. The 
training programmes should therefore also provide knowledge on how organic 
nutrition and biodynamic food infl uence the balance between human health and the 
natural environment. A communal kitchen could therefore be connected to the space 
for serving much needed food and nutrition. The Waldorf pedagogy combines 
school education with a biodynamic and anthroposophic tradition. 

 In Fig.  3  we show a systems approach for  Community Children Academy Spaces  
( CAS ) as a constructive supplement to the  home  and  school  environments for the 
target group of needy  children , exposed  mothers  and the affected  teachers . The  fi ve 
good circles  for society building (Fig.  2 ) are the basic foundation of a systems solu-
tion for CAS where  active learning  and special education is the centre of attraction. 
We will label this as a learning space strategy for community development focusing 
on  Education for All  and  social inclusion .

   According to a systems approach, it is important to start up initiatives such as 
Community Children Academy Spaces (CAS) in a small scale as a platform for 
further expansion and continual growth—“from small things, big things grow” 
(from a well-known indigenous aboriginal song in Australia)! A scenario of  mini 
spaces  for special education support could be very attractive and effective as a start-
ing point for building up new civil societies in developing countries. This idea is 
close to the concept of community-based home schools run by trained community 
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members in their family homes—maximum of six children per home school is the 
ideal [ 17 ]. These home schools are therapeutic units of which basic skills training, 
informal education and schooling form an important part.  

6     Concluding Thoughts 

 We will end up with three concluding thoughts as a base for future research and 
action in the development fi eld—in line with the title of this paper “Global 
Development, ICT4D, Education for All”:
•    Global Development 
•  Global development is the new venture for development aid policy. The main 

idea is to combine economic, environmental and social development for promot-
ing positive change and renewal in poor countries. The globalisation creates new 
opportunities for vulnerable people to improve their life circumstances.   

•    ICT4D 
•  Various ICT4D tools should together support a blended learning approach. We 

have today got access to modern e-learning platforms, professional knowledge 
sharepoints, mobile life tools and attractive learning tablets for effi cient use to 
improve special education and active learning in developing countries.   

•    Education for All 
•  Best practices in many developing countries have shown that basic education for 

needy children and vocational education of exposed mothers are necessary pre-
requisites for creating a better future life. Education and learning is a lifetime 
investment for poor people and opens up new “windows” of opportunities.        
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    Abstract     Climate change-triggered catastrophic events appear to be steadily 
increasing in intensity and frequency. Proper preparation, response and recovery are 
essential in order to survive and recover from disasters. However, for historical, 
geographical and cultural reasons, the organisations responsible for delivering 
emergency response services often underperform, with the lack of proper interop-
eration and collaboration of their information systems being a main culprit. This 
paper analyses interoperability issues specifi c to disaster management from an 
information systems perspective and proposes improvements based on advances in 
information systems and interoperability research, using an enterprise architecture 
perspective in order to provide a sustainable holistic and life cycle-based solution.  

1         Introduction 

 History has shown that business survival and success requires a multipronged 
approach towards sustainability, refl ecting Elkington’s [ 1 ] Triple Bottom Line: one 
must achieve not only economic bottom-line performance but also environmental 
and social accomplishment. Blackburn [ 2 ] compares economic sustainability to air 
and environmental and social sustainability to food: the fi rst is more urgent but not 
more important than the second — hence, a successful enterprise must take a whole- 
system approach to sustainable development [ 3 ,  4 ]. 

 Although emphasis on environmental sustainability is increasing worldwide, the 
results will take signifi cant time to impact on and hopefully revert the current bleak 
environmental trends. Climate change is nowadays seen as real and the main cause 
of an increasing number of disasters of growing intensity. In this context, it is 
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essential to be able to promptly and effectively prevent, prepare for, respond to and 
recover from catastrophic events. Governments typically respond by creating poli-
cies and agencies/organisations to tackle these aspects. The “disaster management 
organisations” (DMOs) thus created operate in a complex environment (history/
traditions, geographic location and culture, level of governance, etc.) that often pro-
motes heterogeneity and independent evolution. Organisational diversity, while 
potentially benefi cial, requires additional effort to achieve proper and effective col-
laboration [ 5 ]. In addition, coping with large scale catastrophic events usually 
requires resources and capabilities beyond those of individual organisations, mak-
ing effective cooperation and interoperation of DMOs essential. Failure to meet 
these requirements at all necessary levels and addressing all relevant aspects has 
dire consequences that typically include loss of property and even human life. 

 As an essential and ubiquitous component of every organisation [ 6 ], the informa-
tion system (IS) plays an essential role in achieving cooperation and interoperability 
and thus organisational sustainability of the disaster management effort. This paper 
aims to focus on the IS aspect of disaster management interoperability and to pro-
pose ways to address them using knowledge accumulated in the IS and interopera-
bility research areas. The analysis is performed from an enterprise architecture (EA) 
stance in an attempt to promote a whole-system and life cycle-based approach cov-
ering all aspects deemed as relevant for the disaster management universe of 
discourse.  

2     Current Issues in Disaster Management 

 The operation of emergency services is typically legislated at state, national and 
international levels (see [ 7 – 10 ]). However, simply instructing organisations to 
cooperate using high-level generic directives does not bring about true collaboration 
and/or interoperability. The consequences are increased response times, confusion 
about the situation on the ground and dispute as to who, where and when is in 
charge. It is also diffi cult to coordinate with other teams’ ISs due to incompatibili-
ties in infrastructure and diffi culty in fi ltering and validating the typical fl ood of 
information generated during disaster events. For example, inconsistency in alert 
notices’ type and format will delay intervention and hinder warnings by fuelling a 
“cry wolf” situation where the population is saturated with ambiguous and/or irrel-
evant messages [ 11 ,  12 ]. This may lead to suboptimal prevention and response by 
intended recipients and potential property and life loss. Efforts to standardise warn-
ing message protocols are currently rather localised with low take-up rates [ 13 ]. 

 Two main approaches are used to address the above-mentioned problems; they 
involve either centralisation (hierarchical command) or federalisation of emergency 
services. Irrespective of the approach used however, proper emergency response 
and cooperation has still not been achieved, as refl ected in criticism expressed in 
various literature (e.g. [ 14 – 16 ]). The use of military operations-style network- 
enabled capabilities as the backbone of disaster management [ 17 ] is valid only as 
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part of the overall disaster management effort and could also promote overreliance 
on an infrastructure that may well fail during disaster events. 

 Various documents, inquiries, reviews and reports ([ 10 – 12 ,  15 ,  16 ,  18 ,  19 ], etc.) 
suggest that the root causes of current shortcomings could in fact be the inadequate 
information and knowledge fl ow/quality between the participants’ systems [ 20 ,  21 ] 
owing mostly to incompatibilities originating in heterogeneity, lack of trust, organ-
isational confusion and competition fallacies. True and effi cient collaboration 
requires the interoperability of processes, resources and organisational cultures of 
the participants [ 22 ,  23 ], all of which are refl ected in their ISs [ 24 ]. Another aspect 
addressed to a lesser extent (albeit being an essential factor in the interoperability 
requirements) appears to be the life cycles of the DMOs, task forces, government 
agencies, legislation, service providers and disaster event(s). 

 Analogies with other domains help provide potential solutions. For example, the 
DMOs’ situation resembles that of commercial enterprises that need to cope with a 
global business environment requiring them to tackle projects beyond their own 
resources and knowledge. A typical response in this case is for the companies to set 
up or join the so-called collaborative networks [ 25 ]. Another analogy is that of 
allied armed forces that prepare to cooperate in crisis situations by employing stan-
dardised agreements (to the extent possible) and joint exercises [ 26 ]. 

 DMOs may have full time/militarised and voluntary/reserve staff components 
depending on the geographical location and local legal and administrative situation. 
Thus, concepts from both commercial and military areas can be used, provided 
proper customisation is performed so as to fi t the specifi c scenario.  

3       Disaster Management Interoperability Approach 
and Aspects 

 Tackling DMO interoperability requires some clarifi cation: What is the required 
interoperability extent? What components and/or aspects need to interoperate? How 
can we ensure that all  necessary  aspects are covered and especially that interoper-
ability is preserved over time as all participants evolve? Each disaster event is 
unique; thus, there is no “one size fi ts all” (crisis situations) DMO interoperability 
level. At a minimum, the participating organisations’ systems should be  compatible , 
so at least they don’t hinder each other’s operations (see Fig.  1 ).

Minimal
(Compatibility)

Full
Integration

Acceptable Desirable

  Fig. 1    Acceptable and desirable IS interoperability levels in disaster management       
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   Full integration (if at all achievable) is not desired in this case as it would imply 
that the DMOs cannot fully function independently. In an emergency situation, 
some task force members’ (information and other) systems may be affected and 
even cease to function. The other participant DMOs should be able to continue 
without signifi cant performance loss (see e.g. the ARPANET resilient network con-
cept [ 27 ]) and ideally even “cover” for the participant(s) that failed or is ailing. 

 Even if a central point of command (e.g. an “Emergency Command Centre”) was 
secure and unaffected by the disaster event(s), the coordination provided by it could 
be severely impeded by communication breakdown. The remaining task force par-
ticipants should be able to carry on their duties, at least for a predetermined amount 
of time. This quasi-independence can be achieved in the form of pre-agreed proce-
dures and shared knowledge, set up well in advance and then continuously moni-
tored and maintained for relevance and consistency. 

 Referring to the interoperability body of knowledge, ISO14258 [ 28 ] establishes 
several ways to achieve (IS and general) interoperability: integrated (common for-
mat for all models), unifi ed (common format at  meta  level) and federated (partici-
pants negotiating an ontology “on the fl y” so as the meaning of models is understood 
the same way). In the case of DMOs, full integration and federalisation did not seem 
to succeed and achieve the desired results due to organisational heterogeneity of 
DMOs and the impossibility to properly negotiate in the limited time available in 
the case of a disaster event. The seemingly more suitable unifi ed approach assumes 
that ontology is negotiated in advance; although there have been numerous ontology 
integration efforts and advances, in disaster management currently there seems to be 
no effective substitute to DMOs “spending time together” in order to agree on 
meanings associated with the concepts used to exchange knowledge. Once that is 
achieved, proper semantic interoperability should be faster and easier to achieve in 
the task forces formed by the participant DMOs. 

 Of all the interoperability aspects to be considered in disaster management, data 
and process areas appear to be the most  urgent  (see Fig.  3 , right). Thus, the  ability 
to extract and exchange data from heterogeneous sources (delivering high volume 
and often unreliable data during disaster events) is paramount to being aware of the 
conditions on the ground and avoiding potentially life-threatening situations for 
emergency crews and population. Prior agreements on data format and especially on 
its  meaning  are essential. Process interoperability here concerns the capability to 
perform joint operations but also to “take over” and perform processes on behalf of 
a disaster management task force participant that may have been temporarily or 
permanently disabled. 

 The  pragmatic  interoperability aspect as described by Whitman and Panetto [ 5 ] 
relates to the willingness and capacity of the participants to interoperate and sug-
gests once again that the human component of the IS needs attention  prior  to task 
force formation as to allow gaining trust and knowledge of the other participants. 

 Organisational interoperability is an important aspect in disaster management as 
task force participants may often exhibit signifi cant organisational structure diver-
sity. The issues identifi ed by Chen [ 29 ] based on the Enterprise Interoperability 
Framework (EIF), namely, responsibility, authority and type of organisation, can all 
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impact heavily on the functionality of the disaster management task force. In a crisis 
situation, the roles (mapping of the human resources onto the decisional structure) 
and hierarchy must be clear to everyone from the start so that the task force can 
focus on managing the disaster event rather than spend critical time fi guring out its 
own modus operandi (who does what, who is in charge, etc.). 

 Finally, cultural interoperability [ 5 ] appears to be one of the hardest obstacles to 
overcome. The only current working solution appears to be regular immersion of 
the participant organisations in each other’s cultures (e.g. army joint exercises and 
the expatriate experience of most profi cient language translators’). This facilitates 
the transfer and conversion of tacit and explicit knowledge between the participants, 
which should be one of the most important goals of interoperability. 

 The leitmotif running through all aspects analysed above is the “co-habitation” 
of the organisations that are expected to form disaster management task forces, as a 
prerequisite towards the achievement of IS interoperability — whether functional, 
informational, organisational or cultural. Therefore, this paper proposes the adapta-
tion (in a life cycle context) of the commercial-based collaborative network and 
associated concepts to assist IS interoperability for disaster management.  

4     Collaborative Networks for Disaster Management 

 Collaborative networks (CNs) are created in order to act as “breeding environ-
ments” (BEs) for virtual organisations (VOs). A VO is a group of companies that act 
as one for a limited time in order to bid for, win and complete projects requiring 
combined resources and know-how; at the end of the project(s), the VO usually dis-
solves. BE partners may take part in one or several VOs at any given time. A CN 
“lead partner” may also be present — elected on size, infl uence, resources, etc. 

 The CN concept requires some customisation to make it suitable for the disaster 
management area. Thus, the time available for set-up of a VO (more suitably here-
after called disaster management task force — DMTF) is signifi cantly shorter than 
that available for a project bidding process. In addition, the “Disaster Management” 
Collaborative Network (DMCN), its participants and the DMTF(s) produced will 
operate under tighter, legislated operational guidelines set by the relevant govern-
ments and national/international frameworks. 

 The commercial and competitive motivations of the typical CN participants will 
translate in this case into an effi ciency and interoperability motivation refl ected in 
lives and property rescued. The usual create/join/remain/leave the CN decision 
processes would be mandated from outside (or by the lead partner) for most partici-
pants. Reference models (such as patterns) are to be created from lessons learned 
in past disasters prevention/relief efforts and used to refi ne future DMTFs. The 
reference models should be stored in a web-enabled, shared repository and classi-
fi ed on type and location (e.g. fl ooding, tornadoes, wildfi res, severe storms in 
Australia [ 30 ]) and customised to allow for specifi c intensity, duration, side effects 
and consequences. 

Towards Improving Information Systems Interoperability in Disaster Management



356

 The DMTF(s) produced by the DMCN will not bid for projects but rather be set 
up for and assigned a specifi c one — the management of a particular disaster event 
(or combination thereof). The IS management, communication infrastructure and 
other organisational interoperability issues would have been sorted out in advance 
within the DMCN, ensuring a prompt and appropriate task force response and thus 
addressing a frequent weakness of past crisis management efforts. 

 Human-related aspects requiring time such as trust and local/organisational cul-
ture (including recognition which features prominently in volunteer-based organisa-
tions [ 31 ,  32 ]) could be also tackled using the concept of an “emergency services 
academy” with local branches providing training based on a unique national/inter-
state curriculum (see [ 33 ] for an early initiative).  

5     The Life Cycle Context and Enterprise Architecture 

 All entities, including those involved in a disaster management effort, have gone 
(and will also go) through a series of life cycle phases, possibly several times (e.g. 
during re-engineering). According to [ 39 ], these phases form the entities’  life histo-
ries . IS interoperability requirements are inherently linked to life history as they 
will vary during each IS and business life cycle phase; therefore, it is essential that 
the analysis and search for interoperability improvements is performed  in a life 
cycle context . It is hereby argued that an optimal way to integrate the life cycle 
aspect into IS interoperability is by using an “enterprise architecture” (EA) approach. 

 While there are many defi nitions for EA, the author takes the commonly accepted 
view that it expresses  the ontology of enterprise change . Thus, EA provides a holis-
tic approach to business evolution and agility “by creating, communicating and 
improving the key requirements, principles and models that describe the enterprise's 
future state” [ 34 ]. Importantly, “[…] EA comprises people, processes, information 
and technology of the enterprise, and their relationships to one another and to the 
external environment” [Ibid.]. This EA defi nition is in agreement with the view of 
IS as a socio-technical system [ 35 ] with voluntaristic people [ 38 ] in a complex 
organisational, political and behavioural context [ 36 ,  37 ]. As such, it encourages the 
use of EA as an integrated, multi-perspective approach for analysing the impact of 
the interactions between the disaster management participants on their individual 
and task force IS interoperability. 

 To illustrate the way EA artefacts and methods can guide and enrich the analysis 
and improvement of DMO interoperability, we have selected a generic architecture 
framework (AF) subsuming and abstracting several other mainstream AFs that is 
defi ned in Annex A of ISO15704 [ 39 ] and called Generalised Enterprise Architecture 
and Methodology (GERAM). The modelling framework (MF) of GERAM’s refer-
ence architecture (GERA) contains a rich repository of aspects (including human) 
that can all be represented in a life cycle context. GERA’s MF has been previously 
used in IS management modelling and other tasks (e.g. see [ 40 ,  41 ]). 

 Subsets of the GERA MF can be used to build life cycle-based formalisms such 
as shown in Fig.  2 , top. These can then be utilised in the creation of business models 
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requiring a life cycle background. Thus, aspects previously identifi ed as signifi cant 
in tackling IS disaster management interoperability (function, information, organ-
isation, human aspect) can be represented together as shown in Fig.  2  upper left. 
Aspects can also be separated (e.g. for clarity) using a “fl attened” representation; 
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for example, the 2-dimensional structure shown in Fig.  2  upper right can be used to 
separate diagrams for information, function and so on.

   Figure  2  lower left uses the GERA-based modelling formalism to show a high-
level representation of a disaster event, taking into account its relevant life cycle 
phases and possible relations to other events. Thus, it can be conveyed, for exam-
ple, that a primary disaster event (PDE) can trigger/infl uence other events (SDE, 
TDE). For example, an earthquake event (PDE) can trigger a tsunami (SDE) that 
can in turn trigger a partial nuclear meltdown (TDE). However, PDE can also 
infl uence TDE directly. Events such as chain reactions can also be shown (arrows 
from operation to implementation within same entity). Here, the GERA MF’s 
“Detailed Design” and “Implementation” life cycle phases refer to features of the 
event—e.g. earthquake time, epicentre and duration or tsunami spread, wave 
speed, height. 

 The lower right hand side of Fig.  2  shows how the life cycle phases of a disaster 
management project (DMP) can be mapped to the typical disaster management 
activities [ 8 ] performed by the DMTF that sets up and operates that project. Such 
diagrams are useful to help stakeholders grasp a common understanding of the 
disaster event and management aspects, thus overcoming some IS interoperability 
semantic barriers that may delay DMP kick-off and thus hinder DMTF response. 

 Figure  3  uses a modifi ed version of Chen’s EIF (used in Sect.  3  to identify types, 
aspects and barriers to interoperability) and GERA’s MF-based life cycle modelling 
formalism to show how the relevance and applicability of the IS  interoperability 
aspects depend on the specifi c life cycle phases of the disaster event and the DMTFs’ 
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actions to address them. The fi gure shows that different IS  interoperability aspects 
take precedence during various disaster event life cycles.

   For example, during the response phase, data and process IS interoperability 
aspects are paramount as accurate, and fresh data is required, and processes may 
need to be performed interchangeably due to potential disability of DMTF partici-
pants (or need to involve replacement DMCN members). During the recovery, which 
typically takes place over an extended period of time and requires less real- time 
responsiveness, business and service IS interoperability aspects take precedence.  

6     Application to IS Data Interoperability: 
A Possible Scenario 

 Although very helpful in setting up the task force and DM project, Fig.  3  shows only 
the infl uence of the disaster event, management project and task force life cycles on 
the interoperability requirements. As a matter of fact, the DMOs, DMTF and DMP 
interact with a plethora of entities and artefacts during their life history. These inter-
actions must also to be analysed in order to gain a whole-system view of the IS 
interoperability endeavour. 

 Using the GERA-based formalism shown in Fig.  2 , several diagrams may be 
built for the aspects identifi ed in Sect.  3  as important to IS interoperability. For 
example, Fig.  4  shows interoperability-related interactions for the information 
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(data) aspect of the GERA MF, in the previously described scenario of a breeding 
environment (DMBE) creating task forces (DMTFs) supervising disaster manage-
ment projects (DMPs) that coordinate disaster event responses.

   The arrows in the fi gure show data interoperability requirements and infl uences. 
For example, the participating DMOs’ ISs need to interoperate during their opera-
tion life cycle phase; however, this may also imply some redesign (line between 
DMO1 and DMO2 linking operation but also “upper” life cycle phases). The IS of 
the DMBE must be able to interoperate with the IS of the DMTF it creates and 
DMPs managed by them in their operation life cycle phases, with infl uences on 
other phases in case of subsequent redesign (details omitted for clarity). 

 In another example, data “interoperation” of the population POP with the gov-
ernment’s disaster management agencies (GDMAs, such as [ 42 ]) is important as it 
may result in changes to legislation — hence in the DMO and DMBE interoperability 
requirements. However, data interoperability between the ISs of DMOs participat-
ing in a DMTF and between the DMTF’s IS and POP is paramount as it will directly 
infl uence the extent of lost property and casualties. Past (and sometimes tragic) 
experience and feedback from subsequent enquiries [ 11 ,  12 ,  30 ] has shown that two 
major goals of the disaster management interoperability improvement effort (partly 
refl ected in Fig.  4 ) should be a) whether POP receives, understands, believes and 
 acts  on DMTF warnings and directives and b) that DMTF participants can properly 
interoperate during the disaster event. Thus, the IS of the DMTFs (and implicitly 
DMOs) should be also designed to avoid ambiguity and maximise focus in relation 
to the local specifi c semantic interoperability requirements (language, technology 
type, habits, etc.). For example, the message format and distribution in a densely 
populated and developed area would most likely differ from the one used in a 
sparsely and/or underdeveloped region — at least until efforts to standardise warn-
ings are successful, widely implemented and observed. 

 Importantly, some organisations shown in Fig.  4  should be able to redesign them-
selves to a certain extent (arrows from operation life cycle phase to upper phases 
within same entities e.g. in DMBE, DMO, DMTF). This refl ects an essential capa-
bility to adapt (and thus be  agile  and resilient) in the face of changes in the situation 
and environment that are likely to occur briskly and unexpectedly during disaster 
events. 

 The Disaster Management Qualifi cation and Training organisation (DMQT, see 
e.g. [ 33 ]) can assess the suitability of organisations to enter a DMBE by requiring 
(and providing training if necessary towards) IS data interoperability between DMO 
applicants and the DMBE. This requirement may also go beyond the operation life 
cycle phase should training/redesign of the participants be performed. 

 The validity and effectiveness of the DMBE concept can be tested by joint exer-
cises (JEs) simulating disaster events; this will also allow practical and potentially 
hidden IS data interoperability problems to surface and be tackled. Importantly, the 
resilience of DMTFs created can be also assessed in JEs through various scenarios 
and proper corrective action be taken to improve DMOs’ preparedness.  
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7     Conclusions and Further Work 

 Disaster management interoperability-related issues are best addressed in advance 
and in a holistic manner so that when a disaster event occurs an effi cient, collabora-
tive task force can be promptly put together. Therefore, in order to tackle the IS 
interoperability aspects relevant to disaster management identifi ed and prioritised 
using state-of the-art research in the domain, it is proposed to adopt the commercial 
breeding environment and virtual enterprise concepts, customised for disaster man-
agement. In addition, as the life cycle of the disaster management participants plays 
a central role in the IS interoperability requirements, it is argued that (and shown 
how) an EA approach can provide an integrated, life cycle context to the entire 
disaster management IS interoperability improvement effort. 

 Further research will concentrate on testing, verifying and validating the fi ndings 
with DMO stakeholders within several past, present and future case studies.     
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    Abstract        The chapter aims to validate the usability of enterprise architecture (EA) 
development methodologies to support enterprise sustainable development. The 
main thesis of the chapter is that EA modelling supports the sustainable develop-
ment of business organisation as well as the sustainable governance of IT in the 
organisation. Therefore, the fi rst part of the chapter covers discussion on what sus-
tainability is, particularly in the context of EA development. The second part com-
prises analysis of EA modelling methods and explanations of their usefulness for 
sustainable development. The third part includes presentation of the EA develop-
ment principles as important for corporate sustainability.  

1         Introduction 

 In socio-economic literature, sustainable development is the practice of meeting the 
needs of society today without compromising the ability of future generations to 
meet their own needs [ 1 ]. The term in its environmental usage refers to the potential 
longevity of vital human ecological support systems, such as the climatic systems, 
systems of agriculture, industry, forestry and fi sheries and the various systems, on 
which they depend in balance with the impacts of their unsustainable or sustainable 
design. In each information communication technology (ICT) project, project spon-
sors expect results for prolonged periods of time and expect answer to the questions 
of what results will be available in the future, how project benefi ciaries want to 
ensure project results sustainability and what project results arrive after the project 
fi nancial support fi nishes. Sustainable development is to be proactive about change. 
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for Corporate Sustainability 

             Malgorzata     Pankowska    

        M.   Pankowska      (*) 
  University of Economics ,   Katowice ,  Poland   
 e-mail: pank@ekonom.ae.katowice.pl  



366

 The move towards the enterprise engineering is usually strongly based on 
economic considerations, i.e. development and maintenance costs reduction, 
decrease of human efforts and power energy usage and improvement of the quality 
of the resulting EA components. The EA engineering approaches are to support the 
integrity, reliability, effectiveness, effi ciency and actuality of the EA components as 
well as large-scale reuse during the systems’ development.  

2     Sustainability Development 

 Sustainability is a characteristic of a process or state than can be maintained at a 
certain organisational level. It is understood as the simultaneous effort of balancing 
economic, social and environmental goals for a corporation [ 2 ]. So, sustainability is 
a metaphor for describing corporate social responsibility, corporate citizenship or 
ethical business conduct. 

 In 1987, the World Commission on Environment and Development (WCED) 
related sustainability to corporations and the economy by defi ning the sustainable 
development as development that meets the needs of the present without compro-
mising the ability of future generations to meet their own needs [ 3 ,  4 ]. Sustainable 
development is proposed as a strategy to improve the quality of human life. 

 The etymology of “sustainable” carries interesting and important implications 
for the way the word is used as it includes several contradictions. The word “sus-
tain” is derived from the Latina “sub-tenere”, meaning “to uphold”. This carries as 
passive connotation in it and gives the image of stability, persistence and balance. 
“Sustainable” is used in a more active sense together with “development”. 
Development means change, progress and growth. Hence, “sustainable develop-
ment” means a progress which is being uphold or defended at the same time as it 
implies movement and improvement [ 5 ]. The idea of “sustainable development” 
includes a normative and active meaning. In this sense, the sustainable development 
assumes a certain equilibrium among the strategic factors and available resources. 

 Shrivastava notices the incentives for organisations to support ecologically 
sustainable development activities include the following: the decrease of operating 
costs, creating a competitive advantage with green ICT, establishing a legitimate 
sustainability present with the public and stock markets, reducing the long-term 
risks associated with resource depletion, improving the ecosystems and community 
environment and positioning their organisations ahead of the regulations [ 6 ]. 

 Corporate governance for sustainability is a setting of rules, their application and 
enforcement [ 7 ]. Proponents of economic liberalism prefer market mechanisms 
domination and they do not see the state playing a major role in supporting sustain-
ability. Models of governance for sustainability need to concentrate more on change 
than stability. The existing rules, customs, practices and rights are seen more as the 
subject to be infl uenced, than as the main business of governance [ 8 ]. 

 In this chapter, the sustainability is considered in three aspects. In economic 
aspect, the sustainability means long-term growth, ICT resources availability, 
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effi ciency and minimisation of human efforts and decrease of consumption of 
electricity. The economic dimension of sustainability concerns the organisation’s 
impacts on the economic conditions of its stakeholders and on economic systems at 
local, national and global levels. The economic indicators cover fl ow of capital 
among different stakeholders and main economic impacts of the organisation 
throughout society. The impact indicators comprise economic performance mea-
sures, market presence and indirect economic impact indicators. 

 From the environmental point of view, the sustainability means maintaining 
lower energy human ecosystems. The environmental dimension of sustainability 
concerns an organisation’s impact on living and nonliving natural systems. They 
cover performance related to biodiversity, environmental compliance and other 
relevant information such as environmental expenditure and the impacts of products 
and services. 

 In the social and cultural aspect, sustainability is identifi ed with the sociocultural 
diversity, including multi-stakeholder opinions, justice, equity respect and transpar-
ency of ICT systems. The social dimension of sustainability concerns the impacts 
an organisation has on the social systems within which it operates. Social sustain-
ability occurs when the formal and informal processes, systems, structures and 
relationships actively support the capacity of current and future generations to 
create healthy communities [ 9 ]. 

 Sustainability of an ICT activity is strongly infl uenced by the technology used. 
Despite the current emphasis on economic sustainability, it is too diffi cult to 
determine sustainability criteria for ICT projects. Although many such projects use 
cost- recovery mechanisms, mostly they declare that project results will be exploited 
for the established project duration period according to the predetermined plans. 
Sustainability in the context of ICT is addressed through the Green IT approach. 
However, ICT specialists have got a certain dilemma. On one side, they create an 
environment of IT that is sustainable in itself (sustainable ICT), and on the other 
side, they foster the sustainability throughout the organisation (sustainable through 
ICT) that requires the integration, stability and communication inside and outside 
an organisation [ 10 ,  11 ]. 

 In this chapter, sustainability is perceived to provide added value to the entire 
information system life cycle by establishing architecture to enable its implementa-
tion and rules for ownership and usage, resulting in benefi ts to the end user. 
Particularly, the enterprise architecture has abilities to ensure transparency, credibility, 
comprehensiveness and consistency for corporate sustainability. Transparency is 
enabled in the processes of the EA modelling and execution, based on scientifi c 
methods or international conventions and standards. Credibility is verifi ed by the 
end users and stakeholders of the EA development. The enterprise architecture is 
communicated to the entire company. The focus of the communication is rather on 
new mutual insights and action orientation. Comprehensiveness refers to the con-
sideration of all aspects i.e. economic, social and environmental, as well as to the 
identifi cation of potential benefi ts. Only the enterprise architecture is able to ensure 
the comprehensive view, which is so important for the corporate sustainability. 
Consistency concerns the harmony among all parts of the process.  
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3     Enterprise Architecture Modelling 

 The main aim of the modelling exercise is to go beyond the concrete description and 
to fetch the abstract view of a modelled object. Modelling refers to systematic 
activities undertaken to describe and visualise abstract phenomena in a structured or 
formal way. The enterprise modelling is to describe enterprise objectives, activities, 
information resources, processes, actors, products, requirements and the relation-
ships between those entities [ 12 ]. 

 Although the enterprise architecture development is expected to convey semantic 
unifi cation, nowadays the enterprise modelling approaches do not offer mutually 
agreed languages. Therefore, the lack of unifi ed approaches prevents from provid-
ing meaningful information outside the scope of the enterprise. Unfortunately, every 
EA framework establishes its own techniques, artefacts, schemes and vocabularies. 
Companies have to customise and adapt recognised EA frameworks to meet their 
requirements, so perhaps they have no opportunities to reduce costs, efforts, and 
work time. Eventually, there is lack of transparency and credibility of EA. 

 In American National Standards Institute and Institute of Electrical and 
Electronics Engineers (ANSI/IEEE) Standard 1471–2000, an architecture is the fun-
damental organisation of a system, embodied in its components, their relationships 
to each other and the environment and the principles governing its design and evolu-
tion. The architectural framework is a specifi cation of how to organise and present 
architectural models. Because the EA is an all-encompassing discipline, and because 
the enterprises it describes are often large, it can result in very complex models. The 
extension of the conceptual framework of IEEE 1471 is presented in Fig.  1 .

   The IEEE 1471 defi nition explains that architecture is described by one or more 
architecture descriptions, which are composed of one or more stakeholders, view-
points, views and models. The architectural framework is a conceptual structure 
related to a certain system type and consisting of areas of concern and a necessary 
and suffi cient set of design domains. In the extension of the ANSI/IEEE defi nition, 
the business strategy and sustainability are included. A strategy is perceived as 
something an organisation needs or uses in order to win or establish its legitimacy 
in a world of rivalry [ 13 ,  14 ]. Strategy is both a plan for the future and a pattern from 
the past; it is the match an organisation makes between its internal resources and 
skills and the opportunities and risks created by its external environment [ 15 – 17 ]. 

 The historian Alfred Chandler has formulated the thesis that structure follows 
strategy [ 18 ]. He described strategy as the determination of long-term goals, the 
adoption of courses of action and associated allocation of resources required to 
achieve strategic goals. He defi ned structure as the design of the organisation 
through which strategy is managed. Changes in an organisational strategy lead to 
new enterprise architecture (see Fig.  1 ). Therefore, the sustainability strategy for-
mulation must be followed by enterprise engineering and utilisation of feedback for 
the strategy reformulation. The business strategy can be identifi ed with a selected 
way of ensuring corporate sustainability and creating a fi t between external environ-
ment, internal resources and capabilities (see Fig.  1 ). In this context, ICT strategy is 
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a general plan or a direction of IT application in the enterprise to achieve strategic 
business goals. ICT strategy is a discipline that seeks to explain why organisations 
do what they do and how they can be changed to achieve a certain demanded purpose. 
The EA’s role for organisation strategic development is presented in literature [ 19 ]. 

 In this chapter, the EA model is clearly a communication tool. The EA model 
communicates a compelling vision of usage of ICT within an organisation and 
within its contacts with the business environment, to coordinate organisational 
strengths with environmental opportunities, to guide and coordinate supporting 
activities, to generate more benefi ts than costs and to explore new opportunities and 
respond to new user requirements. The same as above, questions are formulated in 
the EA framework e.g. Zachman Framework. Ross et al. [ 20 ]    argue that strategy 
and architecture are relatively analogous terms. However, an architecture is often 
thought more of as a static picture, and a strategy is more like putting the architec-
ture into motion, defi ning not only what is to be accomplished but how it is going 
to be achieved. 

 The EA as a strategic management discipline creates a holistic view of the 
business processes, systems, information and technology of the enterprise. As such, 
it is a manifestation of an organisation’s mission and enables that mission (see 
Fig.  1 ). The EA consisting of ICT systems is to ensure adaptability and agility of the 
enterprise to respond more adequately to the dynamics of the business environment. 

class Architecture Definition 
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  Fig. 1    Extension of the conceptual framework of IEEE 1471       
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The EA is expected to give faster delivery of new functionalities and modifi cations 
of the legacy systems, as well as an easier access to higher quality, more consistent 
and more reliable information. The business organisation should eventually have 
a bigger consistency of business processes and information across business units. 
The enterprise architecture is to identify opportunities for integration of inconsistent 
processes and information and support the reuse of them. 

 Unfortunately, there are no clear and transparent guidelines that enterprise 
architecture framework is to support the corporate sustainability. 

3.1     The Open Group Architecture Framework 

 In The Open Group Architecture Framework (TOGAF), architecture has two 
meanings:

•    A formal description of a system, or a detailed plan of the system at component 
level to guide its implementation  

•   The structure of components, their interrelationships and the principles and 
guidelines governing their design and evolution over time [ 21 ,  22 ]    

 There are four architecture domains:

•    The business architecture that defi nes the business strategy, governance, organ-
isation and key business processes  

•   The data architecture that describes the structure of an organisation’s logical and 
physical data assets and data management resources  

•   The application architecture that provides a scheme of the individual application, 
their interactions and their relations to the core business processes  

•   The technology architecture that describes the logical software and hardware 
capabilities that are required to support the deployment of business, data and 
applications services    

 The purpose of enterprise architecture is to optimise across the enterprise legacy 
systems into an integrated environment that can be responsive to business strategy 
and corporate sustainability through reduction of ICT resources incompatibilities 
and costs. The EA development is to ensure lower business operation costs, more 
agile organisation, lower change management costs and improved business produc-
tivity.    Although it is not clearly defi ned in this method, improvement of interoper-
ability, reduced complexity of the business processes and the ability to procure 
heterogeneous, multi-vendor open systems are the ways to ensure environmental 
and economic sustainability of the enterprise. With TOGAF the sustainable devel-
opment of the enterprise is supported by the major components within an 
Architecture Repository that are as follows:

•    The Architecture Metamodel describing the organisationally tailored application 
of an architecture framework  

•   The Architecture Capability defi ning the parameters, structures and processes 
that support governance of the Architecture Repository  
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•   The Architecture Landscape which is the architectural representation of assets 
deployed within the modelled enterprise [ 22 ]    

 TOGAF guides the selection and integration of specifi c services to create an 
architecture useful for building reusable solutions across a wide number of relevant 
domains. The reuse of building components is a typical activity for sustainable 
development of EA and for corporate sustainability.  

3.2     Zachman Framework 

 According to Zachman, his framework is a model or ontology for understanding and 
managing a change of enterprise [ 23 ]. Zachman assumes that architecture is the 
result of work of several actors, who present diverse interests and have to negotiate 
the fi nal state of the enterprise architecture. So, the EA is an integrated and transpar-
ent representation of all enterprise interests. The Zachman Framework (ZF) brings 
attention to stakeholders’ integration, transparency of their opinions and alignment 
challenges associated with the EA. The Zachman’s model provides deep insights 
into the descriptions of EA and interrelationships among them. The Zachman enter-
prise architecture framework promotes a top-down approach to development. 
Within the framework, the considerations are conducted on six levels. The ZF dif-
ferentiates between the levels: scope model (contextual, planner view), enterprise 
model (conceptual, owner view), system model (logical, designer view), technology 
model (physical, builder model) and detailed representation (subcontractor, user 
model). Each of these views is presented as a row in the matrix. The lower the row, 
the greater the degree of detail of the level represented. The model works with six 
aspects of the enterprise architecture: data (what), function (how), network (where), 
people (who), time (when) and motivation (Why). Each view (column) interrogates 
the architecture from a particular perspective. Taken together, the matrix cells create 
a complete image of the enterprise. Such holistic visualisation allows for establish-
ing a certain equilibrium among the views of different stakeholders. The ZF estab-
lishes a common vocabulary and set of perspectives for defi ning and describing 
complex enterprise systems. The key role is that of the business enterprise architect, 
who is responsible for documenting, analysing and designing the business processes 
and functions, products, business units and interactions among them. Governance 
approach towards the EA development is to understand the business better, to pro-
vide an overview of all the units within the enterprise described from different view-
points, to ensure collaboration between all the units and to add value to the users 
through continuous enhancement of business processes.  

3.3     Federal Enterprise Architecture Framework 

 The Federal Enterprise Architecture Framework (FEAF) promotes interoperability 
and sharing of information among US federal agencies and other governmental 
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entities [ 24 ]. The FEAF components of an enterprise architecture are as follows: 
architecture drivers, strategic direction, current architecture, target architecture, 
transitional processes, architectural segments, architectural models and standards. 
The FEAF supports the establishment of the scope of the enterprise architecture 
similarly as it is in the Zachman Framework. The FEAF method also accepts the 
actor-oriented approach, including Planner, Owner, Designer, Builder and 
Subcontractor Perspective and demanding analysis of Data, Application and 
Technology Architecture from that fi ve viewpoints. So, the holistic model of EA is 
the result of negotiations and compromises of the different stakeholders.  

3.4     C4ISR Architecture Framework 

 The Command, Control, Computers, Communications (C4), Intelligence, 
Surveillance, and Reconnaissance (ISR) framework covers three views [ 25 ]. The 
operational view describes and integrates the operational elements, tasks and activi-
ties and information fl ows required to accomplish mission operations. The system 
view describes systems and their performance to the operational view. The technical 
view describes the minimal set of rules governing the arrangement and interdepen-
dences of system components. The framework aims to ensure that the architecture 
is the description, from different perspectives, of the integrated, interoperable and 
cost-effective capabilities in the fi eld.  

3.5     Treasury Enterprise Architecture Framework 

 The Treasury Enterprise Architecture Framework (TEAF) provides guidance and 
template for development and evolution of information systems architecture. The 
TEAF’s functional, information and organisational architecture views allow for 
modelling the organisation’s processes and business operations. The enterprise 
architecture description is a matrix, with columns being views (functional, information, 
organizational and infrastructure) and rows being perspectives (planner, owner, 
designer and builder) [ 21 ]. The matrix supports the realisation of the transition 
strategy to new environment and the establishment of the sustainability of the enter-
prise and its architecture.  

3.6     The Ministry of Defense Architectural Framework 

 The Ministry of Defense Architectural Framework (MODAF) is the UK 
Government specifi cation for architectural frameworks for the defence industry. 
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The framework consists of seven viewpoints, i.e. acquisition, strategic, operational, 
system, service- oriented, technical and all view viewpoint [ 26 ]. All these 
viewpoints are interrelated and integrated to ensure long-term balance of the EA 
components and further improvements within the assumed scopes.  

3.7     CIMOSA Framework 

 The Computer Integrated Manufacturing Open System Architecture (CIMOSA) is 
assumed to produce a formal, executable model that may be used to simulate and 
operate the enterprise [ 25 ]. The CIMOSA framework emphasises the necessity to 
transfer the executable model from the enterprise engineering environment to the 
operational environment. The use of two separate environments supports the imple-
mentation of parallel and concurrent processes of the EA development. The 
CIMOSA modelling framework is based on four abstract views (function, informa-
tion, resource and organisation views) and three modelling levels (requirements 
defi nition, design specifi cation and implementation description). The four model-
ling views are provided to manage the integrated enterprise model [ 27 ]. The argument 
for the enterprise sustainability is that CIMOSA considers enterprise integration to 
be a continuous process, which requires that the enterprise modelling activities 
should be realised simultaneously with the normal operation of the enterprise. 
Beyond that, the CIMOSA guidelines include building block selection from a cata-
logue, customisation of selected building blocks, adding variables at execution time 
to reduce costs and efforts of the EA development.  

3.8     Dynamic Architecture Model 

 The principles of the Dynamic Architecture (DYA) model assume that enterprise 
architecture aims at achieving coherence and cohesion. Architecture investments 
have a chance to be approved if they are an integral part of the investment necessary 
to attain important business objectives. By providing a clear insight into the rela-
tionships between various architectural objects (processes, information, applica-
tions) and various architectural levels (strategic, tactical and operational) within an 
organisation, the transparent relationships are defi ned and the risk of uncontrolled 
growth of noncompliant solutions will be reduced [ 28 ]. The enterprise software 
application maintenance may demand on development. The DYA model assumes 
clear defi ning of independent software components to make adaptations and imple-
mentation easier in the future. The EA internal cohesion is achieved because of the 
anticipative strategy and the ICT governance to coordinate the activities in such a 
way that they contribute towards achieving business objectives.   
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4     Enterprise Architecture Principles for Corporate 
Sustainability 

 Although there are much more frameworks of EA, e.g. Generic Enterprise Reference 
Architecture and Methodology (GERAM), Purdue Enterprise Reference 
Architecture (PERA), Lightweight Enterprise Architecture (LEA), Nolan Norton 
Framework, Extended Enterprise Architecture Framework (E2AF) or Technical 
Architecture Framework for Information Management (TAFIM), the role of the EA 
as a support factor for corporate sustainability development is not explained directly 
[ 21 ,  29 ]. However, generally, the established EA frameworks allow to develop ICT 
projects that are expected to be cost-effective and shared solutions that aid the enter-
prise in the long term. They are coherent with the standards and industry regulation 
compliant. The benefi ciaries of ICT projects within the EA should be responsible 
for the correctness of fi nancial and economic analyses, cohesion of information 
included in the project and the EA documentation, correctness of cost qualifi ca-
tions, technical, organizational, legal and fi nancial feasibilities as well as each proj-
ect and the whole EA stability and energy effectiveness of proposed ICT solutions. 
All the criteria are important for corporate sustainability from the ICT projects’ 
point of view. The EA principles can be positioned as instruments to articulate an 
enterprise’s future direction and its sustainability, while serving as a coordination 
and steering mechanism towards the actual transformation of the enterprise. The 
basic EA principles need to drive the behaviour within the enterprise. Therefore, the 
elements of the EA should be understandable, robust, suffi ciently defi ned and pre-
cise to support consistent decision making, complete, consistent, and agile to 
accommodate changes. The EA is the bridge between the business strategy and 
organisational design, but it must be perceived as the normative restriction of design 
freedom [ 30 ]. 

 Particularly important to users is the capability of integrating the information 
among software applications and across data warehouses and data marts. By under-
standing the enterprise architecture, they can develop a standard data dictionary and 
develop metadata standard to minimise data inconsistency. The EA ensures the 
traceability between business processes, data, user roles, applications and infra-
structure. The traceability and integration support corporate ICT sustainability. 
Otherwise, i.e. if an organisation does not have a clear model of its business applica-
tion and technical infrastructure, they are not monitored and maintained consis-
tently in the long term. The better monitoring of ICT assets provides a greater 
understanding of the interrelated issues of business-ICT alignment and support 
electric energy and human efforts reduction. The development of the EA enables 
complex preparation for new technologies, smarter project realisation and the reuse 
of the EA components and best practices. Standardisation for the EA drives ICT 
procurement effi ciencies, because of the opportunities of economies of scale, 
reduced skills maintenance and trainings. 
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 For architecture development the conceptual integrity is an important consideration 
in system design [ 31 ]. Problems that enterprise integration can solve include the 
following: information aggregation, single point of data entry, process effi ciency, 
web channel integration, supplier integration and supply chain optimisation.  

5     Conclusion 

 Concluding, the EA is the principal mechanism for establishing the fundamentals in 
enterprise design, managing the knowledge of the enterprise and long-term integration 
of the technology into the enterprise. The EA implements risk-monitoring mecha-
nisms and generates technical guidelines of how the service delivery function makes 
optimal use of ICT assets, thereby maximising cost-effectiveness. So far, the enter-
prise architecture frameworks are poorly supported by the principles and tools to 
control the enterprise sustainability. The EA modelling should be the formal or 
formalised approach for addressing the organisational complexity and sustainability 
and the realisation of a unifi ed and integrated design. The corporate sustainable 
development should be determined by the EA that aims at ensuring the communica-
tion between users and developers, as well as at the validation and verifi cation of 
implemented systems, including material for reuse repositories.     
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    Abstract     This paper investigates IS risks from an emergent perspective. The 
 analysis of project escalation unearths the emergence of IS risks and the situations 
within which IS risks are produced and reproduced. To gain a deeper understanding, 
this study examines an unsuccessful IS project which was overrun and over-budget. 
The results show that project escalation plays an important role in risk emergence; 
therefore, to better understand and manage risks, one must understand causes of 
escalation. In this study the causes of project escalation were mainly psychological 
and communicational, and the escalation could have been avoided if they were rec-
ognised and managed properly before more resources were committed to wrong 
course of actions. The study offers contributions to both literature and practice.  

1         Introduction 

 Organisations have been making signifi cant investments in information systems 
(IS) projects as they increasingly rely on IS for products and services development, 
production, delivery and distribution [24]. Many IS projects however are reported 
unsuccessful as they are poorly managed, over-budget and overrun [ 1 ,  11 ]. The 
concern over project success rate has led to a stream of research on causes of IS 
project failures [ 4 ]. One frequently noted reason is mismanagement of IS risks 
where project teams fail to identify, recognise and understand risks, and  subsequently 
they manage risks poorly or not manage them at all [ 12 ,  16 ]. 
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 IS risks can be defi ned as the uncertainties that arise in IS development which 
prevent the success of the project teams in fulfi lling user expectations and delivering 
the envisioned system on schedule and within the expected budget [ 19 ]. As com-
monly understood, IS risks can be identifi ed and defi ned in advance and they are 
static in nature. That is, the content and quality of the risks are time and context 
independent and will be the same throughout a project. Such understanding of IS 
risks, to an extent, helps project teams avoid obvious project risks and prepare con-
tingency plans to minimise potential damages brought by the risks. Nevertheless, in 
practice not all IS risks can easily be identifi ed and defi ned prior to a project and 
many in fact emerge during the project. Risks are dynamic because they are formed 
and reformed in situ and through social interactions. In other words, the content and 
quality of IS risks will change as the situation and project develop. Parinyavuttichai 
[ 16 ] hence argues that in order to properly manage IS risks, it is critical to recognise 
that risks are dynamic and often emerge from project situations. He continues to 
argue that the conventional risk management that assumes risks are static and pre-
dictable cannot suffi ciently address the IS risks. 

 The literature on the notion that IS risks are dynamic and emergent is limited. 
Thus this paper intends to contribute to this gap in the literature and is organised as 
follows. The next section explains what escalation theory is and how it can contrib-
ute to the examination of the emergent process of IS risks drawing on escalation 
theory. This is followed by a description of the research strategy including case 
study method and data collection and analysis techniques. To gain a deeper under-
standing, a case study was carried out to investigate an unsuccessful IS project which 
was overrun and over-budget. Next, the fi ndings are presented and it is followed by 
a discussion. Finally, the conclusion and implications of the research are discussed.  

2     Theoretical Background 

 Risk management in the context of IS project is regarded as an effort to develop and 
implement solutions to encounter all possible threats to the project success. And it 
is believed that by implementing the appropriate risk management countermeasures 
can mitigate IS risks and even turn around a failing project to a successful one [ 19 ]. 
It has been suggested that IS risk management involves a number of linear processes 
including identifying, planning and analysing risks and implementing risk manage-
ment strategies [ 5 ,  17 ]. Identifying and defi ning potential risks is the fi rst and fore-
most process as it enables a project team to anticipate and prepare contingency 
plans to mitigate the occurrence of risks and contain the damage when risks become 
manifest [ 12 ,  14 ]. This linear approach to IS risk management seems to take a static 
view and assumes that risks are independent from time and context and can be 
understood as they are. Such approach overlooks the dynamic features of IS risks. 
First, not all occurrence of IS risks can be anticipated and many emerge from situa-
tions during the project. Second, IS risks are both consequences and causes of other 
risks. Third, the consequences of poor risk management can become risks for the 
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project. Therefore IS risks should be understood and managed as emergent 
 phenomena which are formed and reformed throughout a project. 

 The notion of escalation has been used in IS research to describe and explain 
how and why erratic decisions are made to commit additional resources to a seemly 
failing project [ 2 ,  3 ,  8 ,  16 ]. Escalation of commitment can cause subsequent  project 
complexity and even leads runaway project. Escalation is a complex phenomenon 
which is infl uenced by many different factors. Staw and Ross [23] suggest that the 
determinants affecting escalation in IS settings can be grouped into four perspec-
tives: project, psychological, social and structural. The project perspective concerns 
about objective features of a project and escalations occur when individuals keep on 
their actions due to the concerns over the objective values, e.g. fi nancial and nonfi -
nancial values. For instance, a decision maker may keep allocating resources to a 
project because he/she considers that the project will benefi t the organisation in the 
long run [ 8 ] or because he/she believes that the project is getting close to complete 
[ 10 ]. The psychological perspective concerns over decision makers’ relationship 
with the project and escalations arise because of emotional attachment that decision 
makers have with the project [ 2 ,  22 ]. For instance, a project team may intentionally 
digest only the information which matches its view and understanding of the project 
and ignore other aspects [ 22 ]. The social perspective considers the features of deci-
sion makers’ social surroundings, and escalations occur because individuals are 
unwilling to lose their public status, and hence they would try everything to make 
themselves look good in front of the public [ 6 ,  8 ]. For example, a project team may 
decide to commit additional resources on a failing course of action because they do 
not want to reveal their mistakes to others or because they are not ready to take the 
responsibility for the project failure [ 16 ]. Finally, the structural perspective consid-
ers the contextual conditions surrounding the project, and escalations arise because 
of the organisational, cultural and managerial reasons, e.g. continuation of project 
champion, strong support from the top management of the organisation and admin-
istrative inertia. 

 In addition to the above four perspectives, communication problems are sug-
gested as frequently quoted reasons for project escalation [ 3 ,  4 ]. Two commonly 
encountered errors in project communication that cause project escalation are deaf 
effect and mum effect. Deaf effect refers to a situation that a decision maker refuses 
to hear the report of bad news from members of the project team or external auditors 
[ 9 ]. Project managers tend to ignore or even reject warning messages that would 
help them to avoid project escalation when the bad news reporter is not regarded as 
reliable or the possibility of risk occurrence is low [ 3 ]. On the contrary, mum effect 
explains the situations where members of a project team are not willing to report 
bad news to the project manager because their assessment of the ongoing project 
situations (in conjunction with personal responsibility to the bad news) suggests 
that it is more logical not to report the bad news [ 21 ]. 

 The above escalation perspectives provide a useful taxonomy of factors that 
explain why projects escalate. They accentuate erratic decisions made by decision 
makers and people involved in the project and how these decisions lead to the emer-
gence of risks. Guided by the notion of escalation, this study examines how risks 
emerge from project escalation and how they structure the further risks.  
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3     Research Methodology 

 This study used case study method to explore the phenomenon of IS risk  emergence. 
The case study method was chosen because it enabled us to understand the phe-
nomenon in its context and understand the phenomenon from participants’ point of 
views [26]. Being able to examine the phenomenon in its context is important to 
this study because it allows us to identify the trajectory of risk emergence which 
cannot be achieved through a quantitative research method such as survey question-
naire. Moreover, case study allows us to collect a variety of evidence to ensure the 
validity of participants’ statements as well as develop a holistic picture through rich 
descriptions [25]. 

 The case study is concerned with a centralised accounting system project, named 
3D (pseudonyms) launched in a university in Thailand. This 3.5 million baht (Thai cur-
rency) project was to replace the existing cash-based accounting system based on a new 
national accounting standard. The system was designed to be used by all departments 
in the university to process fi nancial and accounting transactions and for the executives 
of the university to support their decision making. The project was fi rst launched in 
2003 and aimed to be delivered and implemented in 2006, but only 50–60 % of the 
project were completed and implemented in 2007. In 2010, the project manager 
announced the project delay and promised that the system will fully operate in 2012. 

 The primary data sources of this case study were semi-structured interviews and 
project documentation. The data collected from the semi-structured interviews pro-
vides rich description of the project from the participants’ point of views. A set of 
standard questions was prepared before the interviews, and additional questions 
were asked to follow up the interviewees’ answers. Four key members of the project 
team were invited and involved in the interviews including project manager, project 
leader, system analyst and project developer. 

 Documentation was collected to enhance the credibility of this research. 
Documentation is generally used to validate the data obtained from the interview 
and to cross-check spelling of the project name, name of the people involved in the 
project and technical terms given by the interview participants [ 20 ]. In this study, 
project documents include the university’s profi le, project background, system 
design and diagrams and meeting minutes. 

 The data collection of this research followed the ethic procedure in the research-
ers’ institution. An ethic application form for data collection, information sheet 
about the project and consent form for the interviewees were prepared and submit-
ted to the research committee within the academic department for approval before 
collecting data. All interview scripts and documentation were treated as confi dential 
and kept in a safe place only the researchers were able to access. 

 Thematic data analysis method was used. Generally, this analytical approach is 
used to identify specifi c issues of interest or themes which lead to the ability to 
systematically examine the issues of interest [ 6 ]. For this research, it helped the 
researchers to identify and group the data obtained from the fi eld into (but not limited 
to) the predefi ned themes, i.e. IS risk emergence due to escalation behaviours. Once 
these themes were identifi ed, further investigation and analysis of the collected data 
could be made.  
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4     Findings 

 The main reasons for 3D project escalation are organised under two headings: 
 psychological and communication. 

4.1     Psychological Dimension 

 Psychological factors contribute to escalations in 3D project mostly including errors 
in information processing and framing and decision makers’ emotional attachments. 
Errors in framing and information process led to requirement risks and resulted in 
project escalation that the project team continued to commit with inaccurate infor-
mation. With an assumption that user requirements will be the same across the 
university, the project manager made a decision to randomly select representatives 
from user departments that he was familiar with. Another reason for the project 
manager’s decision to collect requirements from a few user departments was his 
method to reduce the complexities involved in collecting user requirements.

  The selection criteria were entirely up to us. The project manager made suggestions to the 
(university) president of how we would select representatives from user departments 
(Project leader). 

   Relying on the requirements made by only a few and randomly selected user 
departments especially by the staff in fi nance department, the project team under-
stood the issues and framed the system requirements partially. The project team’s 
bias towards the information collected from certain user departments implied that 
the overall system requirements were not understood properly or were even misun-
derstood. Unaware of the errors made in framing the situations and user require-
ments and bias in information process, the project proceeded to the next stage of the 
project: designing the system. Since the system design was based on a partial view, 
it failed to live up to user expectations and was rejected by the users. 

 Emotional attachment to the project was observed. A senior system analyst who 
had been working for the project from the beginning of the project was getting over-
confi dent and unwilling to listen to others’ suggestions especially regarding the 
system design. Confl ict hence arose between the system analyst and the experts 
from the computer science department who were invited to provide their help dur-
ing the requirement and collection and analysis phases.

  The key system analyst was overconfi dent with her knowledge […]. She never listened to 
any suggestions about the database design given by those from computer science (Project 
leader). 

   Even when the system analyst’s ego had got in the way and affected the perfor-
mance of the project team, the project leader was reluctant to communicate with the 
analyst directly regarding the problems because he was concerned about his colle-
gial relationship with the analyst in the long run. As a result, the expert from the 
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computer science department decided to withdraw from the project. The emotional 
attachment to her method and way of doing things explains why the analyst contin-
ued designing the system the way it was despite the advisors had criticised the 
design. The result of this was the inaccurate system design and further complexities 
of the project.

  Later we discovered that the way in which the system analyst used to design the system did 
not follow the principle of ISD. For instance, her coding was too diffi cult for others to 
understand and modify; and data dictionary used in the database was impractical and wrong 
[…]. Hence, it required us more time and efforts to resolve the problems (Project leader). 

4.2        Communication Dimension 

 Ineffective communication and lack of communication within the project team and 
between the project team and users were the sources of project escalation. The com-
munication problems within the project team led to various risks especially person-
nel risks and escalation of project. 

 It was reported that project problems were not brought to the decision makers’ 
attention because the project team believed that the management would not respond 
to the problem.

  I decided not to inform the project leader the problems such as insuffi cient number of test-
ing server and system tester, and requirement creep, because he usually failed to respond to 
my request. (Project developer) 

   One of the problems that was communicated but not managed was a shortage of 
personnel involved in the project. The reasons for the short of project personnel 
were twofold. First, the initial recruitment policy was unrealistic so that the project 
could not recruit people who could meet the selection criteria. Second, the project 
lost its personnel because of job uncertainty. It is interesting to note that the short of 
qualifi ed personnel was the cause as well as the outcome of risk. This is because 
each time the project lost a member, work would naturally fall on those who stay on 
the project, and the more people left the project, the heavier the workload became 
and less incentive for people to stay. This became a vicious circle; hence in order to 
solve the problem, the recruitment policy was revised downward: to lower the selec-
tion criteria. In so doing however did not help the situation as new staff had less 
experience and knowledge of system development.

  I believe that the project manager might have thought that we had a lot of spare time. I heard 
that there were 33 applicants applying for the available positions in the project team, but 
none of them met their criteria. How could that be? […]. At one stage, I ended up taking all 
responsibilities for the system design as no one else helped me (System analyst). 

   The project leader admitted that he was busy with giving lectures, doing research 
and taking care of other administrative roles and paid little attention to the project. 
The lack of constant project monitoring created opportunities for the project team to 
hide and not report the problems to the leader. For example, the project team hid 
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some vital information about the project progress from the project leader and tried 
to solve the problems themselves. But instead of solving the problems, the project 
became more complex, for example, the uncertainty of user requirements was 
accentuated by the changing requirements.

  They (system analysts and system developers) allowed some users to change their require-
ments without asking me for the permission. They should have asked me before they 
allowed the changes because I might be able to prevent undesirable consequences […]. 
What frustrated me was that they dug themselves a hole. The project could not move on to 
the next phase and I could not see the future of this project either (Project leader). 

5         Discussion 

 This study examines the process of risk emergence with an aim of having a deeper 
understanding of risks from an emergent perspective. The study was informed by the 
notion of escalation and argues that risks and project failure are often the products of 
project escalation which occur during a project and therefore are not predictable. The 
key reasons for escalation can be viewed from fi ve perspectives: project, psychologi-
cal, social, structural and communicational. In this study the reasons that trigger the 
process of project escalation were mainly psychological and communicational. 

 It is evident that psychological reasons especially framing and emotional attach-
ment to the project can result in partial view and cloud people’s judgment and hence 
affect the direction of the project. Framing issues such as understanding of the scope 
of a project and user requirements and expectations of the project have been dis-
cussed in the literature [ 6 ,  8 ]. The study shows that to ensure correct understanding 
of the scope of a project, user requirements and problems is important and can help 
avoid committing time and resource to wrong course of action further down the line. 
The study also shows that decision makers’ emotional attachment to a project can 
create bad atmosphere in the project team which impedes its overall productivity. 
The emotional attachment can also cause the decision makers to turn a blind eye on 
to obvious problems [ 6 ]. The conventional IS risk management strategies have 
assumed that decision makers are rational, and they always weigh up the cost and 
benefi t of each decision; however it is not always as shown in the study, e.g. emo-
tional attachment, bias interpretation of the project and information process. 
Therefore IS risks management should also take into account psychological issues 
at both individual and project level. 

 The study also shows how ineffective communication and lack of communica-
tion can lead to project escalation. In this study both mum effects and deaf effects 
were observed and proved to be damaging to a project. Deaf effect was found when 
the system analyst turned a deaf ear to expert opinions, project leader turn a blind 
eye to the project problem and project team chose to listen to few users and ignore 
others. The literature suggests that the causes of deaf effect can be gender differ-
ences, risk perception and societal collectivism [ 7 ,  20 ], and this study shows that 
deaf effects can also be psychologically, politically and organisationally motivated 
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[ 9 ]. For example, psychologically the system analyst’s emotional attachment to the 
project and her own way of doing things resulted in her turning a deaf ear to expert 
opinions, politically the project leader turned a deaf ear to the complaints about the 
system analyst, and organisationally the decision makers did not respond to prob-
lems reported. The project escalation could have been avoided if project team, sys-
tem analyst and the project leader were prepared to listen and communicate 
problems with others actively. 

 Mum effect was also observed in the study where there was a tendency in the 
project that negative information was not communicated with the authority. Mum 
effect can be a result of deaf effect in the case where people rather not to report the 
problems and try to solve problems themselves instead of reporting to the manager 
because they believe the management will not respond to problems. This is known 
as deaf–dumb–blind condition where mum and deaf effects are both strong, and bad 
news will neither be reported nor heard [ 9 ].  

6     Conclusion 

 This study offers two major contributions to current literature. First, unlike many of 
the current studies, this study argues and proves that occurrence of IS risks cannot 
be identifi ed in advance as they often emerge from situations during the project 
development. This argument provides an alternative view to look into what become 
of risks and their impacts on the subsequent events. Second, the study shows how 
escalation theory can be applied in IS risk research to examine the process of IS 
risks emergence through occurrences of escalation. The study also contributes to 
risk management practice by highlighting the weakness of linear approach to proj-
ect management and suggest that in order to effectively manage IS risks attention 
should be paid to the situations that are likely to encourage project escalation. 

 The discussions of the paper are based on an in-house IS project within a univer-
sity; therefore the future research can consider investigating the same topic in differ-
ent project settings such as implementing package software, outsourcing projects and 
organisational settings, e.g. government organisations and business organisations.     
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Abstract This paper discusses user profiles as an important component of online 
social networks (OSN). A special category of OSN includes professional social 
networks, where so-called professional profiles are significant. They enable to con-
nect not only people but also projects to people, courses to students, etc. A powerful 
tool for representing profiles is ontologies, particularly various classification hierar-
chies. A contribution of this paper is a matching framework able to consider pro-
files, whose some features are described by concepts from classification hierarchies. 
Moreover, users can assign weights to these concepts and influence an associated 
similarity measure. We discuss the notions of similarity and compatibility of such 
profiles and show some new possibilities how to tackle the matching problem.

1  Introduction

Online social networks (OSN) are emerging as a new type of application on the 
Internet, which can be considered as a natural extension of Web applications that 
establishes and manages explicit relationships between users [10]. OSNs have 
reached a great development and popularity for users to connect as well as express 
content and share it. For example, MySpace (http://www.myspace.com) with over 
275 million users, Facebook (http://www.facebook.com) with over 845 million 
users in February 2011 and Orkut (http://www.orkut.com) with over 100 million 
users mainly from India and Brazil are examples of popular networks used to find 
and organize contacts. A special category of OSN includes professional social net-
works (PSN), e.g. well-known LinkedIn (http://www.linkedin.com) and Academia.
edu (over 1.2 million academics in 2012)—a free social networking Website and 
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collaboration tool aimed at academics and researchers from all fields. The other 
examples of PSNs include HR.com (0.194 million users in 2010)—the largest social 
networking site dedicated to the human resources professionals—and ResearchGate 
(http://www.researchgate.net) with 0.9 million users. We are reminded also one of 
the oldest network communication systems USENET (http://www.slyck.com/
ng.php) developed by the academic community. For ICT community in the Czech 
Republic, there exists the social network SoSIReČR (http://www.sitit.cz). A more 
detailed overview of PSN specialized on ICT can be found, e.g. in [6].

OSNs adapt real world social structures to online channels, both web and mobile. 
Their members construct personal profiles with the information they want others to 
know, share interests through recommendations, links or documents and build lists 
of people with whom they are connected to. PSNs use not only personal profiles but 
also profiles of other actors, like companies, teams and projects.

Most of OSN sites carry out a type of virtual community. When people join 
social networking sites, they allow users to create personal profiles viewable to 
anyone in a given network. Users can enter “friendship” relationships with other 
registered users and share content, e.g. photo albums that can be linked to the pro-
files of those present in a picture. In PSNs, such content includes scientific docu-
ments, research projects, university courses and PhD thesis topics.

Regarding the definition of profiles, these usually comprehend both structured 
information in the form of key-value pairs (features) and unstructured or semistruc-
tured information, mainly text-free fields or uploaded contents. Structured informa-
tion provides basic descriptors about actors. For a person some descriptors are 
name, age, gender, schools attended, geographical location, interests or Web page. 
Features describing employee’s expertise usually occur in PSNs.

PSNs are often business-oriented social networks where many core services such 
as recruiting, job seeking, expert/profile search and item recommendation rely on 
successful identification of similar actors. A similar approach can be found in edu-
cational systems which adapt the learning material to the knowledge of a student, 
display personalized help texts or tailor descriptions to the technical background of 
an actor. The PSNs based on these general ideas are used to be supported by a web 
portal containing a browsable repository.

A particular problem of OSN is user’s profiles matching required in several sce-
narios. One of them consists of linking data corresponding to the same actor in the 
same or different data sources (see, e.g. [11]). The other one concerns matching two 
actors inside one OSN. In the context of PSN, the latter includes, e.g. coupling a 
project and appropriate researchers and searching for suitable job seekers based on 
an advertisement described as a professional profile.

Our contribution in this paper is a novel matching framework able to consider 
profiles, whose some features are described by concept names from a classification 
hierarchy. The framework is based on distances between topics and their matching. 
Moreover, users can assign weights to the features and influence an associated simi-
larity measure (score). As a main result of the paper, we consider our approach to 
profile matching, particularly a measure called profile compatibility. Its values 
enable, e.g. to rank candidates for a position in an organization with respect to a 
given requester profile.
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Section 2 describes some necessary notions concerning OSN. In Sect. 3 we 
 present an overview of profile management issues and approaches. Section 4 is 
devoted to classifications usable for profile construction. In general, ontologies 
present an appropriate framework for this task today. A method for profile matching 
is described in Sect. 5. First, we will introduce the notion of concept distance in a 
hierarchy, different types of matching two concepts in a hierarchy as well as the 
notion of profiles compatibility. As examples we will use ACM Computing 
Classification System [1] containing hierarchies of ICT topics. Finally, in Sect. 6 we 
suggest current and future plans in profile processing research.

2  Towards Professional Social Networks

We start with an intuitive definition of a social network.

Definition 1
Given an undirected graph G (V, E) representing a social network, where V, 
|V | = n, is the nonempty set of vertices representing actors and E, |E| = m, is the 
set of edges representing the relationships among them. Let vi and vj be two 
vertices from V; if e (vi, vj) ∈ E then vi and vj are neighbours.

To take actors’ profiles into account, let FV be the set of features describing the 
actors of the social network, which can be represented by a matrix of size n × |FV|. 
Note that the features in this definition represent single-valued attributes. In prac-
tice, a multi-valued attribute is a more real case, e.g. hobby = [reading, chess, music]. 
We will use the employee’s expertise expressed by a set of topics. Also each feature 
could be optionally an aggregation of single-valued attributes (e.g. date of 
birth = [day, month, year]).

The relationships between actors depend on the type of society. Between compa-
nies, the relationship could be a business contract of supply. Between people in a 
company, it could be the hierarchical relationship if we are considering the organi-
zational structure, or it could be the sending of e-mails in a network of relationships 
between friends. The relationships define a social graph. Depending of the social 
network, relationships can be qualified or not. They are often bidirectional and may 
express, e.g. relationships between persons, users and user groups.

Technically, the functionalities of OSN can be usually described in seven blocks 
supporting the actors’ activities: identity, profiles, presence (neighbours, friends), 
relationship types, messaging, repository, calendar and events. We may distinguish 
the identity of an actor and his different profiles representing the facets that he 
exposes (private, professional profile, etc.).
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However, social networks are more than a graph; they have an interesting amount 
of information derived from its social aspect, such as profile information, content 
sharing and annotations, among others. Suppose, e.g. an OSN of the employees 
from enterprises. Based on information retrieval methods and graph processing, we 
can use the OSN relationships and explore whether the OSN actors have sent mes-
sages to each other or not and derive the type of projects each employee has been 
involved in. Thus, we can search communities of people which have met before and 
have worked in similar projects. Those communities of cooperation could be used 
to find experts or to create work teams in the enterprise.

We will also consider the employees’ expertise explicitly and discover special 
communities for practical purposes. In this case, we talk about PSNs.

3  Profile Management

One of the most important components of an OSN is the profile page. For example, 
Orkut profile pages basically consist of 68 features. The profile page reflects a sin-
gle user or a company. Every user on the social network can access this information, 
and the company can specify and maintain exactly what information it makes avail-
able to the user. Usually the profile page is managed and administrated via a portal. 
In OSN, the profile page’s management and administration are carried out by read-
ing and writing comments.

We are interested in so-called professional profiles (PP). Informally speaking, a 
PP is the machine-readable description of an extent of knowledge in an area. A little 
more formally, a PP is an instance of a structured data type, whose part is a hierar-
chy of categories (usually a classification tree). We will formally define PP in the 
following way.

Definition 2
A professional profile is a set of couples {(T1, w1),…, (Tm, wm)}, where Ti are 
the terms (topics) that describe the actor and wi denote the importance of Ti in 
describing the actor.

PPs are enabling to express the professional focus of a given actor (e.g. person, 
research team or project) in a structured way. For example, what is taught on which 
level in a course or what ICT knowledge on which level a person has. Also relation-
ship types in PPs can be special ones, e.g. supervised_by, coauthor. In more 
advanced approach to PPs, organizations are modelled. They are represented by 
several groupings of people with common research interests.

The actor profile may not be entered directly. Extended user profiles are built by 
extending the basic explicitly defined user’s profiles with data inferred from user 
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content analysis and user interactions with each other and with the tool itself. Actor 
description fields and other text-based fields can also contain implicit data regarding 
actor interests and preferences that can be extracted by content analysis tools. The 
authors of [9] developed a tool for implicit groups based on extended user profiles 
built by extending the basic explicitly defined user’s profiles with data inferred from 
user content analysis and user interactions with each other and with the tool itself. 
User profiles can be extracted using various types of corpora, e.g. utilizing knowl-
edge about experts from Wikipedia or analysing public expert’s documents (papers, 
technical reports). Authors of [13] generate extended user profiles by spreading 
activation networks derived from ontologies. User profiles are also processed in 
recommendation systems.

An important feature of each profile is its visualization. For example, in project 
SoSIReČR [14], the classification nodes are depicted as a bar chart, arranged in a 
circle (the resulted graph in Fig. 1 is often called a cobweb graph).

4  The Role of Ontologies in Social Networks

A powerful tool for representing profiles is ontologies [7]. Ontologies are used to 
represent the formal specifications of the notions involved on a domain of interest 
and the relations between these terms [5]. These approaches can be:

• Corpus-based
• Knowledge-based

Corpus-based methods use well-known methods from information retrieval area, 
like vector space model, statistical model and latent semantic analysis. These 

Fig. 1 Visualization of a professional profile
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methods use matching techniques well known from information retrieval area 
(cosine, similarity measure, Dice’s coefficient and Jaccard’s index). In context of 
user profiles, these approaches are rather naive. As the profiles are short bags of 
words, they often do not determine a semantic inexact match when here is no overlap 
of words of participated profiles.

Knowledge-based approaches are based on predefined taxonomies or ontolo-
gies, like WordNet or bibliographical classifications used in context of digital 
libraries or Web portals. Typically, classification tree(s) are used in these ontolo-
gies. There are various ways of ontologies organization. Some of them are hierar-
chical taxonomies based on ISA relationships; the other uses more relationship 
types, most often BT/NT (broader/narrower term), organized even not only in hier-
archies but in general graphs.

Representing actors by profiles is also used in content-based filtering where the 
system selects rank-ordered items according to user profiles. Both items and user 
profiles are described either by bags of words or by concepts from ontology. For 
example, in the newspaper domain the authors of [12] used the ontology 
NewsCodes1—a subject classification hierarchy with three levels and seventeen 
categories in its first level.

A similar idea will be used here with PPs describing actors from ICT community. 
We focused on the knowledge-based ACM Classification Scheme [1], i.e. a typical 
schema that is universally accepted standard classification of ICT disciplines appro-
priate. Its category space is also organized in three level hierarchies. That is, the 
classification has a forest structure with trees of a fixed maximum depth. The ACM 
Classification Scheme consists of eleven major partitions (first-level subjects). 
These are subdivided into 81 second-level topics, which are further subdivided into 
third-layer topics; see, e.g. the category Software Engineering in Fig. 1. An uncoded 
fourth level contains subject descriptors, e.g. Computer-aided software engineering 
(CASE), Decision tables, Evolutionary prototyping, Flow charts, in category D.2.2 
Design Tools and Techniques.

For example, all publications issued by ACM are annotated by this classification. 
There are many applications of this classification scheme for describing expertise in 
ICT scientific community, e.g. in recommender systems [2], in the context of a digi-
tal library [15] as well as in representing research organizations [8]. The classifica-
tion was used even for determining the semantic similarity in matching software 
practitioners’ needs and software research activities [4]. The so-called subject clus-
ters describing groupings composing an organization are also represented by sets of 
ACM topics [8].

The concepts representing a topic from the profile are necessarily not the most 
specific ones in a path of the hierarchy. For example, if somebody is an expert in 
Formal Definitions and Theory, it does not mean necessarily that he/she knows all 
about Programming Languages. Thus it is not possible to understand ACM classifi-
cation as a set of usual ISA hierarchies but rather of BT/NT hierarchies.

1 http://www.iptc.org/cms/site/index.html?channel=CH0088
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5  Profile Matching

A usual method belonging to a profile management in OSN is comparing profiles by 
a profile matching. Profile matching is based on the notion of similarity. It reflects 
closeness and interaction between actors. For purposes of this paper we omit inter-
actions and focus mainly on static PPs. Various techniques for profile matching can 
be divided into two main categories:

• Syntactic-based approaches
• Semantic-based approaches

While the former provide exact or approximate lexicographic matching of two 
concepts, the latter use semantics for similarity definition. Here, as an example, we 
will use ACM classification where semantics is determined by hierarchies of topics. 
Obviously, in general, we can consider arbitrary concept hierarchies.

Consider first Web pages representing profiles. Technically they are part of the 
Web, but their data representations are different from general Web pages. In OSN, 
Web pages describing profiles are automatically generated and not authored by any 
person. Thus methods for comparing such profiles are relatively simple. Syntactic- 
based approaches like vector space model can be used in the case of single-valued 
features. For example, in Orkut, out of 68 features 20 features are considered for 
similarity measurement. In this case a classical notion of similarity is used in which 
a similarity function sim (a, b) is reflexive, i.e. given two PPs P1 and P2, in general, 
we have that sim (P1, P2) = sim (P2, P1). Then, e.g. a group is composed from actors 
they are mutually similar.

In context of PSNs, a more useful case than this (full) social similarity is usage 
of only partial similarity. Suppose as actors a requester and a candidate, both 
expressed by respective profiles. Then a more appropriate sim function is not neces-
sarily reflexive. A partial similarity is defined as the level of matching between a 
requester and candidates, e.g. a company finds out a new employee, a project 
requires a team of researchers and a student with his/her interests chooses a new 
study program. These examples take into account the fact that, while the “perfect” 
candidate seldom exists in the profiles base, profiles are often available which pro-
vide the desired requirements “to some extent”. Here we use the term compatibility 
(rather than similarity) due to asymmetry in the classification schema: the function-
alities of children nodes are also the functionalities provided by their ancestor(s) in 
the BT/NT hierarchy, while the reverse usually does not hold.

5.1  Distances Between Topics and Their Matching

Now we define the notion of distance between topics based on the forest structure 
[3]. Let there be t trees (f1, f2, …,ft) in the forest F whose nodes represent topics. 
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Consider two topics Ta and Tb such that both of them belong to the same tree of  
F. Let LCA be the least common ancestor of Ta and Tb. Also, assume d (LCA, Ta) to 
be the depth of Ta from the LCA.

Software Engineering

Software

Coding Tools
and Techniques

Metrics

Programming Languages

Formal Definitions
and Theory

ProcessorsDesign

Fig. 2 A part of category D2 software engineering in the ACM hierarchy

Definition 3
If T1 and T2 are two topics, then the distance, D (T1, T2), between them is  
given as:

D T T
d T ,T if T ,T f

if no such f exists
LCA i

i
1 2,( ) = ( ) ∈




1 1 22

∞
,

where dLCA (T1, T2) = max(d(LCA, T1); d (LCA, T2)). We do not suppose that 
more than one such fi exists in classifications considered.

If T1 and T2 are in fi and fi, respectively, and i ≠ j, then D (T1, T2) is ∞. Consider a 
part of category D2 in Fig. 2. For example, when T1 = Programming Languages and 
T2 = Data structures then, since T1 and T2 are in different trees, D (T1, T2) = ∞. 
Considering Fig. 2, if T1 = Coding Tools and Techniques and T2 = Programming 
Languages then LCA = Software and d (LCA, T1) = 2, d (LCA, T2) = 1 and, conse-
quently, D (T1, T2) = 2. Any two topics with a common parent node have their dis-
tance equal to 1. For example, D (Formal Definitions and Theory, Processors) = 1. 
If T1 = T2, then D (T1, T2) = 0.

The Definition 2 helps us to determine the distance, when the topics belong to a 
single tree. Clearly, in n-level classification hierarchy, the useful distances are from 
interval <0, n − 1>.

Now we will consider a pair of profiles Pr and Pc, belonging to the requester and 
the candidate, respectively. In our retrieval model, we exploit different types of 
matching between the set of features associated to the requester and those associ-
ated to available candidates. Let Tr = {Tr1,…,Trm} and Tc = {Tc1,…,Tcn} be their 
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associate sets of profile topics. For any two topics Tri ∈ Tr and Tcj ∈ Tc that lie on the 
same path in a tree from F, we can distinguish at least three types of matches 
between them:

• Perfect match, if d(Tri, Tcj) = 0
• Close match, if d (Tri, Tcj) = 1
• Weak match, if d (Tri, Tcj) ≥ 2

The third variant of matching is relevant for n-level hierarchies with n > 3. So for 
ACM classification we obtain d (Tri, Tcj) = 2 for weak match.

Consider Tr = {Software} and Tc = {Coding Tools and Techniques, Processors}. 
Then four occurrences of weak matching exist: two from BT (Software) to NT 
(Coding Tools and Techniques, Processors) and vice versa.

How to express a similarity (score) between topics contained in the requester and 
candidate profiles? We denote it by score(Tci, Trj) and talk about the score value of 
the candidate topic Tci with respect to the associated requester topic Trj. For perfect 
matching it is easy, e.g. score (Metrics, Metrics) can be defined as 1. It is not the 
case for close and weak matches. For example, score (Software Engineering, 
Metrics) should be not the same as score (Metrics, Software Engineering). The for-
mer shows that the candidate is more general and in the latter case the candidate is 
more specific. For example, for finding an employee who is an expert in software 
engineering, the value of score (Metrics, Software Engineering) should be greater 
than score (Software Engineering, Metrics) in which the candidate is “universal” 
software engineer. That is, a specialist in metrics probably knows fundaments of 
software engineering. The same asymmetry holds for couples of weak matched top-
ics. In the context of content- based filtering, the authors of [12] use score values 2/5 
and 2/3 for close match and ½ and 1/3 for weak match. Thus, score (Metrics, 
Software Engineering) = 2/3 and score (Software Engineering, Metrics) = 2/5. For 
the weak match case, we obtain score (Metrics, Software) = 1/2 and score (Software, 
Metrics) = 1/3.

The restriction to matching topics lying only on a tree path might seem too 
restrictive to somebody. Other relationships, e.g. siblings, can be relevant for a 
requester. Consider Formal Definitions and Theory and Processors contained in 
requester and candidate profile, respectively. Although distances between siblings 
are equal to 1 by Definition 3, their matching is not considered here. In a spread-
ing activation method, both profiles could be extended towards the common par-
ent node Programming Languages with assignment of weights according to an 
influence function. How to quantify this influence offers an opportunity for a 
future research.

5.2  Profile Compatibility

In [14] we extended PP profiles by weight information added to ACM topics reflect-
ing the actor’s expertise. The actor is asked to select a number of topics of any layer 
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of the ACM forest and assign each with a number between 0 and 5 expressing 
degree of the actor’s activity to the topic. These weights can be used for ICT special-
ist’s finding out an appropriate job. The same can be done in the case of a company 
creating job possibilities for ICT people. Concerning comparing of respective pro-
files, it is clear that the ICT specialist can be both requester and candidate. The same 
holds for a company.

We start with a simple situation when no candidate’s topic weights are taken into 
account. We will suppose only nonzero weights w in requester profiles. Compatibility 
between candidate profile and requester profile can be defined as follows. Let Pc, Pr 
be profiles of a candidate and requester, respectively. Pr contains m profile topics 
from which n, n ≤ m, lie on the same paths in F as some topics from Pc. Let si be a 
score value of a candidate’s topic with respect to the associate requester topic on 
these particular paths. The compatibility between the candidate Pc and Pr is defined 
as follows:
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In Table 1 we show some examples of profiles both of candidates and requesters. 
The numbers in () denote associated weights. The difference in compatibility 
between requests 2 and 3 for the candidate 3 is because of the explicit requirement 
of Programming Languages. The requester calls for more expertise than only 
Processors.

Note also that the topics of candidate profiles used in Comp are the most specific 
ones in a path of the hierarchy. Releasing this condition, we have various possibili-
ties how to calculate Comp function. Suppose a number of Tci lying on a path. The 
most natural solution is to consider such Tci that is the closest to its parent or ances-
tor from Tr on the same path. Assume, e.g. Tc = {Metrics, Software Engineering} 
and Tr = {Software Engineering(2), Processors(3)}. Then we would choose rather 
Software Engineering and not Metrics from Tc.

There is a question why candidate’s weights are not used in Comp function. In 
extension of our approach, we will take them into account and change the formula 
for Comp. The resulted weights will approximate both types of weights. Let 

Table 1 Examples of profiles and their compatibility

Noc Pc Nor Pr Comp(Pc,Pr)

1 Metrics, processors 1 Software engineering (2) 0.66
2 Software Programming languages (3) 0.4
3 Metrics, processors, formal  

definitions and theory
2 Programming languages (3) 0.86

Processors (4)
3 Processors (4) 1
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Tck(vk) and Trj(wj) be weighted topics of respective profiles Pc and Pr. There are 
two possible cases:

• D(Tck, Trj) = 0

If vk < wj, we will use wi as the resulted weight. For example, an expert in Software 
Engineering (3) contributes by only three into Comp with requester topic Software 
Engineering (5). In the case vk > wj, then the candidate is too highly expert for the 
requester and can contribute only by vj. Thus the resulted weight is min (vk , wj).

• D(Tck, Trj) = 1 or D(Tck, Trj) = 2.

The same consideration can be used.
Then the resulted function Comp can be expressed by
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We can check the approach on examples from Table 1. In Table 2 we see that candi-
date weight 4 for Software has no influence in the resulted Comp value. On the 
contrary, small weights of Processors and Formal Definitions and Theory decrease 
the Comp values for requesters 2 and 3.

There are possibilities to take into account various other observations. For exam-
ple, in ref. [3] the authors follow the assumption that semantic differences among 
upper-level concepts are bigger than among lower-level concepts. This fact then 
influences the development of similarity measure.

6  Conclusions and Future Work

We have described a method of how the comparison in PPs is used in PSN. A par-
ticular application behind the research was finding experts for professional activi-
ties. Obviously, the problem of finding experts on a given set of topics is important 
for many lines of business, e.g. consulting, recruitment and e-business. Our method 
supposes hierarchical ontologies to be at disposal and a simple technique of weight-
ing. A substantial difference of the method from those used in friendship-like OSNs 

Table 2 Examples of weighted profiles and their compatibility

Noc Pc Nor Pr Comp(Pc,Pr)

1 Metrics (1), processors (3) 1 Software engineering (2) 0.53
2 Software (4) Programming languages (3) 0.4
3 Metrics (2), processors (3), formal 

definitions and theory (2)
2 Programming languages (3) 0.61

Processors (4)
3 Processors (4) 0.75
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lies in certain asymmetry in estimating score of similarity between requester’s and 
candidate’s topics. We have seen that it is possible to explore more sophisticated 
techniques to measure compatibility or similarity of PPs.

The method can be used in any enterprise portal which is a part of a social net-
work. For example, the selection of business partners and collaborators described 
by a PP can be a helpful feature of such portal. In combination with business intel-
ligence, the methods of PPs management can contribute for the realization of 
dynamic business ecosystems in near future. To evaluate the method requires its use 
in an environment with real users, particularly in an appropriate application context, 
e.g. a portal of a career site.

Concerning future research, there is a lot of associated topics:

• Scores for similarity of candidate and requester topics can depend on the applica-
tion domain and/or on ontologies used.

• Both requester and candidate profile can be also dynamic. Their changes could 
be easily controlled or derived from actor’s behaviour.

• Often nonhierarchical relationships are added to hierarchical ontologies. Their 
consideration can significantly extend semantics of matching of profiles.

• Clustering actors according to their PPs.

Another direction of future work involves evaluating methods of comparing PPs 
with those used in associated areas like recommender systems and other enterprise 
tagging systems.
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Abstract In this chapter we study the impact of XML schema evolution on related 
XML queries when the evolution can affect the result of those queries. We provide 
a novel approach and present preliminary solution to the problem. In our approach, 
we define changes in the schema and propagate these changes to the queries. We 
focus on a subset of XPath queries and show how particular changes in data struc-
ture can be propagated to them, either automatically or with user interference. The 
implementation of our approach is incorporated into a general evolution framework 
called DaemonX and it enables us to provide a proof of the concept.

1  Introduction

As XML [17] has become a de facto standard for data representation, there exists a 
large number of XML-based applications. Since most applications are dynamic, 
sooner or later the structure of the data in these applications needs to be changed and 
other related issues have to be changed also to preserve consistency. This fact has 
raised the issue of evolution and adaptability of XML-based applications. One par-
ticular issue that has received much attention is the evolution of XML schemas.

Current approaches involve techniques to propagate changes from selected XML 
schema such as DTD [1] or XSD [11] to the respective data, and vice versa [6]. 
Other approaches consider changes at an abstraction of a schema through a graphical 
representation [5, 9] and the propagation of the changes to the data. We observe that 
schema change can cause not only data inconsistency but also query inconsistency. 
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The XML queries over the original schema and over the new schema may return 
different results. The result can also be an error caused by non-existing element, as 
one example. These possibilities are not desirable and should be recognized and cor-
rected. At the time of writing, we only find one related work [13] that investigates 
backward compatibility of queries over evolving schema.

The aim of this chapter is to propose an approach to deal with the stated problem. 
First, we define a model of XML schema and XPath queries and respective edit 
operations. Next, we study the impact of the schema changes on the queries. We 
show cases when the query can be directly adapted, when user interaction is required 
and when the adaptation cannot be decided. As a proof of concept, the approach is 
implemented as a part of a general evolution framework called DaemonX [4].

The chapter is structured as follows: In Sect. 2 we briefly introduce our XML 
evolution framework. In Sect. 3 we describe the model of XML schema and XPath 
queries and their mutual mapping. In Sect. 4 we introduce the edit operations and 
respective evolution algorithm. In Sect. 5 we provide a proof of the concept and we 
conclude the chapter in Sect. 6.

2  XML Evolution Architecture

In a previous work, we introduced a general framework for XML evolution that 
comprises five levels, each of which represents a different view of an XML applica-
tion and its evolution [15]. The framework is depicted in Fig. 1. The lowest level, 
called extensional level, represents XML documents. Its parent level, called opera-
tional level, represents operations over XML documents, i.e. XML queries. And the 
level above, called schema level, represents XML schemas that describe the struc-
ture of the XML documents.

In practice, there are usually multiple XML schemas applied in a single XML- 
based application. The schemas might have evolved through time. Considering only 
the three lower levels of the framework in Fig. 1 leads to a separate evolution of 
each affected XML schema which is time-consuming and error-prone. Therefore, 
we introduced two additional levels that allow us to establish and preserve relation-
ships among all parts of the system [15]. These levels follow the MDA principle 
[12] which is based on modeling the problem domain at different levels of abstrac-
tion. The topmost level, called platform-independent level, represents the whole 
problem domain. It consists of a conceptual model that specifies the problem domain 
independently of its representation in the XML formats. The level below it, called 
platform-specific level, represents mappings of the problem domain to particular 
XML formats. For each XML format it comprises a model of mapping of a selected 
part of PIM to XML element and attribute declarations.

The proposed architecture was implemented as a general framework DaemonX 
[4] which focuses on propagation between the data levels (except for the operational 
level) and supports any kind of data format. In this chapter we focus on one of the 
parts of the framework, which is the propagation of changes from XML schemas to 
the respective XML queries.

M. Polák et al.
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3  Models for XML Schema and XPath

The platform-specific model (PSM) of the platform-specific level enables us to specify 
how a part of the reality modeled at the platform-independent level is represented in 
a particular XML schema. In addition, the designer works in a UML-style way 
which is more user-friendly than editing the XML schema. The model we use is 
called XSEM [14].

Fig. 1 Five-level XML evolution architecture

Definition 1

A PSM schema is an 8-tuple  ¢  = (c
¢ , a

¢ , r
¢ , e

¢ , C
 ¢
¢ , content′, class′, 

participant′). c
¢ , a

¢  and r
¢  are sets of classes, attributes and associations, 

respectively. e
¢  is a set of association ends. An association is an ordered pair 

R′ = (E′1, E′2), where E′1, E′2 are different association ends. Any two associa-
tions are disjoint. C

 ¢
¢  ∈ c

¢  is a schema class of  ¢ . Function content′ assigns 
a class C′ with an ordered sequence of all associations with C′ as the parent.

A PSM schema is displayed as a UML class diagram in an ordered tree layout 
which reflects the hierarchical structure of XML data. Note that we omit names, 
types and cardinalities from the definition for simplicity. We do not cover all the 
schema constructs—they are covered in the full definition of our model [14]. An 
actual XML schema can be automatically generated from our PSM schema and vice 
versa. A sample self-explanatory PSM schema is depicted in Fig. 2.

For the purpose of evolution of XPath queries related to XML schemas, there 
must exist a mapping between an XML schema and an XPath query. Since the full 
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XPath syntax is too extensive, we use its subset based on the Positive Core XPath 
[8] with some modifications. Our syntax at the current stage does not consider pred-
icates and we add the operator except to the definition.

       º | / / ( )� � � �  except X A L� ::

 ≡ self child parent descendant ancestor

preceding followin

� � � �
� � gg descendant or self ancestor

or self preceding sibling f

� �
� �

− − −
− − oollowing sibling−

where   denotes location path and   represents an axis. As we can see, the only 
one node test is possible—name test, denoted  .

The original Positive Core XPath definition contains predicates, but it can only 
be used to test for element/attribute occurrence. A query using predicates can be 
rewritten to a query without them and still returns the same result set [3]. This solu-
tion has only one problem—the query is transformed to a complex form not trans-
parent for the designer at the first sight. In the defined syntax, it is also possible to 
use all classical XPath abbreviations for axes, such as “ ∗ ” for all child elements,  
“ ” for the child axis, “. ” for the self axis, “. . ” for the parent axis and “ / / ” for 
/ :: () /descendant or self node- - .

To be able to map XSEM PSM diagram to XPath query, an XPath model must be 
defined. We propose a model that follows ordered tree structure of the XPath query; 

Fig. 2 Sample PSM schema
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it results from the presented syntax and it visualizes its textual representation.  
The components of the model can be divided into two parts—nodes that represent 
nodes in the location path and edges that represent axes. An edge and a node together 
comprise a location step of the XPath query. The model contains the following 
components: 

• Node (E)—representing node test, or name test if name is specified
• Axes child (Lch), descendant (Ld), descendant-or-self (Ldos), parent (Lpa), ancestor 

(La), ancestor-or-self (Laos), following (Lf), following-sibling (Lfs), preceding 
(Lpr), preceding-sibling (Lprs) and self (Ls)

• Expression node (Eex) representing disjunction (denoted by “|”) and except oper-
ators. Its first output edge represents the first part of the expression, the second 
output edge represents the second part of the expression. The third edge repre-
sents the following part of the query in the sense of:(first_expression operator 
second_expression) ∕ third_expression

Nodes and axes are visualized in Fig. 3; an expression node is visualized in 
Fig. 4. In particular, we use the notation we have proposed in [16] and imple-
mented in [4].

Since the XSEM PSM schema has a tree structure and the XPath query follows a 
tree structure, it is straightforward and natural to map XSEM PSM to a location path. 
An example is shown in Fig. 5; its formal definition is provided in [16]. As we can 
see, an axis can intervene not only a single node in the schema tree but also a part of 
a tree. We say that the part of the tree is hit by the location step. When the schema 
evolves, the query is gradually evaluated and the hit parts are compared with the 
previous version. If a difference is discovered, the evolution algorithm is launched. 

Fig. 3 XPath axes and nodes
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4  Evolution Algorithm

Every change in the source XSEM PSM can cause changes in multiple location 
steps of the XPath model. All operations which change the source XSEM PSM 
schema are atomic. We use the subset of operations for query adaptation identified 
in [10] (see Table 1). Naturally, from the atomic operations any composite and more 
user-friendly operations can be created.

Fig. 4 XPath expression node

Fig. 5 Mapping between XSEM and XPath models
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Table 1 Operations for the XSEM model

Operation Description

α(C) Adds a new PSM class C as the root into the XSEM PSM diagram
α(C, Cp) Adds a new PSM class C into XSEM PSM diagram as a child of parent class 

Cp. This operation creates an association A between these classes
ρ(A) Removes a PSM association A from XSEM PSM diagram
ρ(C) Removes a PSM class C from XSEM PSM diagram, s.t. C is a leaf node of 

the schema tree. When a PSM class C is deleted, all associations 
connected to C are deleted too

δ(C, name) Sets a new name to PSM class C
ψ(C, direction) Moves a PSM class C to the left or to the right in the sequence of its siblings
μ(C, Cp) Reconnects a PSM class C as child of PSM class Cp

Table 2 Operations for the XPath model

Operation Description

α(Er o o t) Adds a new root node Er o o t into XPath diagram
α(E, Ep) Adds a new node E into XPath diagram as a child of node Ep

α(L, Ep, Ec h) Adds a new axis edge L between two nodes, child node Ec h 
and parent node Ep

ρ(L) Removes axis edge L from the diagram
ρ(E) Removes node E and all related axis edges
δ(E, name) Sets a new name to node E

Following the set of operations in Table 1, we established similar set of operations 
for the XPath model (see Table 2).

Formally, let Q be the original query over the original schema S, Q′ be the 
adapted query over the evolved schema S′, R = Q(S) be the result set of Q over 
S and R′ = Q′(S′) be the result set of Q′ over S′. Let AOXSEM be an atomic opera-
tion done in an XSEM PSM schema (from Table 1) which should be propagated 
and let O SXPath be a sequence of atomic operations in an XPath model (from 
Table 2) which was generated from AOXSEM to preserve the same results of the 
queries with the original and the new XSEM PSM schema. Then 
R R Q S Q S OS Q AO SXPath XSEM= = = =¢ ¢ ¢( ) ( ) ( )( ( ))  if there exists an appropriate 
propagation algorithm which generates OSXPath.

Due to space limitations, we will use some simplifications. (For full description 
see [16].) We will consider changes with a single class corresponding to element x 
(to be added, deleted, etc.). Also, if not specified otherwise, all considered elements 
are in a sequence element. In all presented situations we suppose that there exists no 
two sibling elements of the same name in S and in S′. In the description we will use 
functions with self-explanatory names, such as parent(), descendant(), absolute_
path_to() and absolute_path_to_previous_sibling().

In the following text we will consider cases when query consistency is violated 
(i.e. R≠R′) and Q′ needs to be adapted accordingly. Since each query can be divided 
into separate location steps, we can consider only one location step of the query Q.
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4.1  Adding

This operation adds an element x as child of an existing element in S. In the current 
location step we consider context element p ∈ S (Table 3).

Table 3 Refinement—adding element x

Axis Description

Ancestor (-or-self),  
parent

Since x can be added only as a child element (see Table 1), adding x 
as ancestor/self/parent of p to the root will be solved  
in another location step

Child If Q p child= */ :: , then Q p child¢ = */ ::  except 
absolute path to x_ _ ( )  (see Example 1)

Note: If x is inserted into choice or when minOccurs of x is 0, then 
Q′ = Q, i.e. no change propagation is needed

Descendant (-or-self) If Q p descendant= */ :: , then Q p descendant¢ = */ / ::  
except absolute path to x_ _ ( ) .

Note: This modification is possible only if there exists no sibling 
element q ∈ S′, s.t. name(q) = name(x). Otherwise, we should use 
function position which in combination with different values of 
minOccurs disallows precise selection of x. Therefore, we 
assume no sibling elements in S and S′ with the same name

If Q p descendant str= / :: , then revalidation is needed only 
when name(x) = s t r

Following (-sibling) If Q p following= */ :: , then Q p following¢ = */ ::  except 
absolute path to x_ _ ( )

Preceding (-sibling) If Q p preceding= */ :: , then Q p preceding¢ = */ ::  except 
absolute path to x_ _ ( )

Self Solved in another location step

Example 1

Consider S in Fig. 6 on the left and XPath model of 
Q vehicle child registration number= */ / :: / _  in Fig. 7 on the left. If ele-
ment motorcycle is added as a child of element vehicle (see Fig. 6 on the 
right), sub- query / / ::vehicle child *  will return all elements including 
 motorcycle. Hence, the location step is updated from child : :  ∗ to  
child : :  ∗ except / /vehicle motorcycle and Q vehicle child¢ = */ / ( ::  except 
/ / )vehicle motorcycle  ∕ registration_number. The model of Q′ is shown in 
Fig. 7 on the right.
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4.2  Removing

This operation removes element x from S. According to Table 1, the removed ele-
ment must be a leaf of the schema tree. If we want to remove whole sub-tree, it can 
be done by its iteration. Let p = parent(x), the particular cases are discussed in 
Table 4.

Fig. 6 Schema example for adding

Fig. 7 Query example for adding

Example 2

Consider S in Fig. 8 on the left and Q Address following= */ / / ::  in Fig. 9 
on the left. If element / / /Purchase Person Address  is removed (Fig. 8 on the 

right), Q is updated as depicted in Fig. 9 on the right.
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4.3  Renaming

Renaming operation changes the name of a selected element x. Change of the name 
can cause a change of the result set R. Possible situations are similar for all axes, so 
we do not provide the respective table. Update of Q must be done only if x is hit by 
the name test. If the location step uses name test with ∗ or element(), no change is 
needed. There are two cases how the change of the name can affect the result of the 
query. Let the new name of x be y, then:

• If more elements are in the result set (R ⊂ R′), the location step must be extended 
with except absolute_path_to_element(y)

• If less elements are in the result set (R′ ⊂ R), the location step must be extended 
with | absolute_path_to_element(y) (see Example 3)

Fig. 8 Schema example for removal

Fig. 9 Query example for removal
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4.4  Reordering

Now we suppose that an element x is in a sequence where the order of elements is 
significant and that element x has at least one sibling. It can be moved only one posi-
tion left or right in one step (see Table 1). Again, its iteration can provide various 
reordering of the whole sequence. Let p o s(x) be the position of x in S within its 
siblings and p o s′(x) be the position of x in S′ within its siblings. Consider elements 
x, y, z, p such that parent x parent y parent z p( ) ( ) ( )= = = , pos y pos x( ) ( )= +1  and 
pos z pos x( ) ( )= -1 . (Due to space limitations we omit the table with all cases.)

Fig. 10 Schema example for renaming

Fig. 11 XPath example for renaming

Example 3

Consider S in Fig. 10 on the left. In the red rectangles there are classes returned 
by Q Address= / /  shown in Fig. 11 on the left. If the name of class 
/ / /Purchase Delivery Address  is changed to Delivery_Address, then 
Q Address¢ = / /  | / / / _Purchase Delivery Delivery Address  depicted in 

Fig. 11 on the right. 
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Fig. 12 Example of reconnection problem—following axis

4.5  Reconnection

For simplicity, we consider that element x can be reconnected only as a child of one of 
its siblings or as a sibling of its parent. Multiple iterations of the operation enable the 
element move to any place in the schema. Let l(x) denote the level of x and l(root) = 0. 
Then x can move to l(x) + 1 or l(x) − 1. Next, we again assume that it is not possible to 
move an element as a child of an element where its child has the same name.

Note that an update of the query after a reconnection in the schema can be done 
with all axes, only if the location step is the last one in the query. If not, it is not 
possible to ensure query consistency in a simple way.

In general, reconnection of an element implies that an axis applied on this ele-
ment can return different result than if they were applied on the element in the origi-
nal position (see Fig. 12 for an example with following axis when element Address 
is moved). The particular location step has to be updated with disjunction of R ∖ R′ 
and exclusion of R′ ∖ R. 

Suppose that element x is moved to another position in the schema tree, i.e. we 
change parent element p of x to element p′. Let q be a parent of element p and r be 
a sibling of x. The particular situations are discussed in Table 5.

5  Proof of the Concept

The full implementation of the proposed approach was incorporated into the 
DaemonX framework [4] (see Sect. 2). (Note that except for Fig. 1, all figures are 
screen shots of the system.) Since there are no existing real-world project that pro-
vide similar abilities, it is not possible to compare our solution and results of others. 
Therefore, queries from XPathMark XPath-TF [7] are used to provide a proof of the 
concept. In addition, since this test set is quite simple, we also created our own more 
complex queries using various axes to test the abilities of the solution.

Firstly, from the test set we selected tests corresponding with our XPath syntax, 
i.e. A1–A11, P1–P11 (rewritten to queries without predicates) and O1, O3, O4. 
Examples of the queries are as follows:
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Table 5 Reconnection—moving an element x

Axis Description

Ancestor If x is moved up, s.t. parent(x) = q, then Q x ancestor= */ ::  is 

updated to Q x ancestor¢ = */ ::  | absolute path to q_ _ ( )
If x is moved down, s.t. parent(x) = r, then Q x ancestor= */ ::  is 

updated to Q x ancestor¢ = */ ::  except absolute path to r_ _ ( )
Ancestor-or-self If x is moved up, s.t. parent(x) = q, then 

Q x ancestor or self= - - */ ::  is updated to 
Q x ancestor or self¢ = - - */ ::  | absolute path to q_ _ ( )

If x is moved down, s.t. parent(x) = r, then 
Q x ancestor or self= - - */ ::  is updated to 
Q x ancestor or self¢ = - - */ ::  except 
absolute path to r_ _ ( )

Child If x is moved up, s.t. parent(x) = q, then Q p child= */ ::  is updated to 

Q p child¢ = */ ::  | absolute_path_t o_element(x)
If x is moved down, s.t. parent(x) = r, then Q p child= */ ::  is updated 

to Q p child¢ = */ ::  | absolute_path_t o_element(x)
If x is moved up, s.t. parent(x) = q, then Q q child= */ ::  is updated to 

Q q child¢ = */ ::  | absolute_path_t o_element(x)
If x is moved down, s.t. parent(x) = r, then Q r child= */ ::  is updated 

to Q r child¢ = */ ::  except absolute_path_t o_element(x)
Descendant  

(-or-self)
If x is moved up, s.t. parent(x) = q, then Q p descendant= */ ::  is 

updated to Q p descendant¢ = */ ::  | absolute_path_t 
o_element(x) ∕ descendant or self- - *::

If x is moved down, s.t. parent(x) = r, then Q p descendant= */ ::  
does not need any update

If x is moved down, s.t. parent(x) = r, then Q r descendant= */ ::  is 
updated to Q r descendant¢ = */ ::  except 
absolute path to element x descendant or self_ _ _ ( ) / ::- - *

Following If Q x following= */ :: , the reconnected element is not x and the 
reconnection is done in the part of the tree hit by the following axis, 
no update is needed

If Q x following= */ ::  and the reconnection of an element y causes 
that it is added into a part of tree hit by the axis (R ⊂ R′), then 
Q x following= */ ::  is updated to Q x following¢ = */ ::  
except 
absolute path to element y descendant or self_ _ _ ( ) / ::- - *

If an element y is moved out from the hit part of the tree (R′ ⊂ R), then 

Q x following= */ ::  is updated to 

Q x following¢ = */ :: | 

absolute path to element y descendant or self_ _ _ ( ) / ::- - *
If the reconnected element is x, the revalidation depends on its position  

of x among siblings. Location paths to the missing elements and 
locations paths to exclude redundant elements must be added

Following-sibling If y is a sibling of x, where p o s(x) < p o s(y), and if y is moved up as a 
sibling of p or down as a child of one of its siblings, then 
Q x following sibling= - */ ::  is updated to 
Q x following sibling¢ = - */ ::  | absolute_path_t o_element(y)

(continued)
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Axis Description

If y is a sibling of p or a child of one of siblings of x and if it is recon-
nected as sibling of x, where p o s(x) < p o s(y), then 
Q x following sibling= - */ ::  is updated to 
Q x following sibling¢ = - */ ::  except absolute_path_t 
o_element(y)

When we reconnected element x, the same situation as in the case of 
following axis occurs

Preceding Symmetric situation to the following axis
Preceding-sibling Symmetric situation to the following- sibling axis
Parent Reconnection of element x in both cases (up or down) causes that 

Q x parent= */ ::  is updated to Q absolute path to p¢ = _ _ ( ) /  
self : :  ∗ except absolute_path_to_element(x) ∕ parent : :  ∗  | x ∕ parent : :  ∗

Self A change of the position of x does not change the result of the query

Table 5 (continued)

   //l/ancestor::* (A5)
  //l/following::* (A9)
  //l/descendant::* (P5)
  //l/preceding-sibling::* (P7)
  //q/following::*/parent::* except //g/

ancestor::* (O1)

All these queries have been applied on the respective schema and then all possi-
ble edit operations (see Table 1) have been tested. All updates are executed correctly 
in all cases.

Secondly, to test the approach on more complex queries, we take XML schema 
of an order from Amazon AWS [2] used for communication with customers by Web 
Services. XSEM PSM model is created from this schema and a set of XPath queries 
utilizing all available axes in various combinations is defined. These queries are 
automatically mapped to the schema by the DaemonX framework. Examples of the 
queries are as follows:

  //RegionDefinition/parent::ExcludedRegions/parent::*
  /Order/ParameterizedUrls/*/*
  //AmazonUpsellPreferences/child::*
  //ShippingRate/following-sibling::*/descendant::*
  //MerchantUpsellItem/Images/preceding-sibling::*
  //ShippingMethods/following::*
  //RegionDefinition/ancestor::*
  //Taxamount/following::Shipping/child::*
  //Images/parent::*/ItemCustomDate/ancestor::Cart

Next, we make various changes in the schema to simulate a designer. After prop-
agation the results of both original and new queries are checked. No limitations are 
found in the evolution process.

All queries and applied changes of the schema can be found at http://www.ksi.
mff.cuni.cz/~mlynkova/daemonx/queryexamples.zip.

XML Query Adaptation as Schema Evolves
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6  Conclusion

The main contribution of our approach is the ability to recognize and analyze changes 
in XML schema and to update related queries respectively. If the revalidation of the 
query is not possible, this situation is reported to the designer. Even though the 
approach is complex and robust, there exists problems that are not covered. First, there 
are cases when the propagation cannot be proceeded and a designer must interfere.  
A natural extension would be to suggest possible “clues” to simplify the process. 
Also, after the changes are made to the queries, it can get into a non- optimized state. 
Hence, an optimization would be a useful extension. And, considering more complex 
issues, other XPath construct can be incorporated to the adaptation process.
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    Abstract     Traditional approaches to software and information systems development 
(ISD) cannot fulfi ll the challenges presented by the complexity inherent in today’s 
dynamic and changing environments. In this study we argue that ISD projects are 
socially complex endeavors and suggest that agile development methods display 
characteristics that justify them as being appropriate for such project environments. 
We suggest that one theory that justifi es the appropriateness of agile methods in 
such contexts is the complex adaptive systems (CAS) theory. We fi rst argue that ISD 
projects can be treated as CAS, and second, we assess the alignment between CAS 
characteristics and agile methods principles. We therefore propose and discuss a 
preliminary conceptual foundation for handling the complexity of ISD projects with 
agile methods. Our future research directions seek to investigate the applicability of 
specifi c agile methods and develop a comprehensive framework that will offer a 
validated theoretical justifi cation of better approaches to manage complex ISD 
projects in practice.  

1         Introduction 

 In recent times ISD projects take place in increasingly turbulent business environ-
ments characterized by unpredictable markets, changing customer requirements, 
pressures of shorter time to deliver, and rapidly advancing technologies [ 5 ,  16 ,  18 ]. 
Many projects are challenged because of lack of user input and incomplete or 
changing requirements. According to Geneca’s [ 10 ] survey, 80 % of the profession-
als working on software or IS projects admit they have to do a considerable amount 
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of rework, mainly because the project is out of sync with the business requirements 
in 78 % of the situations, or requirements are incomplete and fuzzy in 55 % of 
the situations. 

 Recent studies suggest that many ISD projects exhibit a high level of complexity 
and that the dominant management perspectives on such projects are characterized 
by management control, deliberate project design, and planning [ 11 ,  19 ]. In ISD 
environments, complexity can be high and it seems impossible to know the exact 
fi nal state of the system (e.g., requirements, design methods, project cost) whether 
one follows a pure top-down or a bottom-up approach. A top-down ISD methodol-
ogy is therefore unlikely to be successful for a complex ISD environment [ 9 ,  13 ]. 
This situation has encouraged practitioners to develop new adaptive or agile meth-
ods that can handle ISD projects [ 7 ,  17 ]. Practitioners claim that agile approaches 
have the ability to manage changing requirements and priorities when it is impos-
sible to know their exact fi nal state. 

 Despite these claims, the applicability of agile methods to complex ISD projects 
is often considered challenging, because the problem is amplifi ed by the complexity 
of the application domain that is often beyond the experience or expertise of devel-
opers and stakeholders involved [ 16 ]. It is therefore important to further explore 
whether the agile methods are appropriate for complex ISD projects. 

 In this paper, we suggest that one theory that offers an understanding and supports 
the appropriateness of agile methods in such contexts is the complex adaptive sys-
tems (CAS) theory. The main objective of this paper is to shed some preliminary light 
by (1) offering a theoretical foundation that employs CAS to justify the applicability 
of agile methods in complex ISD projects and (2) opening future research directions 
for developing a framework of handling and managing the ISD complexity with agile 
methods. We argue that despite CAS-agile alignment, it is not always appropriate to 
use an off-the-shelf agile method for a complex ISD environment. Therefore, we 
believe it is appropriate to tailor the agile methods to the specifi c characteristics of the 
complex ISD initiatives, hence our future research in this direction. 

 This paper is organized as follows: fi rst, we present a brief overview of CAS 
characteristics. Second we conceptualize ISD projects as CAS. Third, we propose a 
conceptual foundation to justify agile methods in complex ISD projects by mapping 
the CAS characteristics to the agile methods principles. Fourth, we discuss the 
appropriateness of using ASD methods in complex ISD projects. Last, we present 
our conclusions and future research directions.  

2     Characteristics of Complex Adaptive Systems 

 Today  complexity  is a major feature that characterizes the world [ 3 ]. According to 
complexity theory, organizations are dynamic, evolving entities that can be best 
understood as  complex adaptive systems  (CAS). CAS are complex systems that 
consist of many autonomous agents interacting with each other.

  A CAS is a dynamic network of many agents (…) acting in parallel, constantly acting and 
reacting to what other agents are doing. The control of CAS tends to be highly dispersed 
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and decentralized. If there is to be any coherent behavior in the system, it has to arise from 
competition and cooperation among the agents themselves. The overall behavior of the 
system is the result of a huge number of decisions made every moment by many individual 
agents [ 12 ]. 

   CAS is also seen as a  formal theory  that offers suitable lens in assisting research-
ers in their efforts to explain emergent organizational behavior and has gained popu-
larity in recent years. For example, Allen and Varga [ 2 ] explain the coevolution of 
IS with their organizational environments. Englehardt and Simons [ 8 ] suggest that 
CAS offer insights that explain innovation and organizational learning as a transfor-
mation process from individual to organization in which the primary forces are 
self-organization and emergence. Benbya and McKelvey [ 4 ] offer insights for 
dealing with the emergent nature of IS alignment. Vidgen and Wang [ 19 ] propose a 
framework of enablers and inhibitors of agility and emergent capabilities of agile 
teams rooted in CAS. 

 We present in Table  1  the key characteristics of CAS derived from prior litera-
ture, without their full description and explanation due to space limitation. Drawing 

   Table 1    Key characteristics of CAS   

 Characteristics  Description 

 1. Autonomous 
agents 

 Agents are autonomous, subject to simple and localized rules or norms. 
There is no central control; however their behavior is not random 

 2. Rich 
interactions 

 Components/agents engage in interaction. A CAS needs to be 
studied as a complete and interacting whole rather than as 
an assembly of distinct and separate agents 

 3. Feedback 
processes 

 Each agent in CAS reacts to information fl ows. The information 
received is infl uenced by agent’s actions. Such feedback can 
also strengthen or weaken agent’s actions 

 4. Nonlinear 
dynamics 

 Small causes can be amplifi ed into extreme events, generate 
structural changes and organizational evolution (e.g., the butterfl y 
effect). It is impossible to predict the CAS behavior due to the 
nonlinear rich interactions 

 5. Emergent 
behavior 

 Holistic patterns emerge (out of a multiplicity of simple interactions) 
that overlay the individual behavior of agents; bottom-up 
manifestation of order. Small actions of agents can lead 
to unexpected emergent system behavior 

 6. High degree 
of adaptation 

 CAS often react to changes in environment by taking advantages 
of such changes and adapting themselves 

 7. Energy 
exchange 

 Information is energy that serves as an agent of change 
and adaptation. Agents exchange various forms of energy 
with their environment and among themselves 

 8. Self- organization  CAS capability to generate its own new forms from inner interactions, 
rather than imposing it from the outside. New forms may result 
from interactions within the system in response to disruptive events 

 9. Coevolution  CAS coevolve with their environment; changes in environment cause 
changes in their behavior, which in turn causes changes in the 
environment 

 10. Edge of chaos  A state of a balance between control and freedom. The point where 
continuous learning and adaptation are in balance with continuous 
change 
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upon prior literature, we recognize that CAS can support project managers in facili-
tating conditions and embracing processes that promote a more fl exible approach to 
managing projects, based on principles of emergence and self-organization [ 4 ]. We 
therefore argue that CAS characteristics should be recognized in order for project 
managers to identify constraints and opportunities that can infl uence the evolution 
of their ISD developments.

3        Handling ISD Complexity with ASD Methods 

 Our main argument is that developing software and IS projects can be viewed as 
examples of CAS. Specifi cally, ISD projects are heterogeneous socio-technical 
systems that involve a huge range of interactions among large groups of users with 
their own practices trying to address dynamic changes in requirements and response 
time to market pressures. Often in such projects, releases developed by multiple 
teams concurrently developing different parts of the software can be important to 
achieve an edge in the market. It therefore naturally follows to turn our attention to 
CAS when exploring processes in ISD projects. Table  2  captures the nature of such 
projects and the fact they exhibit the main characteristics of CAS.

   Table 2    ISD projects displaying CAS characteristics   

 CAS characteristics  ISD projects characteristics 

 1. Autonomous 
agents 

 Team members have their own autonomy but they follow the rules 
and norms of the development team/project 

 2. Rich interactions  People in development teams work and interact with each other 
 3. Feedback 

processes 
 Development teams rely upon peoples’ previous experience when 

making decisions. These decisions in turn infl uence future actions 
 4. Nonlinear 

dynamics 
 Predictability in ISD is very diffi cult. Although traditional methodolo-

gies have a big plan developed upfront, in practice, the plan 
changes as the development progresses. Small errors may cause 
major problems or even stop the project 

 5. Emergent 
behavior 

 Each person in the development team knows some part of the project. 
The team communicating and collaborating can lead to unexpected 
results sometime 

 6. High degree of 
adaptation 

 Development team needs to react to environment changes, e.g., new 
requirements, technology, or team change 

 7. Energy exchange  People communicate and exchange information inside and outside the 
development team 

 8. Self-organization  Often new teams or groups organize ad hoc to address an emergent 
situation 

 9. Coevolution  Business evolves and the development team is forced to capture the 
evolutionary changes 

 10. Edge of chaos  It is hard to develop a system in full order and strictly adhering to the 
initial plan. This might limit the team creativity to address 
unexpected situations. But it is almost impossible to create systems 
in full chaos. Therefore there is a need for the right balance 
between planning/control and freedom/fl exibility in such projects 
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3.1       Shortcomings of Traditional ISD Methods 

 Traditional software lifecycle development methodologies (i.e., top-down, water-
fall) grew out of a need to manage and control large-scale projects to deliver results. 
A common criticism of traditional methodologies is that by the time the software is 
delivered, the users no longer need the functionality being developed [ 15 ]. 
Traditional methodologies emphasize planning, predictability (i.e., one has to plan 
every last detail), and top-down linear development cycles (e.g., business require-
ments led to analysis which led to design which in turn led to development). They 
inherit a planed approach that relies on task breakdown and stability, i.e., signed off 
requirements, analysis, and lock-in design. This rigidity was also emphasized by a 
tendency towards compliance as a means of project compliance and control. 

 While traditional methodologies have worked and are still working for some 
organizations, for others these methodologies only added cost and complexity while 
providing a false sense of security by exhaustively planning, measuring, and con-
trolling the projects. Such approaches are unable to deal with the complexity and 
change that occur in today’s project environments, and nowadays more and more 
organizations are increasingly deploying Agile Software Development (ASD) 
methods for projects of various sizes [ 16 ].  

3.2     The Promise of Agile (ASD) Methods 

 Industry and research community have witnessed a period of change in the way 
software and IS development are approached in terms of globalization, technologi-
cal innovation, meeting changing demands, and the evolution of new concepts dis-
played by the agile methods [ 7 ]. The technical community developed the Agile 
Software Development (ASD) methods, such as Extreme Programming, Adaptive 
Software Development, Scrum, and Crystal, in response to their frustrations with 
traditional rigid top-down management and the negative impact on their productiv-
ity and lack of successful deliverables. 

 The Agile Manifesto [ 1 ] provides twelve  principles  that qualitatively character-
ize agile development environment. Due to space limitation we only list these prin-
ciples: (1) early and continuous delivery, (2) welcome change, (3) frequently 
delivery, (4) collaborative work, (5) motivate individuals, (6) face-to-face conversa-
tion, (7) working software, (8) sustainable development, (9) enhance agility, (10) 
simplicity, (11) self-organizing teams, and (12) refl ection and tuning. Further expla-
nations and details of these principles are found on Agile Manifesto Website and 
will be addressed in Sect.  4  of this chapter. 

 While agile methods are effective in small and medium contexts, complex ISD 
projects often require discipline and planning to ensure their overall success [ 16 ]. 
Notwithstanding the positive implications, ASD methods created in the context of 
small and medium non-life-critical project environments are often considered 
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challenging to be adopted in larger and more complex adaptive situations [ 14 ,  16 ]. 
We challenge this view and therefore suggest that CAS theory is an appropriate 
theoretical foundation that can help us explain why ASD methods are suitable for 
complex ISD environments.  

3.3     Mapping CAS Characteristics to Agile Methods Principles 

 To demonstrate the appropriateness of agile methods to complex projects, we now 
map the ASD methods principles to CAS characteristics. Some of the CAS charac-
teristics are captured explicitly, while others implicitly. For example, feedback, 
energy information exchange, and adaptability are at the roots of agile methods. 

 Derived from our analysis of both CAS and agile methods, we now present a 
typology for mapping and capturing their alignment and synergies. Note that the 
comparison and analysis of CAS characteristics and specifi c agile methods, such as 
XP, SCRUM, etc., are beyond the scope of this paper and will be part of our future 
empirical investigation. The mapping of CAS characteristics and agile methods 
principles (see Table  3 ) gives us a strong reason to argue that we can use the CAS 
theory to justify and understand the need for ASD methods in complex ISD 
environments.

   Table 3    Mapping CAS characteristics to ASD methods principles   

 CAS characteristics  Corresponding agile methods principles 

 1. Autonomous agents  4. Collaborative work 
 5. Motivate individuals 
 8. Sustainable development 

 2. Rich interactions  4. Collaborative work 
 6. Face-to-face conversation 
 8. Sustainable development 

 3. Feedback processes  12. Refl ection and tuning 
 4. Nonlinear dynamics  11. Self-organizing team 
 5. Emergent behavior  1. Early and continuous delivery 

 2. Welcome change 
 7. Working software 
 9. Enhance agility 

 6. High degree of adaptation  1. Early and continuous delivery 
 2. Welcome change 
 3. Frequently delivery 

 7. Energy exchange  6. Face-to-face conversation 
 11. Self-organizing team 

 8. Self-organization  11. Self-organizing team 
 9. Coevolution  2. Welcome change 

 4. Collaborative work 
 8. Sustainable development 

 10. Edge of chaos  4. Collaborative work 
 5. Motivate individuals 
 11. Self-organizing team 

C. Raduescu and A.Q. Gill



423

   As a result of this mapping, we propose a conceptual foundation to justify the use 
of agility for handling a CAS-type project environment. Specifi cally, we argue that 
complex ISD projects could be managed piece by piece with various agile methods, 
that is, decomposing them into small projects or iterations with known require-
ments. Because agile methods are successful in small-scale projects and there is 
growing recognition that the lack of agility makes it more diffi cult to make changes 
that accommodate the evolving nature of requirements [ 16 ], we suggest that ISD 
projects should start small and incrementally grow and integrate the small pieces 
together.   

4      Discussion 

 To support our conceptual foundation, below we discuss the appropriateness of 
using ASD methods in complex ISD initiatives. Specifi cally, our discussion refers 
to CAS characteristics inherent in complex ISD projects. 

4.1     Autonomous Agents 

 Cockburn [ 6 ] defi nes the core of ASD methods as “the use of light-but-suffi cient 
rules of project behavior and the use of human-and communication-oriented rules.” 
By contrast, in CAS agents follow simple rules, but their rich interactions lead to 
complex emerging behavior. In ASD methods critical to success is collaboration 
and giving teams a level of autonomy to quickly adapt solutions to changing situa-
tions. Because people are one of the most important success factor, recognizing 
individuals’ skills, motivating them, and placing value on their autonomy are funda-
mental in agile practices. An agile team structure is not hierarchal, and its focus is 
to facilitate as opposed to command. Thus, ASD methods offer enough fl exibility 
and autonomy that can enhance the creativity, responsibility, and success rate for 
developing complex systems, without compromises.  

4.2     Rich Interactions 

 In ASD methods business people and developers must work together on a regular 
basis throughout the project. Frequent face-to-face interactions and collaborative 
work are extremely popular and productive in agile environments. Teamwork and 
collaboration form the basis for rich interactions and cooperation among developers. 
For example, requirements can be clarifi ed on a daily basis with the entire project 
team, rather than working on once upon agreed lengthy document often misunder-
stood or not really used in traditional methods in practice. In complex projects, the 
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team faces emerging requirements that can be factored into the development 
schedule as appropriate to ensure the right product is delivered, in other words a 
sustainable development. If projects of any size are to succeed, there is a need to 
support ongoing collaboration and face-to-face interactions, that is, creating an 
agile environment.  

4.3     Feedback Processes 

 ASD methods enable developers to be more fl exible and responsive to changing 
environments [ 16 ]. A complex large project can therefore be developed, managed, 
and delivered in time-boxed (approx. 2–4 weeks) short cycles or functionality- 
bound small increments (e.g., small number of features per iteration). Every itera-
tion can be viewed as an opportunity for the team to get feedback and guidance from 
customers and how to ensure the system is delivered on time. Because feedback 
loops are the norm in ASD methods, we believe such methods can reduce the risk 
of failure for more complex ISD projects.  

4.4     Nonlinear Dynamics and Emergent Behavior 

 Despite being criticized by lacking control, ASD methods offer some control over 
unpredictability by using the benefi ts of adaptability. In order to control the unpre-
dictability encountered in complex projects, focus should be on iterative, incremen-
tal, and adaptive development. Since ASD methods are about that, complex project 
development, management, and delivery should be addressed in short iterations 
spread out over a period of time as opposed to a big bang. In CAS, emergent behav-
ior is expressed as the result of rich interactions of agents being connected and 
working in alignment with each others. This connectivity is manifested in agile 
methods through teamwork and collaboration, incremental deliveries, and managing 
the changing nature of requirements.  

4.5     High Degree of Adaptation 

 Agile teams react continuously to environment changes by early and continuous 
deliveries. An agile team works hard to keep the structure of software fl exible, so 
that when requirements change, the impact to the system is minimal. The ability to 
respond to change often determines the success or failure of an IS project. When 
plans are built, it is important to make sure that they are fl exible and ready to adapt 
to changes in both business and technology. As the team gains knowledge about the 
system and as the customers gain knowledge about their needs, certain tasks on the 

C. Raduescu and A.Q. Gill



425

plan will become unnecessary, other will be discovered and need to be added. 
ASD methods are therefore suitable for large-scale projects that cannot be 
planned very far into the future because they exhibit a high degree of change and 
need adaptation.  

4.6     Energy Exchange 

 In ASD methods, the most effi cient and effective method of communicating 
information to and within a development team is face-to-face conversation. For an 
agile team, information must be open and fl owing. Likewise, in CAS, information 
fl ow is the lifeblood of change and adaptation. But traditional ISD methods have 
prevented openness because of fear it may lead to chaos. By contrast, in agile world, 
information is free, e.g., visible documentation, status track, and team wikis, placing 
teams within close proximity of each other to enhance the exchange between sub-
ject matter experts and development team. Consequently, ASD methods promote 
the open access to information.  

4.7     Self-Organization 

 In ASD environments, the best architectures, requirements, and designs emerge 
from self-organizing teams. An agile team is by defi nition a self-organizing team. 
Responsibilities are not handed to individual team members from the outside but 
rather are communicated to the team as a whole. For example, each team member 
can select their focus according to the characteristics of a module they develop, 
without losing the tune with the whole project. The team then determines the best 
way to manage and fulfi ll the responsibilities. This relies upon development team 
autonomy, derived from self-organization.  

4.8     Coevolution 

 The development team and system coevolve as the project progresses. An agile 
approach focuses on iterative, incremental, and adaptive development. ASD meth-
ods welcome changing requirements even at later stages of development. Agile 
processes harness change to deliver customer’s competitive advantage. At regular 
intervals, the team refl ects on how to become more effective, then tunes and adjusts 
its behavior accordingly. An agile team knows that its environment is continuously 
changing and knows that it must change with that environment to remain agile. 
Consequently, a better way to manage the change is to use agile teams that continually 
adjust their organization, rules, conventions, and relationships.  
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4.9     Edge of Chaos 

 The edge of chaos is a state where the development team works with maximum 
effi ciency. Explicit rules in traditional ISD methods seem to inhibit creativity. By 
contrast, motivation, collaboration, self-organization, and visibility in ASD methods 
can provide a rich and rewarding experience for teams to develop better quality 
software. In ASD methods, the best design emerges from interactions and commu-
nication as opposed to a prescriptive solution. Governing and managing agile envi-
ronments require a balance of freedom and control. In a review of agile case studies, 
the authors suggest that a mix of agile and traditional methods can be used to create 
a hybrid method that tackles the complexity of the domain and adapts agile methods 
to more complex situations. Therefore, it is possible to adopt a partially agile and 
partially traditional approach (e.g., somewhere in the middle of top-bottom and 
bottom-up approaches) in order to keep things under control and yet be agile at the 
same time, that is, to be at the edge of chaos.   

5     Conclusion and Future Research Directions 

 The ISD projects occurring in today’s ever changing environments continue to be 
challenged or even fail. Driven by our quest to theoretically investigate and offer 
practical guidance on managing ISD projects, in this paper, we use CAS as our 
analytical lens to theoretically justify the need for employing ASD methods during 
the development of complex software or IS. 

 Our main objective was to propose a conceptual foundation towards a framework 
for handling complexity of ISD projects with agile methods. We based our argu-
ments on the alignment between theoretically derived CAS characteristics and agile 
methods principles derived from practice. Guided by the low applicability of ASD 
methods to complex and adaptive environments, we proposed and discussed a 
CAS-based foundation that offers the theoretical justifi cation of employing agile 
methods in complex ISD projects. This is a preliminary step towards a more com-
prehensive framework that will contribute to both theory and practice. Despite its 
limitations as a conceptual work, rather than an empirical validated study, this paper 
presents a number of future research opportunities related to CAS, agile methods, 
and ISD alignment. 

 First, we intend to validate and use our conceptual foundation as the lens to ana-
lyze a number of well-known agile methods, such as XP and SCRUM, and test their 
applicability within a CAS environment. Second, we plan to explore the key char-
acteristics of complexity in ISD projects and identify the suitability of specifi c agile 
methods in specifi c ISD projects and situations. Third, given the emphasis of 
people factor, we seek to investigate how agile methods and processes can manage 
the rich interactions and resource allocations when a large number of developers 
are involved. Fourth, after completion of these analyses, we aim to develop an 
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overall theoretical and practical framework that will provide specifi c guidance to 
current practitioners on what agile methods could work in what type of complex 
ISD situations.     
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    Abstract     Unlike imperative models, the specifi cation of business process (BP) 
properties in a declarative way allows the user to specify  what  has to be done instead 
of having to specify  how  it has to be done, thereby facilitating the human work 
involved, avoiding failures, and obtaining a better optimization. Frequently, there 
are several enactment plans related to a specifi c declarative model, each one 
presenting specifi c values for different objective functions, e.g., overall completion 
time. As a major contribution of this work, we propose a method for the automatic 
generation of optimized BP enactment plans from declarative specifi cations. The 
proposed method is based on a constraint-based approach for planning and schedul-
ing the BP activities. These optimized plans can then be used for different purposes 
like simulation, time prediction, recommendations, and generation of optimized BP 
models. Moreover, a tool-supported method, called OptBPPlanner, has been imple-
mented to demonstrate the feasibility of our approach. Furthermore, the proposed 
method is validated through a range of test models of varying complexity.  

1         Introduction 

 Nowadays, there exists an increasing interest in aligning information systems in a 
process-oriented way as well as in the effective management of business processes 
(BPs, i.e., sets of activities which are performed in coordination in an organization 
to achieve a business goal) [ 1 ]. BP management (BPM) supports BPs using 
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methods, techniques, and software to design, enact, control, and analyze operational 
processes involving humans, organizations, applications, and other sources of 
information [ 2 ]. Typically, the traditional BPM life cycle [ 1 ] includes several 
phases, i.e., process design and analysis, system confi guration, process enactment, 
and evaluation [ 1 ]. 

 The quality of a BP design is essential for BP improvement, which has been 
ranked as the number one priority for top management by the 2010 Gartner survey 
[ 3 ]. When using an imperative approach, however, there are lots of manual work 
involved since the modelling expert has to describe exactly  how  it should be done. 
The usage of declarative processes, in turn, allows the user to specify  what  has to be 
done instead of  how , thereby facilitating the human work involved and avoiding 
failures. There are frequently different ways to execute a declarative model in such 
a way that all constraints are fulfi lled. The different execution alternatives, however, 
can vary signifi cantly in how well different performance objective functions such as 
the overall completion time can be optimized. Thus, from the declarative process 
specifi cation, optimized BP enactment plans can be automatically generated, which 
can greatly improve the overall BPM life cycle [ 1 ]. Specifi cally, these plans can be 
used, among others, for (1) simulation [ 4 ]; (2) time prediction [ 5 ], both improving 
the BP design and analysis phase; (3) recommendations [ 6 ], assisting users during 
process enactment; and (4) the generation of optimized BP models [ 7 ,  8 ], facilitating 
the human work which is involved in the BP design and analysis phase (cf. Sect.  5.1 ), 
which are innovative and interesting topics to be addressed nowadays. The main 
novelties of our approach regarding existing BP proposals are that our proposal (1) 
considers optimization and (2) deals with resource allocation. 

 In this work, we propose a tool-supported method, named OptBPPlanner, 1  for 
the automatic generation of optimized BP enactment plans from declarative process 
specifi cations to optimize the overall completion time. In this way, our proposal 
facilitates the work of the modelling expert since she only needs to specify the  what  
and let our approach to decide the  how . For this, activities to be executed need to be 
selected and ordered (planning problem [ 9 ]) considering both control fl ow and 
resource constraints (scheduling problem [ 10 ]) imposed by the declarative specifi -
cation. For planning and scheduling (P&S) the activities such that the process objec-
tive function is optimized, a constraint-based approach is proposed. Moreover, the 
proposed approach has been validated through an empirical evaluation considering 
different test models of varying complexity (cf. Sect.  4 ). 

 This paper is organized as follows: Sect.  2  introduces background; Sect.  3  
includes an overview of the proposed method including the associated tool support; 
Sect.  4  shows some experimental results; Sect.  5  presents a critical discussion of the 
advantages, drawbacks, and some applications of our proposal; Sect.  6  summarizes 
related work; and fi nally, Sect.  7  includes some conclusions and future work.  

1   A web-based application for the generation of optimized BP enactment plans from ConDec-R 
specifi cations can be accessed at  http://regula.lsi.us.es/OptBPPlanner . 
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2          Background 

 We use the declarative language ConDec [ 11 ] as basis to specify constraint-based 
BP models (cf. Def. 1), since it allows the specifi cation of BP activities together 
with the constraints which must be satisfi ed for correct BP enactment and for the 
goal to be achieved. 

 Constraints can be added to a ConDec model to restrict the desired behavior 
(cf. [ 11 ]). ConDec templates, i.e., parameterized graphical representation of con-
straints, are grouped into:

    1.    Existence templates: unary relations concerning the number of times one activity 
is executed, e.g.,  exactly ( N ,A) specifi es that A must be executed exactly  N  times.   

   2.    Relation templates: positive binary relations used to establish what should be 
executed, e.g.,  precedence (A,B) specifi es that before any execution of activity B 
at least one execution of activity A must have been done.   

   3.    Negation templates: negative relations used to forbid the execution of activities 
in specifi c situations, e.g.,  notCoexistence (A,B) specifi es that if B is executed, 
then A cannot be executed, and vice versa.    

   Defi nition 1 

 A constraint-based process model  S  = (A,  C  BP ) consists of a set of activities A and a 
set of constraints  C  BP  limiting execution behaviors. For each activity  a  ϵ A, resource 
constraints can be specifi ed by associating a role with that activity. The activities of 
a constraint-based process model can be executed arbitrarily often if not restricted 
by any constraints.  

 On the other hand, the area of scheduling [ 10 ] includes problems in which it is 
necessary to determine an enactment plan for a set of activities related by temporal 
constraints. Moreover, the execution of all activities requires the use of limited 
capacity resources. In general, the goal consists of fi nding a feasible plan which 
satisfi es both temporal and resource constraints, optimizing certain objective func-
tions (e.g., minimization of the overall completion time). In a wider perspective, in 
planning [ 9 ], the activities to be executed are not established a priori, hence it is 
necessary to select them from a set of alternatives and to establish an ordering. 

 In a related way, constraint programming (CP, i.e., a software technology for 
modelling and solving problems by using constraints to relate variables) supplies a 
suitable framework for dealing with P&S problems [ 12 ]. To solve a problem through 
CP, it needs to be modelled as a constraint satisfaction problem (CSP, cf. Def. 2). 

  Defi nition 2 

 A  CSP   P  = ( V ,  D ,  C  CSP ) is composed of a set of variables  V , a domain of values  D  for 
each variable in  V , and a set of constraints  C  CSP  between variables, so that each con-
straint represents a relation between a subset of variables and specifi es the allowed 
combinations of values for these variables.  
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 A  solution  to a CSP consists of assigning values to CSP variables, being feasible 
when the assignments satisfy all the constraints. In CP, global constraints can be 
defi ned to improve the modelling of the problems. Similar to CSPs, constraint opti-
mization problems (COPs, cf. Def. 3) require solutions that optimize certain objec-
tive functions. 

  Defi nition 3 

 A  COP  Po = ( V ,  D ,  C  CSP , OF) is a CSP which also includes an objective function, 
OF, to be optimized.  

 Several mechanisms are available for solving CSPs and COPs, e.g., complete 
search algorithm, i.e., performing a complete exploration which is based on all pos-
sible combinations of assignments of values to the CSP variables. Regardless of the 
used search method, the global constraints can be implemented through fi ltering 
rules (i.e., rules responsible for removing values which do not belong to any solu-
tion) to effi ciently handle the constraints in the search for solutions.  

3      Method for Generating Optimized Enactment Plans 

 In our approach, two steps can be differentiated: (1) creating a declarative process 
specifi cation (cf. Fig.  1a ) and (2) generating optimized BP enactment plans (cf. 
Fig.  1b, c ).

    Creating declarative process specifi cations . In a fi rst step, a declarative specifi -
cation covering the control fl ow, the resource perspective, and the estimates of the 
BP to be supported is created. As stated, we use the constraint-based language 
ConDec (cf. Sect.  2 ) as basis. To plan and schedule the process activities, our pro-
posal extends the ConDec specifi cation by considering (1) estimations for the dura-
tion and the role of the required resource of the BP activities and (2) resource 
availabilities, resulting in a ConDec-R process model (cf. Def. 4). These estimates 
can be obtained by interviewing business experts or by analyzing past process 
executions. 

  Defi nition 4 

 A  ConDec-R process model  CR = (Acts,  C  BP , Res) related to a constraint-based 
process model  S  = (A,  C  BP ) (cf. Def. 1) is composed of a set of extended BP activities 
Acts, which contains tuples ( a , role, dur) which includes for each BP activity  a  ϵ A 
the role of the required resource (i.e., role) and the estimated duration (i.e., dur); a 
set of ConDec constraints  C  BP ; and a set of available resources Res which is 
composed of tuples (role, #role) which includes for each role (i.e., role) the number 
#role of available resources.  

 To develop the OptBPPlanner tool, we have extended Declare [ 13 ], which is a 
workflow management system that can be used to specify ConDec models. 
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The proposed extension allows the specifi cation of ConDec-R models by including 
(1) duration and required resource for each BP activity and (2) number of available 
resources. Figure  1a  shows a simple ConDec-R model (created using the aforemen-
tioned extension) (cf. Def. 4) where: Acts = {(A,R1,6), (B,R1,2), (C,R2,3), 
(D,R1,2)};  C  BP  = { exactly (1,A),  exactly (2,B),  succession (A,B),  response (A,B), 
 negate-response (B,C),  precedence (C,D)}; and  Res =  {(R1,2), (R2,2)}. 

  Generating of optimized BP enactment plans . In our proposal, optimized BP 
enactment plans are generated by applying a constraint-based approach for P&S the 
BP activities, taking the ConDec-R specifi cation into account. In the proposed 
constraint- based approach, BP activities are modelled as repeated activities (cf. Def. 
5), which are sequences of optional scheduling activities (cf. Def. 6). This is required 
since each execution of a BP activity is considered as one single activity which 
needs to be allocated to a specifi c resource and temporarily placed in the enactment 
plan, i.e., stating values for its start and end times. 

  Defi nition 5 

 A repeated activity ra = ( r , dur, nt) is a BP activity which can be executed several 
times. It is composed by  r , which represents the role of the required resource, the 
estimated duration dur, and a CSP variable nt which specifi es the number of times 
the BP activity is executed.  

 For each repeated activity, nt MAX  2  scheduling activities exist, which are added to 
the CSP problem specifi cation, apart from including a variable nt. 

  Defi nition 6 

 A scheduling activity sa = (st, et, res, sel) represents a specifi c execution of a repeated 
activity, where st and et are CSP variables indicating the start and the end times of 
the activity execution, respectively, res is a CSP variable representing the resource 
used for the execution, and sel is a CSP variable indicating whether or not the sched-
uling activity is selected to be executed .   

 Moreover, to improve the modelling of the problems and to effi ciently handle the 
constraints in the search for solutions, our constraint-based proposal includes a 
global constraint implemented through a fi ltering rule (cf. Sect.  2 ) for each 
ConDec-R template (cf. Fig.  1b ). For a detailed description of these fi ltering rules, 
see [ 14 ]. In this way, the ConDec-R process model CR = (Acts,  C  BP , Res) (cf. Def. 4, 
Fig.  1a ) is translated into a COP Po = ( V ,  D ,  C  CSP , OF) (cf. Def. 2, Fig.  1b ) where:

    1.     V  = {nt( a )| a  ∈ Acts} ∪ {st( a   i  ), et( a   i  ), sel( a   i  ), res( a   i  )| i  ∈ [1 … nt( a )],  a  ∈ Acts} ∪ OC
T. OCT is a CSP variable which represents the overall completion time, 3  i.e., 
OCT = max   a  ∈ Acts (et( a  nt( a ) ))   

2   nt MAX  represents the maximum value of the initial domain of nt (cf. Fig.  1b ). 
3   The overall completion time is the time needed to complete all process instances which were 
planned for a certain period. 

A. Jiménez et al.



435

   2.     D  is composed of the domains of each CSP variable. The domain [0…2] is used 
for nt since 2 is the maximum cardinality for the BP activities (established by exis-
tence relations in the constraint-based model). The domain [0…26] is used for et 
and st since 26 would be the completion time if all the scheduling activities were 
serially executed taking the maximum cardinality for the BP activities into account.   

   3.     C  CSP  is composed of the global constraints related to  C  BP  together with the 
constraints which are inherent to the proposed model:

•    ∀  a  ∈ Acts, ∀  i  : 1 ≤  i  ≤ nt( a ) : et( a   i  ) ≤ st( a   i  + 1 ) (i.e., a specifi c execution of a 
repeated activity precedes the next execution of the same activity).  

•   ∀  a  ∈ Acts, ∀  i  : 1 ≤  i  ≤ nt( a ) : sel( a   i  ) = nt( a   i  + 1 ) ≥  i  (i.e., the nt variable of the 
repeated activity is directly related to the sel variable of this associated sched-
uling activity).      

   4.    OF = OCT.    

  For the current approach, to solve the constraint-based problems, the COMET 
system [ 15 ] is used, since it is able to generate high-quality solutions for highly 
constrained problems in an effi cient way. This system provides a scheduling module 
that offers high-level constraint modelling and search abstraction, both specifi c to 
scheduling. The COP related to the ConDec-R specifi cation is considered as a 
scheduling problem (cf. Fig.  1b ) to take advantage of the effi cient COMET mecha-
nisms and high-level modelling. The optimized BP enactment plan is then created 
from the CSP solution (cf. Fig.  1c ) and is composed of (1) the number of times each 
BP activity is executed, (2) the start and the completion times for each activity 
execution, and (3) the resource which is used for each activity execution. The gener-
ated enactment plans can be graphically represented by a Gantt chart [ 16 ] (cf. 
Fig.  1c ) 4 . This chart illustrates the activity schedules and allows users to understand 
the solution at a glance. Moreover, the relations between executions of activities are 
depicted in the Gantt chart due to the ConDec-R constraints of the model (e.g., the 
relation between the fi rst execution of  D  and the fi rst execution of the  C  is due to the 
constraint  precedence ( C , D )). 

 Since the generation of optimal plans for these types of problems presents NP 
complexity [ 17 ], it is not possible to ensure the optimality of the generated plans for 
all cases. The developed constraint-based approach, however, allows solving the 
considered problems in an effi cient way, as demonstrated in Sect.  4 .  

4        Empirical Evaluation 

 To evaluate the suitability of our proposal, a controlled experiment is conducted. 

  Purpose : The purpose of the empirical evaluation is to analyze our proposal in the 
generation of optimized BP enactment plans from ConDec-R models. 

4   The generated Gantt chart of Fig.  1c  groups activities by roles, e.g., the  Execution1  of D is per-
formed by the  Resource 1  of the  Role R2 . The rest of activities are performed by  Role R1 . 
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  Objects : Different ConDec models are generated by considering correctness and 
representativeness. Consequently, we require the test models to be of medium size 
(i.e., including 5–15 BP activities which can be executed {15, 30, 60} times 5 ) and 
comprise all three types of ConDec templates (cf. Sect.  2 , cf. Fig.  2 ): (1) Model 5A 
includes 5 BP activities and few constraints, (2) Model 5B extends the Model 5A by 
including more constraints, (3) Model 10A includes 10 BP activities and few con-
straints, (4) Model 10B extends the Model 10A by including more constraints, (5) 
Model 15A includes 15 BP activities and few constraints, and (6) Model 15B 
extends the Model 15A by including more constraints. Moreover, in the case of 
 existence  constraints, a value for label  N  is established. In addition, different dura-
tions and required resources for each BP activity are considered, since these aspects 
have a great infl uence in the complexity of the search of optimal solutions. 
Specifi cally, 30 instances for each problem are randomly generated by varying 
activity durations between 1 and 40 and the role required between R1 and R2. In 
addition, two available resources for R1 and R2 are considered.

   Furthermore, different time limits for the search algorithm are considered to 
show the applicability in scenarios with different response time requirements. 6  

  Independent Variables : For the empirical evaluation, (1) M, i.e., the generic ConDec 
model, with the values {M5A, M5B, M10A, M10B, M15A, M15B}; (2) TL, i.e., 
the time limit (seconds) to fi nd an optimal solution, with the values {5, 50, 300}; 
and (3)  N , i.e., the value for the label  N  of the  existence  constraints in the models, 
with the values {15, 30, 60} are considered. 

5   These values are considered to analyze the behavior of our proposal when dealing with problems 
of different size, i.e., with different number of repetitions of certain activities. 
6   The set of problems which are used are available at  http://regula.lsi.us.es/ISD12/EV.zip . 
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  Response Variables : The suitability of our approach is tested regarding (1) the aver-
age value of the objective function which is obtained (i.e., OCT), (2) the average 
percentage of optimal solutions which are found (i.e., %Opt), and (3) the average 
time for getting the optimal solution, considering the cases in which an optimal 
solution is found (i.e., Topt). 

  Experimental Design : 540 instances are generated by considering different values 
for  M  (6 values),  N  (3 values), and the random generation of durations and required 
resources (30 problem instances). For each instance a complete search (cf. Sect.  2 ) 
is executed to optimize the OCT considering the three different values of TL. The 
response variables are then calculated by considering the average values of the 30 
problem instances. 

  Experimental Execution : The constraint-based search algorithm is run on an Intel(R) 
Xeon(R) CPU E5530, 2.4 GHz, 8 GB memory, running Debian 6.0.3. The system 
COMET [ 15 ] is used to solve the developed constraint-based problems. 

  Experimental Result and Data Analysis : Table  1  shows for each problem (specifi ed 
by  M ,  N , and TL), the average values of the response variables (i.e., OCT, %Opt, and 
Topt) for the 30 problem instances. In addition, the number of scheduling activities 
(cf. Def. 6) which are executed (i.e., Nact) are shown for each pair 〈 M,N 〉.

   As expected, %Opt decreases as the number of BP activities and/or scheduling 
activities increases (i.e., complexity of the problem). As TL increases %Opt increases 
and OCT decreases but not as signifi cantly since the best values of OCT are achieved 

   Table 1    Average values related to the experimental executions   

 Indep. var.  Resp. var. (TL = 5)  Resp. var. (TL = 50)  Resp. var. (TL = 300) 

  M    N   Nact  OCT  %Opt  Topt  OCT  %Opt  Topt  OCT  %Opt  Topt 

 M5A  15  17  334.8  100.0  0.28  334.8  100.0  0.28  334.8  100.0  0.28 
 M5A  30  32  728.1  83.3  1.70  728.1  100.0  2.77  728.1  100.0  2.77 
 M5A  60  62  1,478.7  93.3  0.69  1,478.7  93.3  20.00  1,478.7  93.3  20.00 
 M5B  15  33  600.6  100.0  0.08  600.6  100.0  0.08  600.6  100.0  0.08 
 M5B  30  63  1,477.0  100.0  0.29  1,477  100.0  0.29  1,477.0  100.0  0.29 
 M5B  60  123  2,626.0  100.0  2.30  2,626  100.0  2.30  2,626.0  100.0  2.30 
 M10A  15  34  471.4  40.0  0.41  471.4  43.3  2.38  471.4  50.0  14.71 
 M10A  30  64  894.4  50.0  1.28  894.4  50.0  1.28  894.4  50.0  1.28 
 M10A  60  124  1,698.7  6.7  3.47  1,698.7  36.7  16.53  1,698.7  43.3  35.34 
 M10B  15  66  789.3  33.3  0.15  788.8  33.3  0.15  788.8  36.7  8.48 
 M10B  30  126  1,495.0  40.0  0.70  1,494.2  43.3  2.52  1,494.2  43.3  2.52 
 M10B  60  246  2,896.5  16.7  3.83  2,895.1  16.7  3.83  2,894.2  16.7  3.83 
 M15A  15  52  563.6  13.3  0.28  563.6  13.3  0.28  563.2  13.3  0.28 
 M15A  30  97  1,027.2  16.7  2.08  1,027.2  16.7  2.08  1,027.2  20.0  32.29 
 M15A  60  187  2,016.0  6.7  4.43  2,016.0  23.3  16.51  2,016.0  23.3  16.51 
 M15B  15  99  1,071.4  13.3  0.95  1,070.9  13.3  0.95  1,070.6  20.0  45.55 
 M15B  30  189  1,879.7  40.0  1.70  1,875.8  43.3  4.25  1,875.8  43.3  4.25 
 M15B  60  369  3,972.0  0  –  3,934.5  20.0  11.19  3,923.7  23.3  36.94 
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in a short time but it was not possible to ensure their optimality. Moreover, Topt 
increases as the complexity of the problems increases. In general, experimental 
results show that despite NP complexity of the considered problems, the values for 
the percentage of optimal solutions found and for the average time for getting opti-
mums are quite good for small- and medium-sized problems (between 17 and 189 
scheduling activities 7 ). Hence, the approach becomes suitable for run- time applica-
tions (e.g., recommendations) and for scenarios where high quality is required.  

5      Discussion 

 One advantage of our proposal is that the optimized BP enactment plans are gener-
ated by P&S all BP activities, allowing for a global optimization of the objective 
function. Moreover, the generation of the optimized plans is carried out through a 
constraint-based approach, which is suitable for modelling and solving P&S prob-
lems [ 12 ]. In addition, this approach allows modelling the considered problems in 
an easy way, since the considered specifi cations are based on high-level constraints. 
Furthermore, BPs are specifi ed in a declarative way, which facilitates the human 
work involved and avoids failures [ 18 ]. Moreover, our approach, as extension of 
other similar works, considers the resource perspective besides the control-fl ow per-
spective; hence greater optimization can be obtained. 

 On the other hand, the proposed approach presents some drawbacks. First, the 
most important limitations are the assumptions that are made, i.e., the optimized 
plans are generated by considering estimated values for activity durations and 
resource availabilities; hence our proposal is only appropriate for processes for 
which the duration of the activities and resource availabilities can be estimated. 
However, to consider deviations in the estimates, the optimized plans can be 
updated—if necessary—through replanning, allowing to react to changes in a quick 
and fl exible way. Secondly, the business analysts must deal with a not standard 
language for the specifi cation of BPs, therefore a period of training is required. 
Moreover, the considered declarative specifi cations deal with both control-fl ow and 
resource perspectives, but do not consider the data perspective. It is intended to con-
sider this aspect in future works. In our proposal we focus on the minimization of 
overall completion time. However, it can be easily extended to consider further 
objectives, such as cost. 

5.1      Applications of Optimized BP Enactment Plans 

  Simulation : Simulation of BPs can be effectively used for analyzing processes and 
for improving BP models. BP simulation presents a “fast-forward” view on a 

7   Note that getting the optimum for scheduling problems of 189 activities can entail a great com-
plexity. In fact, there are many scheduling benchmarks of smaller size for which their optimal 
values are not even known. 
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current BP, so that the generated simulation models can accurately refl ect the 
real- world process of interest. One interesting application of BP simulation is to 
identify unbalances between the resources required for executing a particular 
process and the available resources [ 19 ]. Moreover, the effects of alternative 
resource schedules can be investigated. Our proposal can be used in  what-if  sce-
narios to evaluate the impact of changing something in the declarative BP. For 
example, in Fig.  1a , if we reduce the resource availability of B to 1, the generated 
plan is still valid (i.e., we can do the same considering fewer resources); however, if 
we reduce R1 to 1, A, B, and C cannot be executed in parallel, then the enactment 
plan changes. Thus, the results can be studied to analyze and to enhance the current 
BP model (process design and analysis phase of BPM life cycle [ 1 ]). 

  Time Prediction : There are many scenarios where it is useful to have reliable time 
predictions [ 5 ]. In the current approach, the generated optimized BP enactment 
plans can be used for this purpose since time information is available based on the 
estimated durations of the activities. For a given process instance state, the expected 
completion time for the instance and activities can be calculated by taking the end 
time of the remaining activities of the optimized plan into account. In this way, the 
BP enactment plans of the BP model can be used for predicting the completion time 
of running instances and activities, and hence improving the process design and 
analysis phase of BPM life cycle [ 1 ]. 

  Recommendations : The application of BP enactment plan for generating recom-
mendations is detailed in a previous work [ 6 ]. In the current dynamic business 
world, the economic success of an enterprise increasingly depends on its ability to 
react to changes in its environment in a quick and fl exible way [ 20 ]. Therefore, fl ex-
ible BPM systems are required to allow companies to rapidly adjust their BPs to 
changes in the environment [ 21 ]. In general, increasing fl exibility in BPM systems 
tends to result in decreased user support [ 22 ] requiring more experienced users. 
Typically, given a certain partial trace users can choose from several enabled activi-
ties (i.e., activities whose execution does not violate any constraint or only lead to 
temporary violations [ 23 ]) which activity to execute next. This selection, however, 
can be quite challenging since objective functions of the process should be consid-
ered, and users often do not have an understanding of the overall process. Moreover, 
optimization of objective functions requires that resource capacities are considered. 
Therefore, recommendation support is needed during BP execution, especially for 
inexperienced users. As an application of the generated optimized BP enactment 
plans, recommendations which assists users during process enactment to optimize 
objective functions of the processes can be generated, hence enhancing the process 
enactment phase of BPM life cycle [ 1 ]. 

  The Generation of Optimized BP Models : BP models are usually defi ned manually 
by business analysts through imperative languages. To this end, the analysts must 
deal with several aspects, such as resource allocation, activity properties, the rela-
tions between them, and, in most cases, even the optimization of several objectives. 
Therefore, the manual specifi cation of BP models can form a very complex 
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problem, can consume a great quantity of time and human resources, may cause 
some failures, and may lead to non-optimized models. To overcome these problems, 
taking the information of the optimized BP enactment plans and the constraints of 
the declarative BP model into account, BP models can be generated, therefore 
improving process design and analysis phase of BPM life cycle [ 1 ].   

6      Related Work 

 There exist some proposals which could be used to generate optimized enactment 
plans for BPs from constraint-based specifi cations. Specifi cally [ 24 ] proposes the 
generation of an automaton from constraint-based specifi cations based on linear 
temporal logic (LTL) which represents exactly all traces that satisfy the LTL formu-
las. When extending this approach by including estimates, the overall completion 
time of all the traces could then be calculated (e.g., [ 5 ]). However, the big disadvan-
tage following such an approach would be that it comes to a state explosion since all 
the LTL formulas have to be concatenated to build a big automaton [ 24 ], and, unlike 
the proposed approach, no heuristic has been used. In a similar way, CLIMB [ 25 ] 
could be used to generate quality traces from declarative specifi cations and calcu-
late its completion time. Then, the best traces could be selected. Unlike the proposed 
approach [ 25 ], does neither consider optimality nor resource availabilities. 
Therefore, this would only cover the planning part of the current proposal, but not 
the scheduling aspects addressed by our approach. 

 There are additionally some proposals related to generating imperative BP 
models [ 7 ,  8 ,  26 ], giving recommendations [ 27 ], simulation, [ 28 ] and time predic-
tion [ 5 ]. However, unlike in our proposal, the process optimization and the resource 
allocation are not considered.  

7      Conclusions and Future Work 

 As a major contribution of this work, we propose a method for the automatic gen-
eration of optimized BP enactment plans from declarative specifi cations which 
assists users during different stages of the BPM life cycle, i.e., BP design and 
analysis and enactment stages, to optimize objective functions of the processes (i.e., 
minimization of overall completion time). The proposed method is based on a 
constraint- based approach for planning and scheduling the BP activities and consid-
ers both the control fl ow and the resource perspective. To demonstrate the feasibility 
of our approach, a tool, called OptBPPlanner, has been implemented. As for future 
work, it is intended to extend the proposed approach by considering further objec-
tive functions. Moreover, we will explore various constraint-based solving tech-
niques and analyze their suitability for the generation of optimized plans.     
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    Abstract     The paper analyses the problem of class generalisation from the 
 non- traditional point of view—class life cycles. Model of class life cycle represents 
a process-oriented view on the class which is not usual in the fi eld of conceptual 
modelling. This paper focuses on the problem of modelling life cycles of generic 
classes when there is a need to model several life cycles, valid at the same time. The 
paper shows that this problem is rooted in the natural contradiction of object- and 
process-oriented approach to modelling following from the fact that these two basic 
approaches are based on mutually contradicting primary types of hierarchical 
abstraction. The paper also shows that this problem is closely connected with the 
“problem of confl icting identities” in generalisation trees discussed on the border of 
the conceptual modelling and ontology engineering fi elds.  

1         Introduction: Historical Background 

 The latest development of the  enterprise architecture  methodologies is strongly 
infl uenced by the need for modelling the real-world aspects of an enterprise as a 
universal base for the further design. The basic technique for modelling the real 
world, representing the basic approach to the analytical thinking in the fi eld of 
informatics, is the  conceptual modelling . The concept “conceptual” has been fi rstly 
used in the area of data modelling. It expresses the fact that the database should 
describe the essential characteristics of the real world: objects and their mutual 
 relationships. This origin is still visible in common understanding of the adjective 
“conceptual” in the sense of modelling with the Unifi ed Modelling Language [ 10 ]: 
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Craig Larman [ 8 ] describes conceptual modelling such as the following: classes 
represent concepts from the real-world domain, binary associations describe rela-
tionships between two concepts, and the concepts can have attributes but no opera-
tions. Cris Kobryn [ 6 ] speaks about “structural model” which shows the static 
structure of the system: the entities that exist, internal structure, and relationships to 
other entities. Roni Weisman [ 12 ] uses the term “conceptual system model” and 
distinguishes three types of objects: entity (objects which hold the system’s data), 
boundary object (interface objects which directly interact with the external world—
actors), and control object (objects which manage the system operations). Although 
there are various approaches to the conceptual modelling in object-oriented meth-
ods, each of them reduces the conceptual model (represented by the class diagram) 
to the model of objects and relationships between them, represented by their attri-
butes but not by their methods. This reduction is present even in Weisman’s approach 
(see above) where only “entities” represent the real-world objects while “control 
object” expresses rather the behaviour of the “system”. The common understanding 
of the term “conceptual” thus tends to be the synonym for “static”. 

 However, such an approach contrasts with the basic principle and the main con-
tribution of the object-oriented paradigm—unity of data and operations. This prin-
ciple evokes the idea that it is necessary to model not only static aspects of the real 
world but also its dynamics. Thus, not only attributes but also relevant object’s 
operations together with their essential time consequences should be regarded as a 
property of the real world. Such description of the essential dynamics of the object 
is usually called the object’s life cycle. 

 The interest in object life cycles originated in the historical context of business 
process modelling in the early 1990s. According to Kappel and Schrefl  [ 5 ],  an 
object life cycle is a model that captures allowed states and state transitions for a 
particular object type . A common means for modelling life cycles of objects is a 
non-deterministic fi nite state machine. The UML contains for this purpose the state 
chart (state machine) diagram. Other UML diagrams for description of dynamics 
(activity diagram, sequence diagram, objects interaction diagram) are also usable 
but not so suitable for this purpose because they are not so closely and explicitly 
connected with the class diagram as a crucial diagram for the conceptual modelling 
(see the further argumentation below). 

 The historical context of the business process modelling, mentioned above, also 
brought the general, still persisting, erroneous impression that business processes 
can be modelled via life cycles of participating objects. Küster et al. [ 7 ] clearly 
identifi ed the substantial difference between an object life cycle and a business pro-
cess formulating the set of rules for “generation of a compliant business process 
model from given object life cycles”. Although this approach views the business 
process too mechanically, almost as a mechanical consequence of business rules 
expressed by object life cycles, the identifi ed difference is a very signifi cant shift in 
the perception of essence of object life cycles. 

 The motivation for modelling life cycles of classes presented in this paper comes 
from the methodology for information modelling of organisations [ 9 ]. This method-
ology is based on systematic work with two parallel model dimensions, conceptual 
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(object oriented) and behavioural (process oriented), and distinguishes between the 
two main types of processes which are to be described in order to fully defi ne the 
nature of the real world:

•    Business (intentional) processes  
•   Life cycle (non-intentional, substantial) processes    

 The  business process  always represents some intention, expresses the way of 
achieving some goal, and has some products, and it is typical expression of the 
human will. 

 On the other hand, the  life cycle of an object  has no goal, nor product; it is rather 
the expression of the objective necessity, usually called business rules. Objects are 
typically taking different roles in different processes giving them the context (real- 
world rules), while business process typically combines different objects giving 
them the specifi c meaning (roles of actors, products, etc.). 

 As it follows from the previous paragraph, the objects life cycles cannot be 
regarded as business processes but rather as a  description of business rules in a pro-
cess manner . The presented methodology uses for the modelling objects life cycles 
the state chart from the UML which is, according to the UML metamodel [ 11 ], prin-
cipally connected with the class diagram via the concepts of class, method, and some 
others. This connection is also well visible in the Business Substance Metamodel 
from the Business System Metamodel [ 1 ] as a part of the OpenSoul Methodology 
where the UML metamodel is extended with the concepts of class state, class life 
cycle step, and class life cycle which address exactly this methodical consequence. 

 The example in Fig.  1  illustrates the state chart describing the life cycle of the 
object  order  as a complement to the class diagram which describes the context of 

  Fig. 1    Life cycle of the class       
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this object. All methods of the conceptual object should be ordered into one 
 algorithm which defi nes the “conceptual meaning” of each method as its place in 
the process of the object’s life.

    Generalisation —a natural way of building the hierarchy of concepts—is one of 
the most signifi cant concepts in the fi eld of conceptual modelling. This way of 
organising concepts is also used as a basic tool for the top-down process of the 
analysis of concepts. On the higher level of abstraction, we work with global—
generic concepts and their general associations, then on more detailed level we can 
analyse detailed—more specifi c types of previously analysed concepts and their 
specifi c relationships. Generalisation as an essential way of building hierarchies of 
concepts forms the roots of conceptual (alias “object oriented”) modelling lan-
guages. In the UML the generalisation occurs as one of basic principles hidden in 
the so-called principle of inheritance. 

 Combining the above discussed need for modelling the dynamics of objects 
together with the importance of generalisation as a natural way of building the hier-
archy of concepts, we can formulate the crucial question:  how to model life cycles 
of generic classes ? 

 In the following text, we will discuss the problem of generalisation of classes 
from a non-traditional (class life cycles) point of view. We will focus on the problem 
of modelling life cycles of generic classes when there is a need to model the life of 
the generic class together with the life of its specifi c subtype at the same time. This 
problem is rooted in the natural contradiction of object- and process-oriented 
approach to modelling following from the fact that these two basic approaches are 
based on mutually contradicting primary types of hierarchical abstraction. We also 
show that this problem is closely connected with the “problem of confl icting identi-
ties” in generalisation trees discussed in several works in the fi elds of conceptual 
modelling as well as ontology engineering. 

 In the fi rst section, we will pay attention to the problem of using generalisation 
in conceptual models. We will formulate the problem of modelling life cycles of 
different concepts representing the same object in the generalisation tree, and we 
show that this problem has the common root with the language insuffi ciencies dis-
cussed before. In the last section, we will summarise previous sections and formu-
late basic conclusions.  

2     Generalisation from the System Versus Process 
Point of View 

 Generalisation as a principal way of hierarchical classifi cation of concepts is widely 
used in the conceptual modelling based on modal logics. Giancarlo Guizzardi [ 3 ] 
convincingly shows the necessity of the classifi cation of different types of speciali-
sation of concepts which occurs especially in the case of subtypes of the so-called 
<<phase>> type (see the example in Fig.  2 ). The problem is that the particular 
instance of the class  customer  can be over time of different subtypes  potential , 
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 active ,  passive , and  former  staying the same individual. Thus, these subtypes do 
not represent different instances of the class  customer  but rather different states 
(phases) of the same instance. Guizzardi also notes that the same problem is 
addressed by Heller and Herre in [ 4 ] who, in generalisations, distinguish between 
abstract substances called  persistents  and so-called presentials which represent 
momentary states.

   In this example we pragmatically reduce our universe of discourse ignoring the 
general fact that the  customer  is rather the role of some general concept (person for 
instance) instead of the standalone kind as it is regarded here. In our real world, the 
 customer  is a substantial primary concept and we do not analyse its general super- 
classifi cations as it is not relevant there. 

 Figure  2  shows the nonconfl icting multiple specialisation of the concept 
  customer . From the point of view of the natural evolution of general  customer , it is 
important to distinguish among its particular phases  potential ,  active ,  passive , and 
 former  which the  customer  generally can pass over time. Nevertheless, it is also 
important to distinguish between two general types of  customer :  physical person  
and  corporation , simultaneously. As the second classifi cation ( corporation / physical 
person ) is not transitive, i.e. the particular instance of customer cannot transit from 
one type to another during its life, there is no danger of possible confl ict of this clas-
sifi cation with the fi rst one (evolution phases of  customer ). Both classifi cations can 
exist simultaneously without mutual interference because they are independent in 
principle. The mechanism of evolution of a  customer  is exactly the same whether it 
is a  physical person  or  corporation , and  customer  is either  physical person  or  cor-
poration  no matter in which evolution stage it is. 

 If there is a need for time dependent—<< phase >> specialisation of a class—it 
can be supposed that there is also a need for detailed description of general condi-
tions and circumstances for the transitions between its particular phases. Such 

  Fig. 2    Ontologically correct multiple specialisation of the class customer       
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description can be done as a so-called life cycle of a class where above mentioned 
conditions and other general circumstances are described as a process of possible 
transitions among identifi ed states of a class. 

 While modelling life cycles of both generic classes and their specifi c subtypes, 
we always need to handle the following problem: we should express the common 
structure expressing both generalisation and aggregation. This problem is also 
addressed by Ebert and Engels in [ 2 ] where they pointed to the need to reconcile the 
conceptual modelling with modelling of life cycles in the case of generic objects. It 
is rooted in the natural contradiction of object- and process-oriented approach to 
modelling. This contradiction follows from the fact that each of these two basic 
approaches have a different primary type of hierarchical abstraction. In the object- 
oriented approach, hierarchy means primarily generalisation; while in the process- 
oriented approach to modelling, hierarchy means primarily aggregation. As these 
two basic types of hierarchical abstraction are mutually exclusive (the hierarchy can 
express either generalisation or aggregation), object- and process-oriented approach 
to modelling are in principal contradiction. Practically, this means that it is impos-
sible to express all crucial process aspects of a reality by means of objects only 
(alias to model processes as objects and their relationships) as well as it is impos-
sible to express all crucial object aspects of a reality just by means of processes 
(alias to model objects as processes and their successions). 

 In the object-oriented approach, the generalisation exists as a principle (so-called 
inheritance principle), and the second possible type of hierarchical abstraction—the 
aggregation plays the role of just a specifi c type of relationships of objects. In the 
process-oriented approach, the aggregation exists as a principle (the rule that “any 
activity as a part of a process can be taken as a standalone process on a deeper level 
of detail”), and generalisation plays a secondary role of just a specifi c kind of rela-
tionships of different, mutually exclusive, activities. Above discussed facts mean 
that to express the life cycles of both generic and specifi c classes of the same gener-
alisation tree we have to describe the generalisation tree as a set (i.e. aggregation 
tree) of processes. 

 Figure  3  describes the life cycle of the generic class  customer  from Fig.  2 . 
According to the methodology, each phase—specifi c subtype of the generic class—
is represented by the specifi c state of its life cycle. The life cycle thus describes the 
general process of the class metamorphosis from one subtype to the others.

   The example in Fig.  3  specifi es the general mechanism of possible changes of the 
states (alias subtypes) of the object  customer . Each transition between states has its 
reason (real-world event) and is performed by the action which belongs to the class 
(class method). 

 If needed, it is possible to describe also specifi c structure of the life of the object 
in the specifi c state as it is illustrated in Fig.  4 . This allows expressing the generali-
sation structure of concepts as an aggregation of life cycles. Nevertheless, the very 
important fact, and the fatal condition of this situation, is that the whole generalisa-
tion is of the << phase >> type (i.e. all subtypes are of this type of specialisation).
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  Fig. 3    Life cycle of the generic class customer       

  Fig. 4    Life cycle of the specifi c—active—type of the generic customer       
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   The second crucial problem connected with describing life cycles of generic 
object classes occurs in the case of multiple << phase >> generalisation trees for the 
same class. Such situation is illustrated by the example in Fig.  5 .

   In this situation there is the additional valid life cycle of the same class customer 
besides the life cycle described in Fig.  3 . This additional life cycle is described in 
Fig.  6 . The problem is that these two life cycles must be valid at the same time as it 

  Fig. 5    Confl icting “phase” specialisations of the class customer       

  Fig. 6    Life cycle of the class customer from the importance point of view       
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belongs to the real-life situation like the example illustrates. There are specifi c com-
binations of specifi c states of different types for the same object. At the particular 
moment, just one specifi c combination is valid.

   The model in Fig.  7  expresses a virtually suffi cient solution of the problem of 
confl icting “phase” specialisations of the class  customer  from Fig.  5 . Both classifi ca-
tion structures are combined in the Cartesian product and the result is one specifi c 
subtype for each combination of each two possibilities. From the global point of 
view (represented by the class diagram), it seems that the problem is no more exist-
ing; the only structure of the subtypes naturally prevents any possible confl ict of 
identity, and the completeness is guaranteed by the combination of all possibilities.

   The problem connected with the specialisation in Fig.  7  is that it is principally 
impossible to express exactly all combined phases as the states of one single life 
cycle (i.e. in one common state chart). Although from the system point of view 
(class diagram), each combination of states looks real, when we look at these com-
bined states regarding the factor of time, we can realise that:

    (a)    Some combinations cannot exist in reality because they do not make sense (e.g. 
if there is a rule that the customer without an order cannot be  VIP , the subtypes 
 Passive VIP  as well as  Potential VIP  are not real).   

   (b)    Some combined states represent rather an aggregation of really elementary 
states of this type (from the time point of view) than a single state (i.e. in a 
single moment). This fact causes the possible situation where different states 
can exist at the same time. For example, the states  Former VIP  and  Former 
Regular  cannot be clearly distinguished as this single customer could be several 
times VIP and several times regular in history. If the states cannot be clearly 
distinguished it is impossible to express their ordering on the time line. Such a 
situation usually signals that there are more different objects which the states 
belong to; thus, it is not possible to describe these states as elements of the 
single algorithm (life cycle).    

  While the problem (a) is not critical because it can be easily solved by omitting 
non-relevant states, the problem (b) is fatal. It is a proof that the solution of the 
confl ict of phases via the Cartesian product of the possible phase combinations is 
principally wrong. 

 The correct solution of the confl ict of phases from Fig.  7  is described in Fig.  8 . It 
is necessary to respect the fact that these two << phase >> specialisations ( potential , 
 active ,  passive ,  former  versus  regular ,  VIP ) are independent in principle and cannot 

  Fig. 7    Possible solution of the confl ict of phases via the Cartesian product of possible phases       
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thus be combined. Therefore, we introduce abstract concepts  activity  and  impor-
tance  which represent two different points of view which are, in fact, represented by 
these two independent classifi cations. Each new generic concept represents the part 
of the super-concept  customer  from its point of view.

   For this general-methodical solution of the problem of multiple << phase >> gen-
eralisation trees, we introduce a new type of abstract class << viewpoint >> existing 
under following rules:

    (a)    << viewpoint >> must be an abstract generic class representing specialisation 
tree of the << phase >> type.   

   (b)    << viewpoint >> class never represents the real object.   
   (c)    << viewpoint >> must be a part of an aggregation structure. This aggregation 

represents an abstract class which is a generic concept representing all phases 
of all its components, and which:

•    Cannot be of the <<phase>> type  
•   Always represents the real object       

  The purpose of this methodological construction is to allow expressing two cru-
cial facts:

•    The abstract class which is a head of the structure (the concept  customer  in the 
example) is specifi ed with multiple life cycles which are mutually independent.  

•   All the specifi ed life cycles of the class are valid at the same time.    

 This way the problem is defi nitely solved. Each of the both life cycles is guaran-
teed valid (independently of the second one), and both are valid at the same time as 
it is warranted by the aggregation of both viewpoints.  

  Fig. 8    Generally correct solution of the confl ict of phases with << viewpoint >> decomposition       
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3     Summary and Conclusion 

 In this paper we have discussed the problem of modelling life cycles of generic 
classes. We have identifi ed two basic types of problems which can occur:

•    The problem of aggregated life cycles if there is a need to model the life of the 
generic class together with the life of its specifi c subtype at the same time  

•   The problem of multiple << phase >> generalisation trees for the same class if 
there is a need to model the life of the generic class from different points of view 
which all are valid at the same time    

 We have shown that both crucial problems have a common root—the natural 
contradiction of two basic types of hierarchical abstraction. This root manifests 
itself also in the way of solution of both above stated problems: in both cases the 
solution lies in the use of the combination of both abstraction types together. 

 The general conclusion made from this paper is as follows: generalisation, unlike 
the aggregation, leads to the need to principally distinguish between the meta- 
concepts “object” and “concept”. This difference is not always primarily visible at 
the global level (i.e. at the level of the system of objects). Nevertheless, it is well 
visible at the detail level (i.e. at the level of the object life cycle) especially in two 
basic situations   :

•    In the situation where it is a need for expressing the life cycle of the generic 
concept together with the life cycles of its specifi c subtypes  

•   In the situation where it is a need for expressing several different and mutually 
incompatible life cycles valid for the same class at the same time    

 This fact can be used as an additional and “physical” reason for distinguishing 
between the above mentioned types of generic objects. Consequently, it can be used 
as a proof of the general validity of the need for distinguishing between substantial 
and temporally dependent types of generalisation.     
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    Abstract     The emergence and widespread adoption of agile methodologies is often 
explained by the need to improve time management in Information Systems 
Development (ISD). Indeed, a growing body of evidence supports the view that 
agile methodologies are an effective means of delivering productivity gains through 
time savings. That is to say, agile methodologies can be used to increase speed and 
effi ciency in ISD projects. In addition, lightweight agile methodologies are designed, 
by defi nition, to minimise wastes in the design and delivery of Information Systems 
and can therefore be used to support sustainability in IS projects (cf. Schmidt et al. 
Towards a procedural model for sustainable information systems management, 
IEEE, pp 1–10, 2009). However, the impact of agile methodologies on ISD project 
outcomes is less clear. In addressing this question, this research-in-progress paper 
uses a combination of existing literature and empirical data to construct a concep-
tual framework to explain how three different temporal aspects of agile methodolo-
gies (time pressure, polychronicity and periodicity) impact upon decision quality, 
thereby affecting ISD project outcomes. It is envisaged that this framework will be 
used to shed light on how agile methodologies impact upon project effectiveness or 
velocity, which is defi ned in this context as movement in the “right” direction.  

1         Introduction 

   The only reason for time is so that everything doesn’t happen at once—Albert Einstein 

   Time is an inherent quality of human life [ 19 ]. All human knowledge and under-
standing is fundamentally shaped by the temporal nature of our being in this world. 
For thousands of years, philosophers and scientists have engaged in active debate on 
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the nature of time, our experience of time and its association with causality ([ 19 ], 
p. 327). Heidegger ([ 20 ], p. 437) asks “does  time  itself reveal itself as the horizon of 
 being ?” The notion of time pervades everyday language: “time is of the essence”, 
“timing is everything”, something can be “just in time” and “a stitch in time saves 
nine”. In work situations, we try to “save time” or not “waste time”: “time is money” 
and we are “on the clock”. Yet time remains an abstract notion [ 25 ]: it is a “hidden 
dimension” [ 10 ,  18 ] and remains one of the most elusive concepts related to work 
[ 8 ,  32 ,  40 ,  43 ,  45 ]. 

 Contemporary Western culture is characterised by a pervasive desire to maxi-
mise the temporal ordering and synchronisation of activities that dates back to 
Taylor’s famous Time and Motion studies [ 40 ]. In this context, time is primarily 
viewed as an objective, chronological [ 43 ] and material commodity that is scarce, 
valuable, homogenous, linear and divisible [ 42 ]. In today’s increasingly high-veloc-
ity business environment, effective time management is incredibly important. As a 
result, there is renewed interest in the subjects of time and timing in organisational 
studies (cf. [ 2 ,  40 ,  42 ]). 

 Nevertheless, an overwhelming proportion of projects are delayed beyond 
estimated completion time in most industries [ 49 ]. This is problematic given that 
project outcomes are typically judged on whether time deadlines are met [ 43 ]. In 
Information Systems Development (ISD), projects have consistently been plagued 
by delays and late deliveries [ 1 ,  4 ,  6 ,  49 ,  50 ]. In response to this problem, contem-
porary systems development methodologies (e.g. Agile and/or Lean methods) are 
designed to avoid cumbersome and time-consuming processes that elongate the 
development process [ 16 ,  17 ] and have been shown to deliver tangible cost/time 
savings to organisations [ 16 ]. In particular, lightweight agile methodologies are 
argued to represent an opportunity to support sustainability in IS projects as they are 
designed, by defi nition, to minimise wastes in the design and delivery of Information 
Systems (cf. [ 47 ]). Yet whilst time savings are a key feature of agile methods, very 
little research has explored the temporal dynamics of software development in gen-
eral [ 36 ] or agile software development in particular. 

 This research-in-progress paper uses a combination of existing literature and 
empirical data to construct a conceptual framework to explain how three different 
temporal aspects of agile methodologies (time pressure, polychronicity and period-
icity) impact upon decision quality, thereby affecting ISD project outcomes. It is 
envisaged that this framework will be used to shed light on how agile methodologies 
impact upon project effectiveness or velocity, which is defi ned in this context as 
movement in the “right” direction.  

2     Managing Time in ISD 

 In the main, IS development is thought to be “essentially programmable” and is 
commonly viewed from a “software factory” perspective [ 37 ]. Thus, time man-
agement is typically based on mechanistic project management techniques (such 
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as PERT), where time is primarily perceived as measurable clock time 
(Nandhakumar 1999), and productivity is measured in “lines of code per person 
month” (e.g. [ 6 ]). 

 Yet IS development projects appear to have been poorly served by traditional 
time management techniques. This is evidenced by frequent late delivery prob-
lems in the software industry [ 44 ] and the fact that an overwhelming proportion of 
ISD projects are delayed beyond estimated completion time [ 1 ,  49 – 51 ]. 

 This phenomenon is at least partly explained by considering the complexity of 
temporal dynamics in ISD projects. It is, for example, well established that time 
units are not homogenous: segments of time are not necessarily equivalent [ 28 ]. In 
iterative projects, for example, progress tends to accelerate across iterations as 
teams gain experience of projects and of each other (stabilise). Similarly, different 
individuals tend to expend time at different rates in accordance with skill and expe-
rience levels. Thus, Nandhakumar ([ 38 ], p. 257) reports that ISD team members’ 
work is marked by a fl ux of interwoven activities and multiple temporalities:

  Team members’ work was marked by signifi cant changes of pace in which periods of relative 
inactivity, such as waiting for a colleague to become available to complete some joint task, 
were matched by intensive efforts as deadlines for projects approached… many different 
activities were competing for team members’ limited time resources and had to be fi tted 
into, and interwoven with, the stream of their other activities… there were many interrup-
tions to team members’ work… [and] team members were often simultaneously engaged in 
several different ‘projects… switch[ing] between different activities during the day… 

   In light of these observations, McLeod and Doolin [ 34 ] suggest that it is appro-
priate to adopt Markus and Robey’s [ 31 ] “emergent process” perspective on IS 
development, viewing it as a “dynamic, multi-dimensional process, in which a 
development outcome emerges unpredictably from complex and reciprocal interac-
tions between people and technology within an organisational context”. 

 In today’s software industry, excessive budget and schedule compression have 
become the norm [ 36 ]. This serves to exacerbate already signifi cant time manage-
ment problems in ISD. Further, the need for short cycle development has become 
more pressing with the advent of Internet Time [ 4 ]. 

 The emergence and widespread adoption of agile methodologies [ 9 ,  48 ] is at 
least partly explained by the need to improve time management in ISD: one of the 
main aims and purported benefi ts of Agile Systems Development methodologies is 
that they deliver productivity gains through time savings [ 5 ]. In fact, the concept of 
agile software development has become more or less synonymous with short cycle 
time development [ 4 ,  53 ]. As a result, ISD project outcomes are most often judged 
on whether deadlines are met (Sarkar and Sarkar 2004). 

 Despite these assertions, there remains a paucity of research on the temporal 
dynamics ISD in general [ 36 ] and ASD in particular. Indeed, Sanders [ 45 ] indicates 
that “in more cases than not, time is a silent visitor” in IS research (p. iii). Thus, there 
is very little to challenge the dominant perspective of time that permeates existing 
literature on ISD. This research-in-progress is designed to address this gap.  
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3     The Temporal Dynamics of Agile Systems Development 

 This section identifi es three arguments in favour of investigating the temporal 
dynamics of ASD. First, the concept of agility is inextricably bound up with a 
number of related temporal concepts such as speed, velocity and fl exibility. It is 
well understood that speed refers to rapidity of movement and that velocity refers, 
more specifi cally, to speed in a given direction. However, agility also relates to the 
concept of fl exibility or the capacity to “adapt within a given time frame” [ 9 ]. 1  

 Thus, agile methods are inherently temporal in nature: agile methods call for the 
creation of organic, fl exible and empowered teams, who work in close collaboration 
with customers over a series of rapid development iterations. ASD teams work 
under extreme time pressure to deliver working software in short iterations [ 16 ,  17 ] 
with frequent, short-term decisions [ 13 ]. In this context, high-speed release cycles 
signifi cantly compress development time frames [ 4 ]. 

 From this perspective, the introduction of agile methods in ISD is seen to typify 
a phenomenon known as “temporal structuring”, whereby people (re)produce (and 
occasionally change) temporal structures to orient their ongoing activities (cf. [ 40 ]). 
In particular, the project iteration can be viewed as a deliberate attempt to displace 
well-established Western views of linear time with more circadian rhythms. In 
Scrum, for example, software is developed incrementally in a series of short devel-
opment phases, called “sprints” where teams initially prioritise and then freeze 
tasks at the start of each sprint [ 4 ]. Similarly, projects based on extreme program-
ming are divided into sequences of self-contained, 1–3-week iterations [ 4 ]. 

 Finally, Kumar and Motwani [ 27 ] indicates that a variety of techniques have 
been used to deliver signifi cant time compression in the context of agile manufac-
turing (e.g. concurrent engineering, group technology principles (e.g. variant pro-
cess planning), design for manufacturability and assembly, design and process 
optimization through Taguchi methods). Taken together, this arsenal of techniques 
well illustrates Hassard’s ([ 19 ], p. 342) argument that synchronisation, sequence 
and rate are critical factors when we want to distribute time so that activities con-
sume it in the most effi cient manner ([ 19 ], p. 342). An investigation of the temporal 
dynamics of ASD may reveal new insights in relation to the application of these and 
other techniques in software supply chains. 

 In order to facilitate the development of a nuanced understanding of the role of 
temporal dynamics of ASD, this study adopts a decision-making lens in order to 
investigate the impact of the temporal dynamics of ASD on project outcomes. This 
is also an opportunistic approach as it represents an opportunity to address repeated 
calls for research on decision-making in agile setting [ 13 ,  33 ,  56 ].  

1   Volberda (cited in [ 9 ]) observes that fl exibility measurable in terms of absolute speed of change; 
one must instead take into account both time taken to adapt to change and the variety of that 
change. 
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4     Building a Conceptual Framework 

 The purpose of this section is to develop a conceptual framework of the temporal 
parameters that have a bearing on decision-making in the context of ASD. This 
framework is based on a multidisciplinary review of literature and is informed by a 
semi-structured focus group that was carried out in December, 2011, to probe scrum 
master issues. This focus group was attended by seven scrum masters (representing 
three companies) and six researchers (including the focus group chair). The session 
focused on three focal areas: Issues, Recommendations and Resolutions, and fl ip 
charts and audio recordings were made to capture proceedings. 

4.1     Time Pressure in Agile Decision-Making: Need for Speed 

 It is well established that schedule constraints have a critical impact on software 
development outcomes [ 36 ]. Problems arise, for example, when developers who 
feel that they are under pressure to meet task deadlines decide to take shortcuts in 
dealing with unanticipated complications [ 3 ]. Thus, time pressure is an often-cited 
source of quality problems in technological systems [ 7 ,  11 ]. 

 Time compression has become the norm on today’s software industry [ 36 ]. Thus, 
agile methods have emerged in response to the ineffi ciency of existing software 
development methods [ 21 ,  52 ]. Agile methods are designed to achieve software 
quality under time pressure and in unstable requirements environments [ 23 ]. In 
particular, agile methods represent an opportunity to support sustainability in IS 
projects as they are designed, by defi nition, to minimise wastes in the design and 
delivery of Information Systems (cf. [ 47 ]). Agile teams work under extreme time 
pressure to deliver working software in short iterations [ 16 ,  17 ]. They are required 
to follow fi ne-grained time planning and time reporting procedures, and their prog-
ress is explicitly, continually and publically measured. 

 As a result, agile decision-making processes are signifi cantly more challenging 
than when traditional development approaches are used [ 9 ]. Agile decision-making 
is frequent and short term [ 17 ] and time and resource constrained [ 13 ]. In agile 
projects, decision-makers are frequently called upon to manage ongoing uncer-
tainty in the face of severe time pressure. In these situations, decision- makers’ 
information load—the “the amount of data to be processed per unit of time” [ 55 ]—
is increased. As a result, decision outcomes can be compromised in agile teams as a 
result of time pressure [ 13 ] as decision-makers must maximise their ability to rap-
idly acquire and process information [ 15 ]. 

 In these contexts, high-velocity [ 14 ] or hyper-vigilant [ 24 ] decision-making 
patterns are commonly used. The diffi culty is that these patterns are characterised 
by (a) a nonsystematic or selective information search, (b) consideration of limited 
alternatives, (c) rapid evaluation of data and (d) selection of a solution without 
extensive review or reappraisal [ 26 ]. In this equation, the calibre of the information 
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available to decision-makers is crucially important. One participant explained 
that  when you’re in sprints, you’ve got a bit of pressure to deliver… you’re not ana-
lysing what you’re doing… you’re skipping over it because you know you’ve dead-
lines to achieve . 

 At the same time, it is acknowledged that decision-makers build-up a body of 
knowledge and familiarity about particular decision scenarios over time and can 
leverage that knowledge and experience to make more effective decisions at speed. 

  Proposition 1 

 Time pressure is negatively associated with decision quality in agile teams; this 
association is most pronounced in the earliest stages of projects and in the earliest 
stages of project iterations but has the potential to be moderated if information quality 
can be improved.   

4.2     Synchronisation, Polychronicity and Timeliness 

 Under industrial capitalism, effi cient organisation became synonymous with detailed 
temporal assessment of productivity ([ 19 ], p. 329), and the time period replaced the 
task as the focal unit of production (cf. [ 35 ], p. 14). In this context, the clock is the 
epitome of chronological time ( chronos ) and is the basis upon which functionally 
segmented parts and activities are temporally coordinated or synchronised. 

 Similarly, ASD methodologies are based on a linear (or iteratively linear) view of 
time and assume that events and tasks can be monochronically ordered. That is to say, 
it is assumed that events and tasks will manifest in an organised temporal way and 
follow a predetermined or at least predictable sequence (cf. [ 46 ], p. 114). However, 
the lived reality of agile practitioners is often polychronic: regardless of previous 
planning decisions, events and tasks frequently occur in an unexpected temporal way; 
they are irregular, sporadic, uneven and do not follow a fi xed schedule (cf. [ 46 ], p. 
114). Given that agile methods are designed to ensure fl exibility, it is important that 
agile teams maintain what Hassard ([ 19 ], p. 333) refers to as “fl exible, event-based 
trajectories”. Nevertheless, excessive polychronicity in agile teams results in what 
one respondent referred to as  drag . In this case,  everybody just has to stop what they’re 
doing and go fi x things . As a result, momentum or velocity is either lost or it is not 
achieved in the fi rst place. In this context, more sophisticated temporal structures are 
needed to manage and coordinate organisational processes ([ 19 ], p. 329). The chal-
lenge is one of  kairos , or appropriate timing ([ 54 ], p. 57), rather than  chronos . 

 From a decision-making perspective, a rich variety of dynamic decision-making 
studies has revealed much about the fl aws in people’s abilities to manage dynamic 
complexity [ 12 ]. In agile settings specifi cally, excessive polychronicity impairs 
planning decisions as agile teams are forced to engage in  poker planning :  we have to 
cost things [in terms of time, but] the plan changes two hours later. We build insur-
ance into the sprint, knowing that we’ll lose people or knowledge from the team.  

 Thus, we propose that: 
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  Proposition 2 

 Excessive polychronicity is an indicator of environmental uncertainty in agile 
teams; it is negatively associated with decision quality, but this association can be 
moderated if decision-making timeliness can be improved.   

4.3     The Agile Iteration: Periodicity and Decision-Making 

 The project iteration is one of the hallmarks of ASD. It helps to ensure that potential 
problems are detected as soon as possible. By breaking time into digestible frag-
ments, it reduces temporal uncertainty ([ 19 ], p. 338), improves synchronisation 
within and across teams and increases productivity by minimising the effects of 
Parkinson’s Law (1962). 2  Whilst it has been established that decision-making in 
agile teams is dynamically complex [ 33 ], the impact of the project iteration on deci-
sion quality in agile teams is not well understood. 

 The project iteration may increase susceptibility to immediacy bias [ 51 ] whilst 
reducing risk aversion (cf. [ 30 ,  41 ]) as it reduces the apparent implications of a 
particular decision to the time frame of a given iteration: it is always possible, in 
theory at least, to undo a particular decision in a subsequent iteration. At the same 
time, empirical studies indicate that agile decision speed increases over time as 
decision-making is informed by experiences from previous iterations. By the same 
token, the nature of the iteration is such that decisions made in the early stages of a 
project may infl uence subsequent decision-making behaviour. The diffi culty is that 
“decision making behaviour at time  t  is largely predictable from decision making 
behaviour at time  t  − 1—irrespective of whether this is appropriate” [ 22 ]. Finally, 
decision-making in early iterations may impose unforeseen constraints on choices 
available in subsequent iterations as iterative decisions are more likely to be 
 intertemporal in nature (cf. [ 29 ]). 

  Proposition 3 

 Iterative decision-making practices in agile teams are negatively associated with 
decision quality.   

4.4     Agile Decision-Making and IT 

 Finally, information technology (IT) has played a key role in transforming the 
temporalities of work and in creating temporal symmetry between work groups 
[ 28 ]. The proper use of IT has been identifi ed as a key facilitator of agility in 

2   Parkinson’s Law states that work will expand to fi ll the available time. This law has been for-
malised by a number of authors (e.g. [ 1 ]). 
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organisations [ 4 ,  39 ] as it enables faster information fl ows and speedier decision-
making, resulting in time compression in the supply chain [ 27 ]. In the context of 
ISD, automated software tools affect the temporal and spatial organisation of work 
[ 40 ,  43 ] by enabling the surveillance and control of team members’ work practices 
over time–space [ 38 ,  57 ]. Given the decision-making challenges that are inherent in 
ASD, there is a need to explore the tension between the need for information to aid 
decision-making in ASD and the desire to create minimal documentation in ASD.   

5     Conclusions 

 Figure  1  summarises the conceptual framework of the impact of three temporal 
parameters on decision-making in agile teams developed in this paper.

      Time pressure is negatively associated with decision quality in agile teams; this 
association is most pronounced in the earliest stages of projects and in the earliest 
stages of project iterations but has the potential to be moderated if information qual-
ity can be improved.  

    Excessive polychronicity is an indicator of environmental uncertainty in agile 
teams; it is negatively associated with decision quality, but this association can be 
moderated if decision-making timeliness can be improved.  

    Iterative decision-making practices in agile teams are negatively associated with 
decision quality.  

 This framework explores the impact of three temporal parameters on decision- 
making in agile teams and is informed by both existing literature and preliminary 
data. It serves as a starting point in deconstructing the intertwined concepts of agil-
ity, fl exibility, uncertainty and time in the context of decision-making and may be 
used guiding future research in this area. In particular, it is envisaged that under-
standing the temporal aspects of decision-making in agile teams will help to lay a 
foundation for further studies of the interactions between dynamic complexity and 
human performance (cf. [ 12 ]). 

  Fig. 1    Conceptualising the temporal aspects of decision making in agile teams          
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 As such, this research-in-progress paper reports on an ongoing study investigat-
ing the temporal parameters of decision-making in agile teams. It is part of a grow-
ing stream of research that explicitly recognises and calls attention to the concept of 
temporality in the fi elds of organisation science, decision-making and IS. It also 
serves to call attention to the capacity of agile methodologies to support sustain-
ability as well as fl exibility in ISD.     
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    Abstract     One of the goals of educational systems is to ensure correspondence 
between education provided by educational institutions and education needed in 
industrial environment. Therefore, the correspondence between education demand 
and offer should be a subject of continuous monitoring, especially in current highly 
dynamic work environment of age of knowledge economy. Monitoring in different 
systems is used with the purpose to achieve their effective functioning with respect 
to the goals of these systems. The monitoring in educational domain is challenged 
by qualitative nature and diversity of information that should be analyzed to obtain 
the meaningful monitoring results. The paper proposes architecture of education 
demand and offer monitoring information system, which encompasses services for 
handling diverse textual information from various sources at different levels of 
automation.  

1          Introduction 

 Monitoring is “the act of observing something (and sometimes keeping a record of 
it)” [ 1 ]. The main purpose of monitoring systems is to provide the users with the 
ability to observe a situation for any changes, which may occur over time. Basic 
functionality of monitoring systems includes gathering of source data (mainly quan-
titative data), data processing, and analysis to provide decision support information 
to  scientifi c institutions,  the users of the system. 

 While there are different monitoring systems available in education domain, 
none of them can currently monitor the correspondence between education  demand 
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and offer  (further in text d/o). Furthermore, education institution is a member of an 
educational “ecosystem” [ 2 ] that consists of several interdependent subsystems, 
namely,  education institutions  that provide education and that infl uence the content 
of study courses by incorporating topics emerging from new scientifi c fi ndings, 
 industrial organizations  that need professionally well-educated employees, and 
administrative bodies that support and assess education institutions. For the educa-
tion institution to be a productive member of the educational ecosystem, it is neces-
sary to satisfy the needs of scientifi c, industrial, and other organizations. Education 
d/o monitoring system/services can help to meet these needs by providing an insight 
in knowledge, skills, or competences currently demanded/offered in educational, 
industrial, and scientifi c environment. 

 In managing study process, it is essential to have an up-to-date knowledge about 
the correspondence between education d/o. Taking into consideration that analysis 
of this correspondence requires continuous knowledge updating with new informa-
tion due to rapid changes in business environment, there is a need to design tools 
that enable amalgamation and processing of relevant data for acquisition of infor-
mation which triggers knowledge updates. Education d/o monitoring system, 
described in this paper, is one of such tools. 

 For simplicity in this paper, the terms “education d/o information” and “skills” 
are used interchangeably to denote concerned competences, knowledge, and skills. 
The basic challenges that prevent educational institutions from monitoring educa-
tion d/o are the following:

•    Information should be gathered from diverse information sources, e.g., study and 
certifi cation course descriptions, job advertisements, various competence frame-
works [ 3 ,  4 ], and national occupation standards [ 5 ].  

•   Information is stored in diverse formats like unstructured and semi-structured 
textual documents (mostly Web pages), as well as in databases.  

•   Information can be processed by different degrees of automation: manually, 
automatically, and with the partial IT support.    

 This requires a number of functions for gathering and analyzing information that 
is needed for education d/o monitoring. The paper proposes education d/o monitor-
ing system based on the service architecture that includes services for handling 
diverse textual information from various sources at different levels of automation 
and thus helps to meet abovementioned challenges. 

 The paper is structured as follows. In Sect.  2 , related work is outlined. Further, in 
Sect.  3 , the overview of the monitoring system’s architecture is presented. In Sect.  4 , 
we show how the monitoring system’s services help to deal with the challenges of 
education d/o monitoring. Next, in Sect.  5 , the usage scenarios of education d/o 
monitoring information are outlined. Conclusions and further research directions 
are presented in Sect.  6 . 

 Currently education d/o information monitoring is considered in the domain of 
Information and Communication Technology. The system has not yet been applied 
in other domains.  
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2      Related Work 

 Monitoring systems are designed for (1) mechanical systems monitoring (e.g., in 
aerospace [ 6 ]), (2) Earth’s condition monitoring [ 7 ], (3) surveillance [ 8 ], (4) IT 
infrastructure monitoring [ 9 ], (5) quality of service (QoS) monitoring [ 10 ], (6) 
social network monitoring [ 11 ], (7) key performance indicators (KPI) monitoring 
in business environment [ 12 ], (8) education system monitoring [ 13 ,  14 ], and 
other purposes. 

    Görgens and Kusek [ 14 ] provide the monitoring system framework based on 12 
components organized in three subsets: (1) components related to people, partner-
ships, and planning that support data production and data use constitute the enabling 
environment for monitoring to function; (2) components related to data management 
processes that involve data sourcing, collection, collation, analysis, reporting, and 
use of all types of monitoring data; and (3) a component capturing the system’s 
central purpose—to analyze the data in order to create information to inform and 
empower decision-making. Although provided 12 components were initially 
designed to measure the status of national health program, this approach has general 
applicability. It can be used for monitoring systems in education, agriculture, tour-
ism, fi nance, civil society, private sector, and so forth. 

 In the most of cases, education system monitoring is considered in the context of 
education management information systems where the goals of monitoring are to 
gather information from education information sources and trace the execution of 
education plans [ 13 ]. Example indicators monitored by education institutions are 
updated fi les on students, personnel, buildings, and equipment; class results com-
pared to previous years and other similar schools; demographic data by age group; 
previous rates of admission fl ow; projection of personnel and teacher supply; distri-
bution by grade, gender, and age; and number of non-teaching personnel by cate-
gory, age, and gender. Monitoring systems in education are also targeted to monitor 
and evaluate the indicators for ICT in education projects [ 14 ]. Indicators include 
ratio of students to computers, availability of computer networks in schools, inte-
gration of ICT into the curriculum, number of schools incorporating ICT, ICT-based 
learning outcome evaluation, and other indicators. 

 Usually the architectures of monitoring systems are represented in layers (e.g., 
data collector, data analyzer, data presentation facilities), where each layer is 
designed for a specifi c purpose and for providing of services to other layers. In the 
most of cases SOA is adopted for the design of monitoring systems [ 16 ]. SOA is a 
system design concept that builds an information system by connecting loosely 
coupled services. This architecture type is well suitable for designing the architec-
ture of monitoring systems as it supports connections of distributed services avail-
able in monitoring system. The education d/o information monitoring system 
outlined in this paper differs from other abovementioned monitoring systems with 
its ability to obtain the monitoring source information from unstructured and semi- 
structured textual information sources. These sources cannot be handled in the same 
way as sources where information is quantitatively measurable.  
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3      Education D/O Information Monitoring Architecture 

 The architecture of the education d/o information monitoring system (EduMON) 
presented in Fig.  1 , initially had been designed using bottom-up approach by ana-
lyzing the university-industry collaboration in the context of education d/o informa-
tion exchange [ 17 ,  18 ] and then it had been revisited and updated using top-down 
approach by applying the architecture design principles (layers of services, service 
orientation, etc.) of monitoring systems in education domain [ 19 ].

   The revisited architecture of the EduMON, presented in this paper, can be used 
as a dynamic and systemic framework to facilitate d/o monitoring. The architecture 
consists of several classes of services and supports the monitoring process from the 
retrieving and extracting information from relevant sources, in its initial steps, to the 
analysis of the correspondence between education information in various sources, 
in its fi nal steps. Currently some parts of services of the architecture had been 
instantiated in methods and prototypes, e.g., Web crawler for job advertisement 
retrieval [ 20 ] (as a part of retrieval services) and tool for indirect comparison 
between job positions and university courses [ 21 ] (as a part of Analysis services). 
Instantiation of other services is still under the development. 

 The representation of revisited architecture of EduMON was designed with the 
purpose to focus on high-level design elements and relations between the elements 
rather than on every detail of the system. By design elements we mean modules, 
components, databases, and external systems. As service-oriented architecture 
(SOA) approach is used, modules and components are denoted as services. 

 Basic functionality of the monitoring systems includes  gathering of source infor-
mation  and  information processing  and  analysis  to provide decision support 

  Fig. 1    EduMON system’s overview       
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information to the users of the system. EduMON (see Fig.  1 ) gathers source infor-
mation prepared by Information producers (see 1 in Fig.  1 ) from the Monitoring 
environment (see 2 in Fig.  1 ). Information producers are Universities    (providing 
course descriptions), Industry (providing job advertisements), and other institutions 
(e.g., ones providing occupational standards, social network profi les). Monitoring 
environment is the medium where information is stored, such as the World Wide 
Web available publicly and various databases available locally in organizations. 
After gathering source information, EduMON processes and analyzes this informa-
tion and, via internal services, provides it to Information consumers for decision 
support (see 4 in Fig.  1 ). Information consumers are University, Industry, or other 
users interested in information provided by the EduMON. 

 EduMON architecture is designed as a set of extendable services of the following 
classes: (1)  Source management services  for preparation and management of infor-
mation sources; (2)  Information retrieval services  for continuous information gath-
ering from various information sources; (3)  Information extraction services  for 
information extraction from information source documents based on information 
source models and for annotation (the assignment of metadata) of information 
source documents; (4)  Change management services  for management of informa-
tion source changes; (5)  Storage services  for storing information source descrip-
tions and extracted information; (6)  Notifi cation services  for notifi cation of 
interested parties in case of the changes in the information sources and other ele-
ments represented by the system; (7)  Analysis services  for any kind of analysis 
based on gathered information, e.g., most demanded skills in industry, differences 
between skills provided by university courses, and skills included in other informa-
tion sources such as job advertisements, occupational standards, and certifi cation 
standards that represent actual demand of competencies in industry; and (8) 
 Presentation services  are intended to be a Web-based graphical user interfaces that 
offers concise (in the form of tables, charts, fi gures, etc.) monitoring information, 
and it is designed according to a role-based strategy to offer different views depend-
ing on the type of Information consumer. 

 Services of each service class can be designed and implemented with different 
degrees of automation: so that they can be performed manually, with the partial IT 
support, or automatically. 

 Compared to initially developed architecture [ 18 ], the revisited architecture is 
more fl exible and allows various services to meet the d/o monitoring challenges, 
e.g., services for retrieving, extracting, and managing information from diverse 
information sources in diverse formats with different degree of automation. 

 The education d/o is dynamic and changing over time. To be alert when educa-
tion d/o changes occur, EduMON architecture provides dynamic services responsi-
ble for continuous information retrieval (e.g., using Web crawler), change detection, 
and services for notifi cations to interested parties (e.g., responsible teachers, HR 
managers). For more usage cases, see Sect.  5 . 

 Basic functionality and implementation considerations of the services of each 
service class are outlined in [ 19 ]. In the next section, the monitoring challenges and 
corresponding support provided by EduMON services are discussed.  
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4      Meeting the Education D/O Monitoring Challenges 

 As emphasized in Sect.  1 , basic challenges preventing educational institutions from 
monitoring education d/o are the diversity of information sources and their formats. 
In Sects.  4.1  and  4.2 , we provide detailed description of these challenges and pro-
vide the description of the possibilities of EduMON to resolve them partly. 

4.1      Handling Textual Representation and Diversity 
of Information 

 Information about education d/o can be refl ected in such information sources as 
study and certifi cation course descriptions, job advertisements, various competence 
frameworks (e.g., [ 3 ,  4 ]), national occupation standards [ 5 ], and other sources. 
Education d/o information can be encoded in different attributes in each source of 
information, e.g., see the examples of conceptual models for two main information 
sources—course descriptions and job advertisements in Fig.  2a, b  (the main attri-
butes are highlighted). The conceptual model of courses descriptions is constructed 
on the basis of course descriptions of seven curricula from fi ve universities (Vienna 
University of Technology, University of Vienna, University of Rostock, Dublin City 
University, Riga Technical University). In these descriptions, education d/o infor-
mation was refl ected in such sections as the  course abstract ,  required and obtain-
able knowledge and skills ,  learning outcomes , and  topics . The conceptual model of 
job advertisements is constructed by analyzing job advertisements of two main job- 
seeking portals in Latvia—  www.workingday.lv     and   www.cv.lv    . Education d/o 
information was found in such sections as the  job summary ,  professional skills and 
qualifi cation , and  responsibilities .

  Fig. 2    Conceptual models of course descriptions ( a ) and job advertisements ( b )       
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   In Fig.  3 , an example of typical process to obtain and store d/o information 
refl ected in university course descriptions is illustrated. For each process step the 
corresponding EduMON services are identifi ed. Other education d/o sources, e.g., 
job advertisements, can be handled using similar process steps and EduMON ser-
vices. The process starts with the need to collect education d/o information from 
university courses. First the corresponding information sources should be identifi ed, 
e.g., university Web pages. Next, the retrieval of course descriptions from university 
Web pages is performed. Then, the particular parts refl ecting education d/o informa-
tion should be found in the document. As the education d/o information usually is 
represented as textual information in form of sentences, the most important terms 
can be identifi ed and associated with particular textual information [ 22 ] for better 
understanding and for easing later processing. Currently we apply the approach that 
reduces the large textual descriptions to terms representing the text, since it eases 
their further processing and reference establishment [ 22 ]. For instance, in the tex-
tual description of learning outcome, “Students will know the main data analysis 
tools and techniques available” (see Fig.  5 ), we can identify such terms as “data 
analysis tools” and “data analysis techniques” (when the automated information 
extraction is used, we can use dictionaries where the possible terms are found). 
Thus we associate these terms with the textual description of the learning out-
come—one of the attributes of the course. Next, the education d/o information and 
associated terms should be stored. Other approaches are possible [ 23 ]; however, 
their particular implementation in EduMON is still under research.

   Manual only execution of the process refl ected in Fig.  3  would be too time- 
consuming, thus IT support is vital to speed up the education d/o information 
retrieval, extraction, and storage and, afterwards, the analysis and reporting. To fi ll-
 up the EduMON with information that is needed for IT-supported education d/o 
monitoring, diversity of conceptual structures should be respected and appropriate 
methods and functions [ 19 ] combined to retrieve and extract the parts of documents 
that potentially refl ect education d/o information. As it is presented in Fig.  3 , the 
services from the EduMON can be enabled in execution of each process step, 

  Fig. 3    Typical process to obtain and store education d/o information       
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namely, these are services from the source management (SoMS), information 
retrieval (IRS), extraction (IES), and storage management (SMS) service classes. 

 Thus by enabling the IT support for retrieval, extraction, and storage process 
steps and applying “normalization” of large textual information (identifying or just 
extracting terms from particular attribute), the EduMON helps to handle the diver-
sity of information sources. 

 In addition to diversity of information sources, the information can be presented 
in various formats, e.g., as structured information (e.g., XML, OWL), as unstruc-
tured information (simple text as in Web pages), or as data in databases. Therefore, 
additional functionality is needed to deal with the variety of formats (for more 
details see [ 17 ]).  

4.2      Degrees of Service Automation 

 The architecture of EduMON is designed to allow the extensions of services in each 
service class. Thus the architecture enables to implement the services with different 
degrees of automation. Such approach helps to deal with the diversity of informa-
tion sources and availability of information in different formats. Table  1  represents 
possible service combinations for education d/o information monitoring regarding 
the degree of automation of each service. In the table, the fi rst column and row list 
all the services of EduMON. Filled cells denote the relation between the services 
and possible combinations of degrees of their automation (M, manually; SA, semi-
automatically; A, automatically). Table  1  should be read by rows, e.g., row SoMS, 
column IRS: M-M denotes that both Source management services (SoMS) and 
Information retrieval services (IRS) are related and implemented as manual ser-
vices. M-SA denotes that SoMS services are conducted manually, but IRS—with 
the partial IT support (semiautomatically). One possible implementation of process 
steps (given in Fig.  3 ) is highlighted in bold in Table  1  and for better perception 
illustrated in Fig.  4b .

    Figure  4a  represents the services with manual execution of process steps (see the 
M in brackets). In the case of manual execution of process steps (and thus manual 
execution of the EduMON services), obtained information is stored in the text or 
spreadsheet editors and processed manually. 

 The use of advanced tools and methods (e.g., [ 24 ,  25 ]) for processing, analysis, 
and presentation of education d/o information is hindered in this case. 

 Regarding Fig.  4b , the IT support (partial of full) for the process steps is enabled; 
thus services can be executed automatically or semiautomatically (with partial 
human involvement). The service of the SoMS class is executed manually in order 
to reduce the scope of information retrieval and use only trusted information sources. 
The services of IRS and IES classes are executed semiautomatically, thus enabling 
the use of automated information retrieval and extraction techniques (some of them 
are described in [ 22 ,  23 ]). 
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     Table 1    Possible service combinations based on the degree of automation of services   

 SoMS  IRS  IES  ChMS  SMS  NS  AS  PS 

 SoMS  –  M-M  –  –  –  –  –  – 
  M-SA  

 IRS  –  –  M-M  –  –  –  – 
 M-M  SA-M 
 M-SA   SA-SA  
 SA-M  SA-A 
  SA-SA   A-SA 

 A-A 
 IES  –  –  –  M-M  –  –  –  – 

 M-SA 
 M-A 
 SA-M 
  SA-SA  
 SA-A 

 ChMS  –  –  –  –  M-M  –  – 
 M-A   SA-SA  
  SA-A   SA-A 
 A-A  A-SA 

 A-A 
 SMS  –  –  –  –  –  –  M-M 

 A-M  M-M 
  A-SA   A-SA 
 A-A   A-A  

 NS  –  –  –  –  –  –  –  M-M 
  SA-A  
 A-A 

 AS  –  –  –  –  –  –  –  M-SA 
 Sa-SA 
 SA- A  
 A-A 

 PS  –  –  –  –  –  –  –  – 

  Fig. 4    Relations between services and the order of execution. The degree of automation of the 
services is given in brackets ( a ) only manually executed services, ( b ) both semiautomatically and 
automatically executed services. When branching, services can be executed in parallel       
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 By supporting various degrees of service automation, the EduMON fosters the 
selection of the appropriate degree of automation in each particular case. 
Automatically and semiautomatically implemented EduMON services reduce the 
time and effort of manual work in preparation and analysis of the education d/o 
information.   

5       Usage of the Monitoring System 

 When the essential information is collected by the EduMON services, analysis and 
reporting (supported by the classes of Analysis services and Presentation services of 
the EduMON) become available. Typical usage scenarios are determined by the 
referable elements represented by the system. For instance, the following elements 
can be considered: a curriculum, a course, course attributes (in this paper, learning 
outcomes and topics are mainly used as course attributes; however, it is possible to 
change these attributes or introduce the new ones), and a job advertisement. It means 
that from each representation element, it is possible to “see” related information at 
all other representation elements. For instance, from the  course  EduMON can pro-
vide related information about  curricula  where similar courses are available;  other 
courses ,  topics , and  learning outcomes  (from the same curriculum or related curri-
cula), and related  job advertisements . An example of related representation of learn-
ing outcomes and job advertisements is given in Fig.  5 .

   EduMON provides  Change management  and  Notifi cation services  (see ChMS 
and NS in Fig.  1 ) to enable continuous monitoring of information sources and edu-
cation d/o correspondence. These services provide the users with ability to trace 
and to be notifi ed about changes regarding related representation elements. This 

  Fig. 5    An example of related representation of learning outcomes and job advertisements       

 

P. Rudzajs and M. Kirikova



477

feature is essential in maintaining the correspondence of education d/o. For instance, 
regarding the course, if the changes are detected in the related courses or in the job 
advertisements, responsible users (course designers, teachers) can be notifi ed about 
changes, and they can trace the source of changes (if a related course has been 
changed, responsible user can see the trace and the reason why the related course 
has been changed). A responsible user can decide to ignore this change or to make 
changes in the course she/he is responsible for. We should be aware that each change 
in job advertisements cannot and is not useful to be refl ected in course content. 
Perhaps, the better way is to aggregate education d/o refl ected in job advertisements 
regarding to a job position or a profession—thus, if new knowledge or skills are 
being demanded in a particular job position, they should be reviewed and antici-
pated in course if necessary. Furthermore, seeing that new skills are being demanded 
in some of companies, other companies will perhaps follow the trend. Thus the 
anticipation of these skills and including corresponding knowledge in the university 
courses can be of high value for preparing skilled workforce that meets the industry 
demands. 

 As represented in Fig.  1 , the users of the monitoring results can be not only uni-
versity but also students and industry. For students, the EduMON can provide infor-
mation for deciding which courses to attend in order to obtain knowledge that is 
required in job position of their interest. For industry, the results can be used to 
identify further education possibilities for current employees, to see the potential 
curricula where the graduates (future employees) could have skills required in 
newly created job positions, and the monitoring results can be as a basis for on- 
demand course development. For sure, the usage scenarios are not limited to those 
described in this paper.  

6      Conclusions and Future Work 

 In this paper the approach of application of the monitoring system in education 
domain was briefl y described. The approach is new and can provide benefi ts both 
for University and Industry, e.g., by helping to get an insight into current educa-
tion d/o in industrial and education environment and providing information for 
decision support regarding curricula management and choosing courses for con-
tinuing education. 

 The approach enables us to handle three main challenges in education d/o 
monitoring, namely, (1) textual representation of monitoring information, (2) diver-
sity of sources and formats of information, (3) and the need for various levels of 
automation of services involved in education d/o monitoring. The proposed archi-
tecture of EduMON, its fl exibility and support for different levels of automation of 
services, is the key for handling these challenges with IT support to education d/o 
information retrieval, extraction (including the normalization of large textual 
information), storage, and analysis. The benefi ts of the usage of the results obtain-
able by EduMON include the enhanced maintenance of courses by overseeing and 
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anticipating the information about related courses, curricula, and job positions; 
course selection by job position of interest; the selection of future employees based 
on skills and knowledge obtainable in university courses; and other possibilities. 

 Currently only part of services, such as Web crawler for job advertisement 
retrieval [ 19 ] (as a part of retrieval services) and tool for indirect comparison 
between job positions and university courses [ 20 ] (as a part of Analysis services) are 
implemented and evaluated. Further development of services of the EduMON 
includes new methods for Information extraction service class, as well as gradual 
development and evaluation of methods and software for Change management, 
Notifi cation, and Presentation service classes.     
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    Abstract     IT governance is one of the crucial aspects in the agenda of the modern 
organizations. Many leading organizations face an uncertain environment involving 
complexity in information technology architectures and infrastructure, and more 
demands for top management to validate and secure day-to-day operations. This 
research has shown the signifi cant factors of successful IT governance implementa-
tion, which are strategic alignment and value delivery. It proposes these fi ndings 
from a case study by showing a snapshot of how IT governance contributes to an 
enriched operational planning/management and strategic performance protocol in 
organizations. It scrutinizes these data to identify the infl uences on the implementa-
tion of IT governance in achieving business objectives and meeting needs and shap-
ing ongoing implementation within current organizational contexts. Moreover, this 
paper provides hands-on material for practitioners to address their IT governance 
challenge, which could be a sample case study illuminating lessons learned for 
other organizations.  

1         Introduction 

 Governance is a vital business concept, which maintains certain benefi ts for stake-
holders, as well as reviews performance management, operational activities, and the 
role of a board of directors and the executives to ensure an organization follows best 
practice [ 1 ]. Corporate governance is a cluster of processes, practices, policies, reg-
ulations, and associations, along with relationships among various stakeholders, as 
well as organizational objectives, which infl uence the strategic direction of an 
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organization and its management [ 2 ]. With respect to the importance of IT, 
 governance is one of the main factors in organizations that have growing demands 
in the use of IT, IT infrastructure implementation, and various IT activities, which 
operate as the foundation of internal processes to support each business growing 
productively and rapidly [ 3 ]. According to the defi nition of IT governance, it is a 
subclass discipline of corporate governance that concentrates on information tech-
nology systems (ITS), business operations, and risk management [ 2 ]. Based on 
modern enterprise environments, it is highly important to have effective IT gover-
nance along with signifi cant administrative performance [ 4 ,  5 ]. Thus, it is impera-
tive to execute IT governance to strengthen organizations and empower responsible 
people in managing their work performance effectively. With this in mind, IT and 
business realize that IT governance is an investment instrument, which helps orga-
nizations to align uncontrollable business activities and complex IT [ 6 ], an uncer-
tain business environment [ 7 ], and confl ict in internal relationships [ 8 ]. Therefore, 
it is essential to have IT governance to support any business in encountering, man-
aging, and overcoming chaotic business processes. 

 This study presents the fi ndings from a case study and emphasizes IT governance, 
strategic IT alignment, and value delivery as the main factors at AAA bank by pre-
senting a snapshot of how IT governance contributes to an enriched operational 
planning/management and improved strategic performance of the organization. It 
scrutinizes the bank to identify the infl uences or challenging problems concerning 
the implementation of IT governance in achieving business objectives and meeting 
its needs and shaping ongoing implementation in current organizational contexts. 
Firstly, however, the literature in relation to IT governance and those attributes that 
constitute effective IT governance will be discussed. Following that, this paper will 
then explain the details about the research methodology and the case study with 
research fi ndings. Lastly, the conclusion of this paper will be summarized.  

2     Literature Review 

2.1     IT Governance 

 IT governance is an organizational ability managed by the board of directors, senior 
management, and IT management to assist them to execute the organizational struc-
ture, organizational direction, and IT strategy in order to assure the integration of 
business and IT [ 9 ]. The structure of an IT governance model consists of top man-
agement, organizational structures and processes [ 10 ], the responsibilities of the 
board of directors and the overall administration of organizational information man-
agement [ 11 ,  12 ], decision-making arrangements, alignment processes, and collab-
oration instruments [ 3 ]. Moreover, IT governance allows top management of 
business and IT to make decisions in planning the policies and processes of signifi -
cant projects and examining results [ 13 ]. Thus, these components of IT governance 
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provide appropriate levels of support to organizations in budgeting and  management 
control systems by ensuring that the organization gets full capacity in its use of IT, 
keeps developing organizational strategies, and keeps achieving business objec-
tives. Due to the capability of IT governance, it works as a tool of strategic business-
IT alignment [ 14 ,  15 ]. Therefore, these factors and procedures lead IT governance 
to align the business model and IT implementations successfully and effectively.  

2.2     Strategic Alignment 

 Focusing on the foundation of strategic alignment, there are three key areas, which 
are (1) business-information technology (IT) strategic alignment [ 14 ,  16 ,  17 ], (2) 
business-information systems (IS) strategic alignment [ 18 ,  19 ], and (3) business- 
information management (IM) strategic alignment [ 20 ]. Various analysts [ 21 ,  22 ] 
stated that IM is the alignment of business strategy and organizational resources 
only, with no relationship to strategic alignment. In the information management 
area, strategic alignment is concerned with the alignment of strategy and internal 
attributes, which is a senior management issue [ 23 ,  24 ] in developing organizational 
performance [ 25 ]. Moreover, strategic fi t and functional integration are also the 
main fundamental components of strategic alignment [ 14 ,  26 ]. In implementing 
these components, strategic fi t is considered as a dynamic process in the organiza-
tional environment, which always keeps adapting and changing in forming their 
internal systems (IS, IT infrastructure, and business processes) within internal 
mechanisms appropriate to achieving business objectives, along with various exter-
nal mechanisms [ 14 ,  26 ]. Therefore, strategic alignment is the synthesis between 
external mechanisms (organizational marketplaces and competitors) and internal 
mechanisms (organizational administrative structures’ components) of organiza-
tions. It typically regards the outcomes of decisions, which affect functional aspects 
of an organization [ 14 ,  26 ]. Therefore, it is clearly understood that IT is important 
to an organization because it works as an essential organizational function in sup-
porting business and integrating diverse aspects with the right decision-making pro-
cesses, thus achieving business objectives. In brief, the stability between 
organizational functions in knowledge and IT, along with the organizational busi-
ness strategies, is defi ned as strategic alignment [ 26 ,  27 ].  

2.3     Value Delivery 

 Values are those factors comprising people, cultures, and societies [ 28 – 30 ]. Given 
that IT exists in these environments, its overall function may be described in terms 
of supporting, optimizing, and developing organizations to gain a better business 
model. By doing so, values make people consider their relationships between IT and 
values in organizational environments. According to precise measurements and 
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business value delivery for IT investments, it is vital for organizations to focus on 
various critical concerns, especially effort, cost, benefi ts, risk in IT-enabled business 
change, and innovation [ 31 ]. Regarding the value of IT defi nition, it is concerned 
with the value proposition through cycle delivery, by ensuring that IT delivers the 
assured benefi t against the strategy by focusing on minimizing expenses, delivering 
the best IT value [ 32 ], and governing projects, operational processes, and practices 
that increase the opportunity for success in meeting key objectives such as top qual-
ity, low risk, on time, on budget, and inter alia [ 33 ]. These concerns lead to the 
emergence of a Val IT framework, which supports IT investment decisions and also 
comprises three domains: (1) value governance, (2) portfolio management, and (3) 
investment management [ 34 ]. With this in mind, the Val IT framework emboldens 
its users to have value delivery practices, which identify various types of invest-
ments, indicate and monitor key metrics, and rapidly acknowledge any change or 
fl uctuation of concern by involving all stakeholders, allocating responsibilities, 
monitoring, evaluating, and developing continuously [ 35 ].   

3     Research Methodology 

 A single case study was selected for this research [ 36 ], which mainly focuses on 
how IT governance addresses the issues of strategic IT alignment and value delivery 
within one Thai fi nancial institution, AAA (an alias). This bank has adopted and 
implemented current technologies, vital business processes, and new technologies, 
which infl uence the organizational objectives. Particularly, this case study research 
highlights the interest in using qualitative research method [ 37 ] by adopting the 
“how” questions in dynamic existing environments [ 36 – 39 ] through examining IT 
governance. Additionally, this research chose to employ an in-depth interview 
approach to examining the organization and IT governance implementation in its 
usage contexts, which contains the components of technologies and complex 
human/social mechanisms [ 40 ]. Moreover, the method of this research identifi es 
numerous serious confusions and complex relationships that have happened within 
the organization, which lead to provide better understanding and more organiza-
tional awareness [ 41 ], and also achieve the research objective. Therefore, these 
well-supported factors from this case study could lead to form good IT governance 
practices. Meanwhile, this research employs an interpretive qualitative approach in 
collecting data from involving organizations, by conducting in-depth semi- 
structured interviews (face-to-face meetings, email, and telephone follow-ups), per-
sonal observation in workplaces, and qualitative questionnaire surveys. These 
processes and approaches support the bank’s opportunities to examine IT gover-
nance in AAA, which express the purpose of this research objective by focusing on 
strategic IT alignment, and value delivery as the main factors in illuminating the 
main question, which is: “How does implementation of an IT governance frame-
work contribute to the value profi le of the IT infrastructure in achieving business 
objectives and meeting its needs?” This paper notes the fi ndings from the case study, 
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which emphasizes IT governance, strategic IT alignment, and value delivery as the 
main factors at AAA bank. This is achieved by presenting a snapshot of how IT 
governance contributes to an enriched operational planning/management and the 
strategic performance of the organization. It scrutinizes the research, relevant infor-
mation, and staff responses to identify the infl uences or challenging problems fac-
ing implementation of IT governance procedures in achieving business objectives 
and meeting its needs and shaping ongoing implementation within current organi-
zational contexts. 

 Research in AAA bank in Thailand was conducted over a period of 2 months 
with fi ve face-to-face interviews. All interviews were digitally voice recorded and 
transcribed, with additional and updated information drawn from AAA bank’s web-
site. The informants were senior IT strategy and policy specialists, a senior software 
quality assurance specialist, the head of IT strategy and policy, the head of software 
quality assurance, a senior IT architect specialist, a senior regulatory and policy 
compliance specialist, a senior information systems auditor, and a senior IT resource 
and portfolio management specialist. Data were collected from all interviews in a 
repetitive process, which collated empirical data, theoretical views, and relevant 
documentation [ 38 ]. Furthermore, this research ensured the complete picture by 
directly quoting signifi cant comments from the interviewees [ 42 ]. Thus, there is the 
potential to create a mind map to depict the empirical data [ 43 ]. Subsequently, the 
whole picture of each informant’s statements and mind maps was analyzed along 
with theoretical perceptions. In addition, this data analysis process was carried 
through to the fi nal assessment, which helped to explain the overall fi ndings from 
the case studies [ 38 ].  

4     Case Study 

4.1     Background of the AAA Bank 

 In 1945, AAA was established. Today, there are approximately 16,000 employees, 
and the bank has a registered capital of Baht 30,000 million (USD 99 million) and 
a return on assets (ROA) in the fi rst half of 2011 that has been assessed at 1.7 %. It 
has been indexed with the bank of Thailand, which operates as Thailand’s central 
bank, e.g., designating monetary policy, examining fi nancial systems, supporting 
banking assistance to the government and fi nancial institutions, releasing securities 
and new prints of banknotes, and controlling the foreign exchange rate in Thailand. 
AAA is named as one of the main local commercial banks in Thailand and has been 
listed on SET (The Stock Exchange of Thailand) since 1976. AAA is in the top fi ve 
largest commercial banks as defi ned by total assets, loans, and deposits, and it has 
16 % of market share. In addition, there are more than 800 branches across Thailand 
with eight overseas offi ces in the USA, Hong Kong, Cayman Islands, China, and 
Japan. Currently, there are over than 7,000 automated teller machines (ATM) 
across Thailand.  
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4.2     IT Governance 

 AAA updates IT governance frameworks by regularly adopting new versions of 
software and other systems. However, AAA is always careful in selecting new func-
tionalities in the systems prior to adopting them in the business operations, in order 
to avoid risks and related problems. A senior IT strategy and policy specialist 
commented:

  In order to maintain an up to date system, we always follow up new versions of the frame-
work. We have updated our  Information Technology Infrastructure Library (ITIL)  
from version 2 to version 3 for example. However, we are always concerned with new func-
tions. If there are some new functions, which are not suitable to our business, we will not 
deploy them; but it rarely happens. We mainly adopt frameworks, which are available in the 
market such as  Control Objectives for Information and related Technology (Cobit) , 
ITIL, and  Capability Maturity Model Integration (CMMI) . We use all of these as we 
have different business areas. In my department, we mainly focus on Cobit as we have the 
responsibility of measuring the maturity level of other sections of the bank. Cobit does not 
mandate working methods. It only provides the steps to follow to determine what to do. In 
respect of the IT architecture department, they have to adapt CMMI for it to work in their 
areas. Consequently, these frameworks are infrequently changed. In reference to project 
management, there is a Project Management Provenance team, which looks after all those 
processes. If there are new technologies and approaches, they will study them carefully 
prior to any implementation. 

   Figure  1  explains the outlook for IT investment. In the globalized economy of the 
early twenty-fi rst century, most people in AAA chose the only outstanding answer 

  Fig. 1    Outlook for IT investment       
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from the cohort of options, which is IT-enabled investments are managed as a port-
folio. However, other choices were recognized in different answers. So, it is easily 
understood that the portfolio is a vital consideration for AAA in gaining more gen-
erous returns from IT investments. It seems likely that top management people 
strongly encourage and support efforts to optimize IT. And now in 2012, there is no 
doubt that AAA is one of the most profi table and leading innovative Thai banks.

4.3        Strategic Alignment 

 In relation to strategic alignment mainly concerning the role of the CEO and CIO, a 
senior regulatory and policy compliance specialist commented on the policies by 
suggesting:

  As I have seen in my role, the CEO always gives directions. According to the policies, AAA 
always lays down the policies and sets conditions by following the Bank of Thailand and IT 
management. Policies were passed on to different hierarchical levels of management and 
were considered by the CIO, management committees, board of directors, and the CEO 
respectively. In terms of policies, there are substantial matters, which have been discussed, 
such as how to manage matters properly and correctly. The CEO and CIO always provide 
more ideas, feedback, directions, and advice in addition to existing issues. According to 
maintenance policies, there are some reviews that are achieved by maintaining the policies 
and getting approvals from the leadership. 

   Referring to Fig.  2 , active involvement gains the highest understanding and par-
ticipation from respondents in IT governance at all levels of the organization. AAA 
encourages staff to have a strong focus on IT governance. It is incumbent upon staff 
to deliver, respond to, and introduce new developments in IT governance in a com-
prehensive manner. It, therefore, leads them to understand and participate more 

  Fig. 2    Understanding of, and participation in, IT governance at all levels of the organization       
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fully. AAA expects that staff will improve their initiatives and demonstrate creativi-
ties in memorizing the IT government requirements at various levels of the com-
pany. Then, they can integrate IT governance seamlessly. Regrettably, passive and 
partial involvements remain a concern for a minority of respondents.

4.4        Value Delivery 

 According to the strategic level, top management has realized the importance of 
value delivery so that AAA has an effective IT governance adoption strategy because 
of its reliable processes. Due to the size of AAA, it needs skilled people to work 
there and to support the numerous diffi cult projects that they have to operate simul-
taneously. This in turn leads AAA to recruit additional people on a regular basis to 
serve operational needs and duties of increasing complexity. This is an important 
impact of IT governance adoption in AAA. Moreover, some full-time employees 
are not skilled enough, while others have poor technical skill and less experience in 
handling these tasks. Therefore, it is important to hire people from an outsourcing 
vendor to oversee this growth. The head of IT strategy and policy commented:

  I think all our processes and management are well organized; they are run in an orderly and 
systematical way. The processes are auditable, traceable, scalable, and able to be escalated. 
Therefore, the results are produced transparently and with high quality. I think that the 
impact of IT governance adoption provides for good operations that can be run systemati-
cally and automatically, within the timeline. The processes also involve a short waiting 
time, which is required to allow particular authorized people to decide on, approve and 
proceed with their decisions, prior to providing command and control, direction, commit-
ment, authorization, and communication. It assists to gain an agreeable consensus from the 
top management. However, IT governance adoption also provides a poor effect in terms of 
recruiting experts to operate long term processes for big projects. 

   In regard to the value of IT service delivery, as depicted in Fig.  3 , Normative is 
the answer selected by most respondents. This indicates that AAA adopts a moder-
ately powerful IT service delivery, which could be at the same standard or level as 
the other Thai banks. In fact, IT service delivery in AAA is similar to other Thai 

  Fig. 3    Value of IT service 
delivery       
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banks. And AAA is not powerful enough to be critical of others. Moreover, there are 
more successful banks in the Thai market, and this brings intense pressure for 
change and also shapes AAA’s IT service delivery. The other banks’ excellent 
returns and products, compared to the value of IT service delivery in AAA, do not 
show such exceptional performance and outcomes. This has elicited useful informa-
tion to renovate bank processes and make the forces driving the structural change to 
introduce a gain that provides a technological advance. Senior managers have to 
fi nd a new plan for the fi rm’s survival. They may be required to do a lot more regard-
ing prospects of advancement and concerning continuous improvement that result 
in innovation and better ways of doing things. This result needs to be mainly driven 
by information and communications technology evolution, which has immensely 
improved the rapidity of improvement and shortened the cost at, which information, 
money, and people progress. It shows that AAA has an optimistic attitude towards 
productive progress and developing its practices in respect of IT service delivery.

5         Conclusion 

 This paper encapsulates the integration of business and IT by implementing IT 
 governance in order to facilitate and execute the business processes and thus grow 
the organization effectively. In general, organizations must focus on business objec-
tives beforehand and analyze their effect prior to deploying technologies in their 
efforts to gain successful outcomes. This paper proposes the fi ndings from a case 
study that emphasizes IT governance, strategic IT alignment, and value delivery as 
the main factors at AAA bank. It did this by presenting a snapshot of how IT 
 governance contributes to enriched operational planning, management, and strate-
gic performance of the organization. That is, the staff in positions of infl uence in 
AAA bank appear to have made positive evaluations of IT governance implementa-
tion effectiveness, and these results, and the lessons learned, could strengthen ongo-
ing IT governance implementation, strategic alignment, and value delivery of other 
organizations and result in divergent management, control, and performance man-
agement as well. Furthermore, the present research may provide valuable advice to 
organizations that are planning to implement IT governance. Finally, this research 
suggests scrutinizing and identifying the infl uences and problems facing implemen-
tation of IT governance in achieving business objectives, such as by meeting needs, 
and shaping ongoing implementation in current organizational contexts as well. 

 In keeping with the data of this research, it emerges that IT governance imple-
mentation is an approach to strategic alignment and value delivery in validating 
processes such as through sharper decision-making, stronger business-IT align-
ment, and bolder internal collaborations processes. Consequently, it develops pro-
cesses of IT governance implementation for the banking industry, which could 
promote more sophisticated business performance in achieving business objectives. 
Due to the immaturity of the present research, it is diffi cult to make strong asser-
tions regarding the outcomes, which are only based on a single case study. For that 
reason the author intends to conduct further productive research in this area.     
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    Abstract     Data Warehouses (DWs) are used for producing business knowledge and 
aiding decision support. Since they store the secrets of the business, securing their 
data is critical. To accomplish this, several Database Intrusion Detection Systems 
(DIDS) have been proposed. However, when using DIDS in DWs, most solutions 
produce either too many false-positives (i.e., false alarms) that must be verifi ed or 
too many false-negatives (i.e., true intrusions that pass undetected). Moreover, many 
approaches detect intrusions a posteriori which, given the sensitivity of DW data, 
may result in irreparable cost. To the best of our knowledge, no DIDS specifi cally 
tailored for DWs has been proposed. This paper examines intrusion detection from 
a data warehousing perspective and the reasons why traditional database security 
methods are not suffi cient to avoid intrusions. We defi ne the specifi c requirements 
for a DW DIDS and propose a conceptual approach for a real-time DIDS for DWs 
at the SQL command level that works transparently as an extension of the Database 
Management System (DBMS) between the user applications and the database 
server itself. A preliminary experimental evaluation using the TPC-H decision 
 support benchmark is included to demonstrate the DIDS’ effi ciency.  

1         Introduction 

 Intrusion is a set of actions that attempt to violate the integrity, confi dentiality, 
or availability of a system [ 4 ,  11 ,  16 ]. Intrusion Detection Systems (IDS) detect 
unauthorized access in an automated way based on two main approaches:  misuse 
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detection , matching user actions with well-known predefi ned attack patterns; 
and  anomaly detection , analyzing user actions to fi nd deviations from determined 
normal behavior. Many IDS have been proposed, but they mainly focus on the net-
work or operating system level. These IDS are ineffective to detect application level 
attacks, as they are perceived as authorized commands executed by authorized users 
and because they do not have the knowledge of application level semantics, required 
separation of duties, and normal working scope of the users. Thus, the best way to 
avoid these attacks is to place an additional ID layer at the database level, i.e., 
a Database IDS (DIDS). 

 Data Warehouses (DWs) are used for producing business knowledge and decision 
support purposes, making them the core of enterprise sensitive data, which in some 
cases is worth millions of dollars. Given the ad hoc and unpredictable nature of 
decision support queries and the diversity of their data access patterns, the boundary 
between normal and anomalous behavior is frequently fuzzy, i.e., it is very diffi cult 
to determine  normal  user behavior and  probable attack  behavior, making it very 
hard to effi ciently model attack patterns. 

 Although several DIDS have been proposed in the past, they are poor at detecting 
intrusions in DWs without typically resulting in too low true intrusion detection 
rates where most intrusions pass undetected or too many false alarms are raised (i.e., 
false-positive alerts) [ 12 ,  13 ,  16 ,  18 ]. In fact, in the last case, the number of gener-
ated alerts is typically so large that it often leads to a huge waste of time and limited 
resources. Although alert correlation techniques have been proposed for fi ltering the 
most relevant alerts [ 1 ,  3 ,  12 ,  13 ], in highly heterogeneous environments such as 
DWs, the number of alerts is simply just too high to be checked [ 12 ,  16 ]. This jeop-
ardizes the credibility and feasibility of the whole IDS [ 1 ,  8 ,  12 ,  18 ]. 

 Many business models using web-based infrastructures work on 24/7 schedules. 
Such enterprises require 24/7 management, which implies that decision makers 
require continuous access to decision support means such as Data Warehouses 
(DWs). To allow decision makers to have this kind of access, DWs have been shifting 
to the cloud computing paradigm, enabling them to be available at any time from 
any location. However, this creates a key security issue since it imposes providing a 
mean for accessing their databases that can be reached from outside the enterprise. 
Given the uniqueness of certain features intrinsic to data warehousing environments 
(explained in Sect.  3 ) which do not exist in other types of database systems, we argue 
that DWs require specifi cally tailored DIDS. To the best of our knowledge, no such 
DIDS has been proposed so far. 

 In this chapter, as main contributions, we refer the main types of DIDS and 
propose the conceptual design of a DIDS tailored for DWs. We present the most 
relevant features for analyzing user actions in data warehousing environments and 
propose misuse and anomaly detection techniques as a support for DIDS. Given that 
not all intrusions present the same risk of data damage or disclosure, we also  propose 
a risk exposure method to rank the generated intrusion alerts. This enables taking 
care of intrusions with a potentially higher risk to the enterprise more rapidly than 
other DIDS using alert correlation techniques. Our DIDS works as an extension of 
any DBMS, adding intrusion detection capabilities to the native database server 
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functionalities. In practice, it acts as an additional feature at the application layer 
that enables intrusion detection between DW user applications and the database 
transparently without jeopardizing their joint functionality. To the best of our 
knowledge, this is the fi rst proposal presenting the requirements and a conceptual 
approach for a DIDS specifi cally tailored for DWs. It is also the fi rst to use risk 
exposure on alert generation to deal with intrusions more effi ciently. 

 The remainder of this chapter is organized as follows. Section  2  presents 
 background and related work on DIDS. Section  3  characterizes a typical DW 
 environment and the security issues that concern intrusions in DWs. Section  4  
presents the features that we have determined as the requirements for building a 
DIDS for DWs and the description of the proposed DIDS itself. In Sect.  5  an experi-
mental evaluation is presented using the TPC-H decision support benchmark. Finally, 
Sect.  6  presents our main conclusions and points out future work.  

2      Background and Related Work 

 Main commercial DBMS such as Oracle and Microsoft SQL Server provide 
 Fine- Grained Access Control (FGAC) for applying data access policies to the data-
base itself, rather than within applications. Thus, security needs to be built only 
once in the database instead of being implemented across applications. However, 
while FGAC can restrict intrusive activities according to the defi ned data access 
policies, it cannot detect intrusions. In this sense, our approach complements FGAC 
at the DBMS level. 

 The work in [ 9 ] presented an anomaly detection approach for real-time database 
systems using time signatures. Other anomaly detection approach in [ 15 ] is based 
on statistical functions representing data relations. However, both approaches focus 
on anomalies in data changes rather than querying actions. Moreover, the authors of 
[ 15 ] suggest the intrusion detection procedure should run once a day or even once 
a week in an a posteriori mode instead of performing online intrusion detection. 
This is not adequate for DWs. In [ 2 ], database transactions are represented by 
directed graphs describing the SQL command types (select, insert, delete, etc.) used 
for malicious data access detection. This approach cannot handle ad hoc queries and 
works at the coarse-grained transaction level as opposed to the fi ne-grained query 
level. The solution proposed in [ 1 ] uses tree kernel-based learning and clustering for 
extracting context modeling of SQL instructions and anomaly detection. A Role- 
Based Access Control (RBAC) mechanism has been proposed in [ 5 ]. Data mining 
techniques are used, namely, classifi cation and clustering, against SQL instructions 
stored in database audit fi les to deduce role profi les of normal user behavior. A limita-
tion of this approach is that it cannot extract correlation among queries in transactions. 
Another RBAC DIDS solution using unsupervised machine learning was also 
 proposed in [ 14 ], analyzing read–write operations. Since these solutions are  role- based, 
they work at a higher coarse-grained level than the user-based profi ling proposed in 
our approach. 
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 Detecting attacks by comparison with a set of known legitimate database 
transactions, summarizing SQL statements into compact access patterns named as 
fi ngerprints, is the focus of [ 8 ]. Analyzing the sequence of user commands for 
detecting ID is used in [ 7 ]. Profi ling the data accessed by users to try to determine 
their intent is an approach used in [ 10 ] using statistical learning algorithms. They argue 
that analyzing what the user is looking for (i.e., what data) instead of analyzing how 
she/he is looking for it (i.e., which SQL expressions) is more effi cient for anomaly 
detection. In our chapter, we integrate both these views. 

 Several correlation techniques have been proposed to reduce the number of false- 
positives. Data correlation among transactions is used in [ 3 ], recurring to data min-
ing using read–write dependency rules. However, this system can only match 
well-defi ned read–write patterns; it is unable to detect malicious behavior in indi-
vidual commands. Similarly, in [ 16 ], the dependency between attributes is used to 
generate rules based on identifi ed malicious transactions, considering the sensitivity 
of each data item to attribute different weights. In [ 12 ] an Adaptive Learner for 
Alert Classifi cation is described, using machine learning to classify alerts and cor-
relate them. Reference [ 19 ] presents an automatically tuning IDS, fi ltering alerts 
according to a detection model which is tuned on the fl y according to the feedback 
of decisions made by a security operator. Although these proposals seem to improve 
false-positive rates, each attack in DWs has unique characteristics, which makes it 
diffi cult to defi ne or fi nd alert correlation; actions that are normal in certain environ-
ments may be malicious in others [ 12 ].  

3       Data Warehouse Security vs. Intrusions 

 The DW database usually stores the complete history of a business, which is updated 
by ETL (Extraction, Transformation, and Loading) tools. The ETL processes extract 
relevant data from the transactional source systems, clean and transform the data, 
and load the fi nal formatted data into its database. Most DW database schemas are 
star schemas [ 6 ], where business facts are stored in a central table called  Fact Table  
(e.g., Sales fact table), and the tables containing the business descriptors are called 
 Dimension Tables  (e.g., Customer and Product tables). Dimension tables are usually 
small in size (less than 10 % of DW total storage space) when compared with fact 
tables, which are typically huge in size (at least 90 % of DW total storage space) 
and have an enormous amount of rows (millions or billions) [ 6 ]. From a usability 
 perspective, DWs have the following well-known assumptions [ 6 ]:

•    Business facts are mainly stored in numerical-typed attributes within fact tables; 
since fact tables typically take up at least 90 % of the DW total storage size, we 
can state that DW databases are mainly composed by numerical values.  

•   Typically, there are a relatively low number of DW users (a few tens).  
•   End users can only execute read-only instructions, i.e., they are not allowed to 

change data. Database Administrators (DBAs) and ETL users may execute any 
operation on data.  
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•   More than 90 % of user actions are decision support queries (i.e., SELECT 
 statements, even in real-time DWs), mainly against fact tables.  

•   Automated commercial ETL tools are usually the common way to update DW 
databases. These tools typically function in very well-defi ned schedules and with 
predefi ned frequencies. The amount of data which is loaded into the DW in each 
update is often also predefi ned.  

•   Although decision support queries may typically access huge amounts of data, 
the query response usually results in a small dataset with a few hundred bytes 
and a relatively low number of columns (no more than a few tens).  

•   Reporting (i.e., periodically running reports for answering fi xed predefi ned deci-
sion support queries) is a typical action in DWs.  

•   Many decision support queries are issued in ad hoc manner, which makes them 
mostly unpredictable. Most queries are CPU intensive and can take up to hours.    

 Given typical data warehousing environments, there are mainly three types of 
attacks mobilized against DWs:

    1.     Attacks aiming for corrupting data . In these attacks, the intruder seeks actions 
that compromise the database’s integrity, such as maliciously modifying or 
deleting the data in a given database object (e.g., such as table or view).   

   2.     Attacks aiming for stealing information.  In these types of attacks, the intruder is 
focused on breaking confi dentiality issues, such as stealing business information, 
rather than damaging the contents of the database.   

   3.     Attacks aiming for making the DW unavailable.  These attacks focus on making 
database services unavailable, i.e., Denial of Service (DoS) attacks. Some exam-
ples are erasing a database object (e.g., database tablespace), fl ooding database 
services with a huge amount of requests (e.g., executing a large number of simul-
taneous instructions that process and/or return huge amounts of data, thus creating 
processing bottlenecks at the server and jeopardizing network bandwidth with 
their responses), halting or crashing database server instances, etc.      

4      Data Warehouse Intrusion Detection System 

 The DIDS architecture is shown in Fig.  1 , functioning as an extension of the DBMS. 
Intrusion detection is handled at the DBMS command level, in two moments, 
according to the following: whenever the DBMS is required for executing a com-
mand, the DIDS analyzes the command before it is executed, by the Command 
Analyzer (step 2), and analyzes the response after it is computed and before returning 
it to the user which required its execution, by the Response Analyzer (step 9).

   The DW Security Administrator manages the Security Manager Interface, which 
allows visualizing and managing the DIDS-DW database (user profi les, intrusion 
detection actions and rules, and intrusion history), as well as monitor intrusion 
alerts and defi ne the actions to respond to each detected intrusion. The DBA 
 manages all DW database(s) data structures and objects such as datafi les, tables, 
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indexes, and views and performs their maintenance. The Authorized End User is a 
regular DW end user who is interested in querying data for decision support pur-
poses. The Intruder represents both inside and outside attackers with intention to 
steal or damage data (e.g., as a masqueraded insider by using an authorized user’s 
interface after taking possession of a valid end user username/password login; as an 
outsider if she/he is able to bypass a database connection with open data access poli-
cies—such as a typical web connection—by using SQL injection techniques, etc.). 

 The sequence of steps is labeled in Fig.  1  and described as the following: 
a user submits a command through any type of interface (internal or external to the 
DW) to the DBMS for execution (step 1). Before executing it, the DBMS will send 
the command text to the Command Analyzer (step 2), which parses the command 
and splits it into the interesting features for misuse and anomaly detection, and 
simultaneously passes this information to the Misuse Detector and Anomaly 
Detector (step 3). These detectors retrieve the existing user profi les and intrusion 
detection rules and actions from the DIDS-DW Database (step 4) and apply the 
misuse and anomaly detection algorithms. Afterwards, the detectors will decide if 
the command is probably an intrusion or not. In the affi rmative case, they will pass 
on the intrusion alert and correspondent action to be taken to the Intrusion Response 
Manager (IRM), storing the intrusion features in the DIDS-DW Database for future 
reference (step 5). If the detectors conclude that the command is not an intrusion, 
they will simply update the user profi les and feature statistics in the DIDS-DW 
Database and discard notifying the IRM. 

 Whenever the IRM is notifi ed of an intrusion alert, it assesses the alert’s risk 
exposure, and its consequent alert is sent to the Security Manager Interface to notify 
the DW Security Administrator (step 6). The IRM takes actions through the DBMS 
by pausing or killing the user command execution, or killing the user session, either 
automatically or on request of the DW Security Administrator after she/he has seen 
the alert information and decided what action should be taken (step 6). For paused 
commands, if the DW Security Administrator decides it is a false alert, the intrusion 

Database Intrusion Detection Engine for Data Warehouses

Authorized
End User

DataBase
Administrator

Intruder

Misuse DetectorDataBase Management
System

Security Manager
Interface

Intrusion Response
Manager

DW
Database(s)

DIDS-DW
Database

DBA, ETL and End User
Interfaces

Anomaly Detector

Command Analyzer Response Analyzer
DW Security
Administrator

1

2

3

4, 11

5, 12

3

4, 11
5, 125, 12 5, 12

6, 13

6, 13

7
8

9
1010

14

  Fig. 1    The conceptual architecture of the DIDS for DWs       

 

R.J. Santos et al.



499

record referring to that alert previously stored in the DIDS-DW Database by step 5 
is deleted and command execution is resumed. If the IRM decides the user com-
mand is not an intrusion, it notifi es the DBMS to execute it against the DW (step 7). 
After the user command response has been computed by the DBMS (step 8), the 
response itself is analyzed by the Response Analyzer, before returning it to the user 
interface which requested it (step 9), which extracts the interesting response fea-
tures for intrusion detection and passes them on to the Misuse Detector and Anomaly 
Detector (step 10). These detectors will then repeat what occurred in steps 4, 5, and 
6, as steps 11, 12, and 13. Finally, if the IRM considers the user command as a 
 nonintrusion or as an intrusion (step 13), the computed results are, respectively, 
either sent back to the user interface which requested them or eliminated and given 
back a null response (step 14). 

4.1     Alert Classifi cation, Risk Exposure Assessment, 
and Response Handling 

 Many IDS evaluate the probability of a given user action being suspicious to 
classify that particular action (or set of actions to which it belongs) as an intrusion; 
when that probability exceeds a predefi ned threshold, an alert is generated. When 
those thresholds are too low, a huge amount of alerts is typically generated, which 
mostly turn out to be false alarms. Contrarily, when the thresholds are too high, 
many true intrusions pass undetected. Given the sensitivity of DW data, it is prefer-
able to have low thresholds and consequently check the generated alerts because the 
potential cost of undetection is often considered too high or even unacceptable. 

 Alert correlation techniques such as [ 12 ,  13 ,  19 ] try to improve the effi ciency of 
IDS when the number of generated alerts is large. These techniques fi lter the alerts to 
determine which are worthy of checking from those that are probably false alarms. 
We argue that alert correlation is not the best way to defi ne which alerts should be 
checked and in which order of priority. Since the value of DWs resides on the fact 
that they store the secrets of the business, the resulting impact from an intrusion is 
closely linked with what data was exposed or corrupted. There can be intrusions that 
have been positively correlated for checking but have a small impact on the enter-
prise (e.g., the exposed or damaged data is not very sensitive), while alerts referring 
to true intrusions with high impact are ignored by correlation techniques. 

 To avoid this from happening, we propose an approach for ranking alerts according 
to a measure of risk exposure. Given a user action,  risk exposure  is a function of both 
the  probability  that action has of being an intrusion and the  impact  that action may 
have, i.e., the potential magnitude of the cost for the enterprise related to the damage 
or disclosure of the sensitive data which the action affects. Risk analysis consists on 
ranking the alerts given their computed risk exposure, according to a matrix similar to 
Fig.  2 . This allows ensuring that the security staff will treat the most signifi cant intru-
sions (given alerts with higher risk exposure) prior to intrusions that might produce 
less important damage, thus treating intrusion alerts more effi ciently.
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   To defi ne the probability of each type of alert given the feature that generated it, 
and fi ltering user, value-based and/or temporal-based conditions, the DW Security 
Administrator may defi ne rules with the following syntax (clauses in brackets are 
optional, where those appearing with | are values to be chosen from):   

    1.     DEFINE PROBABILITY AS VeryLow|Low|High|VeryHigh    
   2.     ON FEATURES {FeatureName1, FeatureName2,…}, AllFeatures    
   3.     [WHERE {List of fi ltering conditions}]    
   4.     [WHEN {List of time-based conditions}]    
   5.     [FOR USERS {UserID1, UserID2,…}, AllUsers,  

  USERS WITH ROLES {UserRole1, UserRole2, …}]     

  The rule allows defi ning various probabilities to the same feature in case the DW 
Security Administrator considers it appropriate. For example, in systems such as 
banking and e-governance applications, the number of allowed consecutive unsuc-
cessful login attempts for all users typically ranges from three to fi ve. It is consid-
ered common to accept two consecutive unsuccessful attempts followed by a 
successful attempt as a nonintrusion, while more consecutive unsuccessful attempts 
indicate a possible intrusion tentative. Thus, the probability of an intrusion given the 
number of consecutive failed login attempts can be defi ned by the following rules:

  DEFINE PROBABILITY AS Low  
  ON FEATURES 

#ConsecFailedLoginAttempts  
  WHERE 

#ConsecFailedLoginAttempts=3  
  FOR USERS AllUsers  

  DEFINE PROBABILITY AS VeryHigh  
  ON FEATURES 

#ConsecFailedLoginAttempts  
  WHERE 

#ConsecFailedLoginAttempts>=5  
  FOR USERS AllUsers  

  DEFINE PROBABILITY AS High  
  ON FEATURES #ConsecFailedLoginAttempts  
  WHERE #ConsecFailedLoginAttempts = 4  
  FOR USERS AllUsers  

   Although we leave the assessment of the probability entirely to the DW Security 
Administrator (for she/he has the knowledge about the DW and its context and, 
thus, better judgment for defi ning these values), we recommend that for the fi rst 
implementation of the DIDS for DWs a  High  probability should be given to all 
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features. After the learning phase of the DIDS defi ned by the DW Security 
Administrator, the features’ probability should be set accordingly to the alerts that 
they generated that turn out to have produced a higher or lower true-positive and 
false-positive rates. 

 The assessment of the impact caused by a user action is based on  which ,  how 
much , and  when  sensitive data can be exposed or damaged by the user command. 
This assessment is also left entirely to the DW Security Administrator, as it depends 
on the nature and structure of each DW itself, which is mostly unique in each real- 
world context. It is managed by using the following rules, which allow defi ning the 
impact coeffi cient for the actions ranged by each command, valid for the list of 
nominal-based, value-based and/or temporal-based conditions:

    1.     DEFINE IMPACT AS VeryLow|Low|High|VeryHigh    
   2.     ON FEATURE {FeatureName1, FeatureName2, …}, AllFeatures,    
   3.     [ON COMMAND Insert, Update, Delete, Select,     CreateAll, 

DropAll, AlterAll,    
   CreateTable, DropTable, AlterTable,   
   CreateIndex, DropIndex, AlterIndex,   
   CreateProcedure, DropProcedure, AlterProcedure,   
   CreateFunction, DropFunction, AlterFunction,   
   CreateView, DropView, AlterView,   
   CreateTrigger, DropTrigger, AlterTrigger]       

   4.     [WITH COLUMNS {Column1, Column2, …}, AllColumns]    
   5.    [ WHERE {List of fi ltering conditions}]    
   6.    [ WHEN {List of time-based conditions}]    
   7.    [ JOINED WITH {Column1, Column2, …}, AllColumns]    
   8.     [FOR USERS {UserID1, UserID2,…}, AllUsers,  

  USERS WITH ROLES {UserRole1, UserRole2, …}]     

  To defi ne which responses should be taken given the risk exposure matrix, the 
DW Security Administrator may defi ne rules as the following:

    1.     GIVEN RISK EXPOSURE AS VeryLow|Low|High|VeryHigh|Crit
ical    

   2.     OF Misuse|Anomaly    
   3.     ON FEATURE {FeatureName1, FeatureName2, …}, AllFeatures    
   4.     [WHERE {List of fi ltering conditions}]    
   5.     [WHEN {List of time-based conditions}]    
   6.     TAKE ACTION {DoNothing, Alert, PauseUserCommand,  

  TerminateUserCommand, KillUserSession}      

 All risk exposure, probability and impact rules will be stored in the DIDS-DW 
Database and used by the Intrusion Response Manager (IRM), as explained 
formerly.  
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4.2     Misuse Detection 

 Considering the assumptions discussed in the prior sections, we will now identify 
the information required for misuse detection in DWs. Taking the fi rst step of an 
intrusion as the attempt to login to its database, there are mainly two possibilities: 
(1) the attacker does not possess valid login credentials and tries multiple attempts 
to guess a valid login, and (2) the attacker has a valid login credential. In the fi rst 
case, she/he may try simultaneously opening several database login sessions in 
order to rapidly try many possibilities, or she/he can open one database login ses-
sion and sequentially attempt diverse login possibilities. These attempts may also be 
spaced in time, to try avoiding being detected. This means that we must be able to 
isolate these attacks, in order to be effective on this type of misuse detection. Thus, 
the following information must be captured and analyzed: in each database login 
attempt, the DIDS must store the entered login credentials (e.g., username and pass-
word), the IP address of the machine from which the user is trying to login and the 
session ID open by the communication established with the database server, and the 
date/time of the login attempt. With this information and based on general features 
in DW database management, we consider the features shown in Table  1  as interest-
ing for misuse detection purposes.

   A maximum value for each misuse feature should be defi ned by the DW Security 
Administrator for each UserID and IPAddress. To detect misuse, every time a user 

   Table 1    Misuse detection features in the DIDS for DWs   

 Feature name  Description 

 #ConsecFailedLoginAttempts  The number of consecutive failed database login 
attempts by a UserID or from an IPAddress 
(accumulated or in a given timespan) 

 #SimultSQLSessions  The number of active simultaneous database connec-
tions on behalf of a UserID or IPAddress 

 #SimultSQLCommands  The number of simultaneous SQL commands 
executing on behalf of a UserID or IPAddress, per 
session 

 #RowsInsert  The number of rows to insert in a given table by a 
UserID or IPAddress 

 #RowsUpdate  The number of rows to update in a given table by a 
UserID or IPAddress 

 #RowsDelete  The number of rows to be deleted in a given table by a 
command issued by a UserID or from a given 
IPAddress 

 #UnauthorAccessAttempts  The number of consecutive user requests to execute 
unauthorized actions (e.g., an end user that requests 
to modify data when the database is read-only or 
requests to query data to which he does not have 
access privileges) from a UserID or IPAddress 
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command is requested to be executed by the DBMS, the Misuse Detector will verify 
these values for each feature to check if the user action exceeds them. If it does, then 
an alert is generated that is analyzed and ranked by the IRM given the predefi ned 
probability and impact rules, as explained in the previous subsection.  

4.3     Anomaly Detection 

 Our anomaly detection approach is based on building individual user profi les which 
are incrementally updated. To build these profi les, we consider features coming 
from two sources: the command itself and the result of its execution. If no alert is 
generated after the command has been analyzed a priori to its execution, then it is 
processed and its result will be analyzed before it is returned to the user. Before 
executing each user command, we extract the UserID and IPAddress that requested 
its execution, the SQL command text, tables and columns affected by it, restriction 
columns and literal values used for fi ltering data (from the SQL WHERE clause), 
the used functions (sum, avg, max, min, count), the command type (select, insert, 
update, delete, create, alter, etc.), the date and time when it was submitted to the 
DBMS, and the type of user (Database Administrator—DBA, ETL interface, End 
User). For the result of the command’s execution, we consider the CPU time spent 
in computing the result and the result’s size, the returned number of rows, and the 
returned number of columns. With this information and based on the specifi city of 
the data warehousing assumptions presented in the previous sections, we consider 
the features shown in Table  2  as interesting for anomaly detection for each requested 
user action.

   For each user, for each feature, a probabilistic distribution should be built based 
on the values for each feature obtained during a learning phase defi ned by the DW 
Security Administrator. After that, they are incrementally updated with the database 
log. For checking anomalies in each user action we propose the execution of two 
probabilistic hypothesis tests for each feature, both with a 95 % confi dence level:

    1.    One to verify if the values for each anomaly feature for the individual user com-
mand are outliers of their respective predefi ned distribution. For each feature 
where there is a probable outlier, an alert is generated by that feature.   

   2.    Another to verify if the sample of values for each anomaly feature for all the user 
commands issued in the current active session (to which the user command being 
analyzed belongs) also belongs to their respective predefi ned distribution. For 
each feature where the sample of session values probably does not belong to its 
distribution, an alert is generated by that feature.     

 Similarly to misuse detection, if an alert is generated by the Anomaly Detector, 
it is dealt with by the IRM, given the defi ned user/command’s probability and 
impact.   
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5      Experimental Evaluation 

 We used the TPC-H benchmark [ 17 ] to build a 1GB DW using Oracle 11g DBMS 
on a Pentium 2.8 GHz machine with a 500 GB SATA hard disk and 2 GB SDRAM  
(with 512 MB dedicated to the database server), running Windows 2003 Server for 
executing a preliminary test in order to measure the effi ciency of the proposed 
approach. We defi ned a scenario with ten web connections to the DW (simulating a 
cloud DW environment) in which there were seven “true” DW users (non-intruders) 
and three “intruders.” For each “true” DW user workload, a random set of randomly 
chosen TPC-H queries was selected, i.e., each user had different queries to execute, 
as well as a distinct number of queries. In each workload, several queries were ran-
domly picked for randomly changing their fi xed parameters (namely, in their 

   Table 2    Anomaly detection features in the DIDS for DWs   

 Anomaly features per command 

 Feature name  Description 
 CPUTime  CPU time spent by the DBMS to process the command 
 ResponseSize  Size (in bytes) of the result of the command’s execution 
 #ResponseLines  Number of response lines in the result of the command’s execution 
 #ResponseColumns  Number of columns in the result of the command’s execution 
 #ProcessedRows  Number of accessed rows during the command’s execution 
 #ProcessedColumns  Number of processed rows during the command’s execution 
 CommandLength  Number of characters in the command 
 #GroupBy  Number of GROUPBY columns in the command 
 #Union  Number of UNION clauses in the command 
 #Sum, #Max, #Min, #Avg, 

#Count 
 Number of SUM, MAX, MIN, AVG, and COUNT functions 

in the command 
 #And, #Or  Number of AND and OR operators in the command’s WHERE 

clause(s) 
 #LiteralValues  Number appearances of literal values in the command’s WHERE 

clause(s) 
 Anomaly features per session 
 Feature Name  Description 
 #Select, #Insert, #Delete, 

#Update, #Create, 
#Alter, #Drop 

 Number of executed SELECT, INSERT, DELETE, UPDATE, 
CREATE, ALTER, and DROP commands, per session 

 #Insert-Select, 
#Create-Select 

 Number of executed INSERT and CREATE commands that 
included SELECT commands, per session 

 #GroupBy  Number of GROUPBY columns in all SELECT statements, per 
session 

 #Union  Number of UNION clauses used in all SELECT statements, per 
session 

 #Sum, #Max, #Min, #Avg, 
#Count 

 Number of appearances of SUM, MAX, MIN, AVG, and COUNT 
functions in all commands, per session 

 TimeBetwCommands  Time period (seconds) between execution of commands, per 
session 

 #SimultCommands  Number of commands simultaneously executing, per session 
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WHERE clause) to obtain a larger scope of user actions from the benchmark queries 
(modifi ed parameter queries). Each workload also included a random number of 
 random  queries (built by randomly picking a set of tables, columns, functions to 
execute, grouping and sorting, and literal restrictions for columns included in the 
WHERE clauses). The proportion of TPC-H and random queries used in each work-
load was, respectively, 80 and 20 % (on average). The fi rst represent typical analyti-
cal reporting behavior in DWs, while ad hoc queries were simulated by the random 
queries, in smaller number. The workload for each “true” user is shown in Table  3 , 
where  OqXX  represents the original TPC-H query number  XX  and  MqXX  stands for 
TPC-H query  XX  with modifi ed parameters, as explained previously, with  XX  = 1..23.

   To build the individual mean and standard deviation models for each feature of 
each “true” user, we executed each user’s workload 25 consecutive times and extract 
its values. To build each “intruder” workload, we generated 300 random intrusion 
queries from several types: SQL injection tautologies; login/password guessing; 
inserting, changing, or deleting a random number of rows; selecting a random 
amount of columns from a random number of tables, with and without range value 
restrictions; selecting a random amount of columns with a random amount of func-
tions (MAX, SUM, etc.) from a random number of tables, with and without a ran-
dom number of grouping columns and with and without range value restrictions; 
selecting a random amount of columns from a random number of tables with a 
random amount of grouping columns, with and without range value restrictions; 
SQL union queries with a random amount of columns and a random amount of 
tables; query fl ooding; and unauthorized actions (create, drop, etc.). These intrusion 
queries were executed in random order in the experiments, representing a wide 
 variety of attacks. 

 The TPC-H benchmark has approximately 7 years of business data. We consider 
the data from the most recent year to have high impact due to intrusion actions, the 
data from the two previous years as high impact, the data from two years before as 
low impact, and the remaining as having very low impact. All probability features 
were initially set to  High . Table  4  shows the intrusion detection results from “true” 
user and intruder actions ( True Positive (TP) : an alert referring to a true intrusion, 
 False-Positive (FP) : an alert that results in a false alarm,  True Negative (TN) : 
the absence of an alert given a true “normal” user action, and  False Negative (FN) : 
the absence of an alert given an undetected true intrusion;  TP  and  FP rates  

   Table 3    Composition of each “true” DW end user workload   

 True user  Query workload 

 1  Oq1, Mq3, Oq6, Mq8, Oq11, Mq12, Mq15, Oq16, Mq19, Oq21 + 2 random queries 
 2  Oq1, Mq2, Oq4, Mq6, Oq8, Oq10, Oq13, Mq15, Oq17, Mq18, Oq20, Mq22 + 3 

random q 
 3  Oq2, Mq4, Mq7, Mq9, Oq12, Oq14, Mq16, Oq23 + 1 random query 
 4  Mq5, Oq7, Oq9, Mq14, Mq23 + 5 random queries 
 5  Mq1, Oq3, Oq5, Mq10, Mq11, Mq13, Mq17, Oq18, Oq19, Mq20, Mq21, Oq22 + 3 

random q. 
 6  Oq2, Mq4, Oq7, Mq9, Oq12, Oq15, Oq18, Mq19, Mq21, Mq23 + 2 random queries 
 7  Oq3, Mq5, Mq8, Oq10, Mq12, Oq15, Oq17, Mq18, Oq20 + 5 random queries 
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(TP/(TP + FN)) and FP/(FP + TN), respectively). Table  5  shows the number of gen-
erated alerts for each risk exposure measure. To compute the approach’s effi ciency, 
 accuracy  is defi ned as ((TP + TN)/(TP + FP + TN + FN)) and  precision  as (TP/
(TP + FP)).

    As seen in Table  4 , the TP rate is considerably high (78.6 %), while the FP rate 
is relatively low (9.5 %), with an absolute number of 95 false alarms for a total 
number of 331 generated alerts. It can be seen that the absolute number of false- 
negatives is relatively low (64 in a total of 997 non-intrusions). The computed 
approach’s precision is considerable (71.3 %), and its accuracy is considerably high 
(87.7 %). Observing Table  5 , it can be seen that the most relevant alerts (very high 
and critical) represent approximately one third of all alerts, which should be the 
ones fi rst deserving full attention on behalf of the security staff, instead of wasting 
potentially precious time checking the remaining alerts with the remaining two 
thirds. Finally, in what concerns the impact on database performance, we measured 
an average overhead of 24 % on each user’s workload response time due to running 
the DIDS detection algorithms.  

6      Conclusions and Future Work 

 We have referred and analyzed the existing DIDS and pointed out their issues from 
a data warehousing perspective. We have proposed an approach for building a DIDS 
that works transparently between user applications and the database server as an 
extension of the DBMS itself. The solution is specifi cally tailored for detecting and 
managing intrusions in DWs, given the features and assumptions of typical data 
warehousing environments. Risk exposure assessment is used for ranking and pri-
oritizing the generated intrusion alerts, enabling to rapidly respond to alerts which 
may cause greater impact in the enterprise. The proposed features for anomaly and 
misuse detection are those which we have concluded to be the most relevant; how-
ever, new features can be added by security staff for increasing the DIDS overall 
fl exibility and scope. The results from the experimental evaluation show that our 
proposal is effi cient and enables dealing more rapidly with the most important 
alerts. As future work, we will test our approach in real-world DWs and focus on 

    Table 4    Experimental results for the generated alerts (absolute values)   

 # True user actions  # Intruder actions  #TP  TP rate  #FP  FP rate  #TN  #FN 

 997  300  236  78.6  %   95  9.5 %  902  64 

    Table 5    Number of generated alerts per risk exposure measure   

 Total number of alerts  Very low  Low  High  Very high  Critical 

 331  61  72  83  68  47 
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how to assess and automatically tune the importance of the ID features, given each 
of their individual contribution to the overall intrusion detection processes, as well 
as how to refi ne the effi ciency, accuracy, and performance of the misuse and anom-
aly detection procedures.     
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    Abstract     Addressing the impact of humans on the environment is arguably one of the 
biggest challenges society faces, and large-scale ecological monitoring is needed to 
reliably assess the impact and establish relevant policies. However, such large- scale 
monitoring is often infeasible, primarily owing to resource limitations. Recently, 
organizations have started to use information technologies to enable public partici-
pation in such efforts. One major problem is how to motivate people to contribute 
and, more importantly, to encourage sustained participation. In this conceptual 
paper, we integrate research from crowdsourcing, human–computer interaction, and 
motivational affordances to propose design principles enhancing the intrinsic moti-
vation of contributors to large-scale ecological monitoring projects. Specifi cally, 
drawing on research on crowdsourcing and motivational affordances, we argue that 
instantiating design principles addressing people’s needs for autonomy, compe-
tence, and relatedness can increase participants’ motivation and present recommen-
dations for designers of systems supporting such projects.  

1         Introduction 

 One of the biggest issues society faces is the impact of humans on our environment 
[ 23 ]. Particularly, researchers have noted that our limited ability to assess and predict 
the impacts of human activity on the ecosystems we live in is one of the main factors 
hindering conservation efforts [ 4 ,  41 ]. In particular, a challenge is being able to separate 
the impacts arising from natural changes from impacts created by human action [ 35 ]; 
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predicting such impacts necessitates repeatedly measuring the ecosystems’ responses 
to disturbances [ 10 ,  12 ], so as to create a continuous feedback loop, helping to estab-
lish, prioritize, and adapt policies and conservation efforts [ 3 ,  36 ]. For example, 
researchers are interested in recording and analyzing changes to fauna and fl ora, 
temperatures, or pollutant concentrations. In order to assess long-term trends on a large 
geographical scale, large-scale ecological monitoring is needed [ 16 ,  39 ]. 

 Yet, as such large-scale ecological monitoring can quickly become very costly, 
it is conducted less frequently than desired [ 3 ], and examples show that even well- 
funded programs often fail [ 4 ]. Recently, researchers have called for harnessing the 
power of the crowds for large-scale ecological monitoring. Termed “citizen science,” 
this form of crowdsourcing uses ordinary citizens for collecting fi eld data [ 34 ] that 
can be analyzed by researchers. Advances in mobile technologies have given further 
rise to the unique and promising opportunity of collecting fi eld data of various nature 
(including sensor data, geospatial data) [ 25 ]. For example, the “Clean Marine” 
smartphone app encourages users to report marine debris; once reported, a related 
photo (paired with GPS coordinates) is transferred to regulatory authorities. Similarly, 
the “Project Noah” app allows smartphone users to participate in various fi eld mis-
sions, so as to contribute to research projects. Thus, there clearly is much potential in 
using mobile apps for sustainability-related purposes; yet, it remains unclear how to 
best design systems shaping beliefs and infl uencing actions about environmental 
issues, how issues related to the context infl uence people’s intention to use sustain-
ability-related information systems, or which approaches or design methodologies 
help build the most effective systems [ 23 ]. Especially in the context of crowdsourc-
ing ecological monitoring, a major question is how to motivate people to contribute 
[ 26 ,  29 ] and, in particular, how to sustain people’s motivation to contribute. Therefore, 
the objective of this paper is to identify and conceptually link design principles to 
motivational factors that are relevant in this particular context. 

 By drawing on research on crowdsourcing and motivational affordances, we pro-
pose design principles that can serve to enhance the motivation of contributors in large-
scale ecological monitoring projects. Therefore, we fi rst provide an overview of related 
research, followed by a discussion of how to instantiate specifi c design principles. 
Finally we will provide a conclusion and suggest opportunities for future research.  

2     Related Research 

 In this section, we provide a brief overview of crowdsourcing, followed by a discus-
sion of participants’ motivation in such projects and a description of the concept of 
motivational affordance. 

2.1     Crowdsourcing 

 Business organizations frequently outsource tasks, for example, to reduce costs or make 
use of the best talent available [ 19 ]. Recently, advances in information technology 
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have given rise to crowdsourcing or outsourcing tasks to anyone who is willing to 
work on the task (i.e., the crowds [ 14 ]). For companies, such crowdsourcing can 
create an ad hoc labor network that can be accessed as needed [ 15 ]. Similar to drawing 
on computing resources from the cloud, using crowdsourcing, companies can easily 
access human computing resources [ 47 ]. 

 Drawing on a large number of people with diverse backgrounds and a broad 
range of expertise allows for utilizing collective intelligence, i.e., the notion that 
large crowds with diverse perspectives can outperform individual experts [ 24 ,  38 ]. 
This use of collective intelligence has been shown to enable the creation of outputs 
of very high quality, as shown, for example, in the context of open source software 
or the online encyclopedia Wikipedia [ 20 ], where the quality of the output is based 
on the contributions from the crowd (e.g., [ 31 ]). In addition to collective intelli-
gence (or wisdom of the crowds [ 38 ]), other mechanisms to harness the power of 
the crowds include crowd creation, the purpose of which is creating products or 
render services (e.g., Amazon’s Mechanical Turk or iStockphoto), crowd voting 
(e.g., prediction markets), and crowdfunding, the purpose of which is raising funds 
(e.g., micro-lending) [ 13 ,  15 ]. 

 As a result, crowdsourcing has become very popular for micro-tasks, i.e., tasks 
that do not require specifi c expertise and that can be performed within a relatively 
short time period (typically, within several minutes) [ 20 ]. This makes crowdsourcing 
especially useful for citizen science applications [ 43 ] and, in particular, for large-
scale ecological monitoring, as the associated tasks (or observations) are largely 
independent and can be performed with relatively little effort. For example, ecologi-
cal monitoring could include recording data about bird populations, the fl owering of 
trees, or changes in temperature throughout a day.  

2.2     Motivating Participation 

 One of the key success factors of crowdsourcing initiatives is the motivation of par-
ticipants. Typically, researchers distinguish between intrinsic motivation, which is 
engagement without apparent external incentives, and extrinsic motivation, which is 
characterized by external incentives, such as monetary rewards (e.g., [ 7 ]). Examples 
of extrinsic motivators include extrinsic rewards and enhanced reputation or image, 
whereas sense of self-worth, learning, or enjoyment in helping others are consid-
ered intrinsic motivators [ 37 ]. In addition, social motives such as social identity, 
reciprocity, or community advancement can help motivating participation [ 37 ]. 

 In the context of crowdsourcing, most research known to us focuses on extrinsic 
motivation (e.g., [ 21 ]); as notable exceptions, two recent studies examined the role 
of intrinsic motivation on contributors’ participation behavior. Specifi cally, 
Kaufmann et al. [ 18 ] developed a model of worker motivation in crowdsourcing; 
based on motivation theory, work motivation theory, and open source systems 
development literature, the authors classifi ed enjoyment-based and community- 
based motivation as intrinsic motivation and classifi ed immediate payoffs, delayed 
payoffs, and social motivation as extrinsic motivation. Using a survey of workers on 

Crowdsourcing Large-Scale Ecological Monitoring



512

Amazon Mechanical Turk (a popular micro-task market for crowdsourcing projects), 
the authors found intrinsic motivations to be stronger than extrinsic motivations; 
specifi cally, the factors task autonomy, skill variety and task identity played an 
important role in determining workers’ motivation. The only extrinsic motivation 
that appeared to infl uence motivation to a similar extent was human capital devel-
opment, a delayed payoff that includes learning and skill development. 

 Zheng et al. [ 46 ] investigated the factors motivating participants in crowdsourcing 
contests on taskcn.com, a Chinese crowdsourcing platform. Similar to Kaufmann et al. 
[ 18 ], their results indicate that intrinsic motivation is more important than extrinsic 
motivation, and especially task autonomy and variety are strong motivations. 

 Relatedly, research in the area of citizen science found that people tend to join 
projects due to their inherent interest in the subject matter, for fun or for altruistic 
reasons [ 27 ]. However, especially for initiatives of longer duration, such as large- 
scale ecological monitoring, not only initial participation is important but also sus-
tained participation [ 37 ,  40 ]. Research on open-source software development or 
contribution to Wikipedia shows that intrinsic motivators can help create sustainable 
digital ecosystems (e.g., [ 40 ]). This is especially opportune, as resource limitations 
typically prohibit remunerating participants of large-scale ecological monitoring 
efforts. Thus, the design of systems supporting such efforts should focus not only on 
factors creating initial interest but also on factors encouraging people to  continue  to 
participate. In the context of virtual communities, Sun et al. [ 37 ] stressed the impor-
tance of intrinsic motivation on continuance intention. We believe that research on 
motivational affordances can provide guidance in identifying factors that can help to 
sustain participants’ intrinsic motivation.  

2.3     Motivational Affordances 

 In recent years, researchers have called for applying principles of positive psychology 
to achieve desired effects from the use of information systems [ 2 ]: by designing sys-
tems that satisfy the users’ basic psychological, social, cognitive, and emotional needs, 
positive states and outcomes can be created [ 44 ]. Following this premise, Zhang [ 44 , 
 45 ] proposed ten design principles to enhance a system’s “motivational affordance” 
and called on researchers to develop guidelines for specifi c usage contexts. We believe 
that these design principles can be very useful in the context of mobile apps for 
large-scale ecological monitoring, where participation is entirely voluntary, external 
rewards are typically infeasible, and sustained participation is highly desired.   

3     Instantiating Design Principles 

 In the next sections, we draw on Zhang’s [ 44 ,  45 ] design principles and propose 
how they can be successfully instantiated, with a specifi c focus on the promises and 
potential of mobile apps. The mobile context has a number of distinct 
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characteristics, specifi cally  ubiquity  (accessibility from almost any location), 
 convenience  (reduced constraints in terms of time and space),  localization  (ability 
to provide information based on the user’s location), and  personalization  (ability to 
target specifi c individual users) [ 5 ]. Together, these characteristics further enable 
capabilities generally associated with Web 2.0 [ 30 ]; for example, permanent reach-
ability increases people’s ability to connect with others, facilitating  social connec-
tivity . Given the specifi c, unique characteristics of our context, especially the design 
principles addressing needs related to  autonomy and the self ,  competence and 
achievement , and  relatedness,  appear to be most useful for enhancing the intrinsic 
motivation of contributors (see Fig.  1 ). Arguably, there are other unique character-
istics of the mobile context, such as platform variation, or different needs for 
requirements specifi cation (e.g., [ 1 ]); however, these are not directly related to user 
motivation and are thus beyond the scope of this paper.

3.1       Design Principles Focusing on Autonomy and the Self 

 In their seminal work on self-determination theory, Deci and Ryan [ 7 ] argued that 
people have the basic need to experience choice, rather than external pressure; as 
people desire choice, they can derive pleasure from challenges, leading to greater 
engagement [ 32 ]. Following this logic, Zhang [ 44 ] proposed the design principle 
 support autonomy , arguing that fl exibility and the ability to self-direct tasks and 
outcomes can support autonomy-related human needs. Mobile apps are especially 
well suited to support such needs, as they naturally allow people to contribute to 
tasks whenever it suits their individual circumstances. Specifi cally, mobile phones 
have the capability to determine time, location, or task, so that ubiquity, conve-
nience, and localization help to harness “kairos,” or the most opportune moment to 
contribute to a task [ 9 ]. 

 Relatedly, motivational theories suggest that people desire to defi ne and create 
their own self, as well as relate the self to the social context [ 32 ]; consequently, 
Zhang [ 44 ] suggests that information and communication technologies should seek 

  Fig. 1    Mobile phone 
characteristics addressing 
human needs       
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to  promote creation and representation of self-identity . Especially in the context of 
crowdsourced large-scale ecological monitoring projects, this principle appears to 
be promising, as participants, though they are not directly interacting, are embedded 
within a group of like-minded contributors. A successful instantiation of this design 
principle can be seen in the online encyclopedia Wikipedia, where contributors can 
create highly personalized user pages; these user pages often refl ect a user’s distinct 
personality, featuring information about the contributor, favorite projects, pictures, 
and so on. For monitoring projects, this provides a good example of implementing 
this particular design principle. We propose that providing users with means to create 
an own identity (such as going beyond user names and providing the ability to create 
personalized user pages) can promote the creation and presentation of self- identity, 
thereby increasing motivational affordance.  

3.2     Design Principles Focusing on Competence 
and Achievement 

 Flow theory, originally proposed by Csikszentmihalyi [ 6 ], suggests that people 
perform best when an optimal balance between skills and challenges is provided. 
In other words, an excessively challenging task creates anxiety, whereas an overly 
simple task induces a state of boredom. Consequently, Zhang [ 44 ] proposes the 
principle  design for optimal challenge , implying that people are motivated by new 
and different challenges. Research in the area of goal setting and group collabora-
tion has shown that designing for optimal challenge can effectively enhance perfor-
mance [ 17 ]. Yet, the challenges have to be interesting. A case in point is the 
once-successful social networking game Farmville: whereas Farmville once boasted 
80 million monthly active users, this number has dwindled, partly due to the nature 
of the game, where the tasks were typically just more of the same. Yet, especially a 
mobile setting can be used effectively to provide interesting challenges; specifi cally, 
ubiquity, localization, and personalization can help to offer different, interesting 
tasks and provide different challenges for each individual user. One way to provide 
such optimal challenge is to offer the ability to participate in various different 
projects, as is the case with the Project Noah community, where users can select 
tasks from a wide array of projects [ 28 ]. 

 Closely associated with designing for optimal challenge is Zhang’s [ 44 ] principle 
 provide timely and positive feedback . This principle is based on people’s inherent 
need to excel in competition with a task, the self, or others [ 11 ]; in order to satisfy 
this need, people need to be able to evaluate their performance [ 22 ]. In a group col-
laboration context, researchers have shown that providing real-time performance 
feedback can signifi cantly increase performance [ 17 ]. One key criterion is that the 
performance feedback is meaningful. Research in gamifi cation [ 8 ] suggests that 
leaderboards and scorecards can effectively provide such feedback on a user’s per-
formance (typically as compared to others). Other types of feedback, using aspects 
of social connectivity and personalization, could further enhance motivation. 
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Given the individual, yet collective nature of the tasks in large-scale ecological 
monitoring projects, feedback could be provided to show how an individual user’s 
contributions fi t within the overall project. Relatedly, users can be provided with not 
only meaningful feedback but also meaningful rewards. Proponents of gamifi cation 
at times propose providing simple (and cheap) rewards in the form of badges or stars, 
an approach sometimes criticized as “pointsifi cation,” as meaningless rewards over 
time tend to lose their effectiveness in motivating people [ 33 ]. In contrast, Project 
Noah provides an interesting approach to provide more meaningful rewards: users 
can upload images of organisms unknown to them and can receive help from the 
community in identifying the species; this can serve as a reward for contributing to 
the aims of the project [ 28 ].  

3.3     Design Principles Focusing on Relatedness 

 As stated by Zhang [ 44 ], people have the desire to belong and to form emotional 
bonds. Hence, providing information systems with the capabilities to form and 
display social bonds can help to increase an individual’s motivation. Zhang thus 
proposes that information systems should  facilitate human–human interaction  and 
 represent human social bonds . Ubiquity, convenience, and social connectivity pro-
vided by mobile devices can be used to instantiate these design principles. Specifi cally, 
paired with the provision of individualized user pages, apps supporting crowdsourced 
ecological monitoring should provide means for users to interact, including comment-
ing functions, discussion forums, and the like. By creating such community-oriented 
functionality, managers of such projects can enhance sustained participation, as con-
tributors are likely to come back and interact with like-minded others. Further, espe-
cially the ubiquity and convenience offered by mobile devices can be used to further 
enhance motivation, as it allows people to connect in real time, sharing observations, 
questions, or concerns. This, in turn, can strengthen the community, leading to greater 
buy-in. Table  1  summarizes the design principles, exemplary implementations, and 
characteristics of the mobile context supporting human needs.

   Table 1    Exemplary implementations of design principles   

 Design principle  Exemplary implementation  Mobile characteristics 

 Support autonomy  Mobile apps, “kairos”  Ubiquity, convenience, 
localization, personalization 

 Promote creation and 
representation of self-identity 

 Customizable user profi les 
and pages 

 Personalization, social connectivity 

 Design for optimal challenge  Different tasks to choose  Ubiquity, localization, personalization, 
social connectivity 

 Provide timely and positive 
feedback 

 Timely feedback  Ubiquity, personalization 

 Represent social bonds  Display of participant’s 
contribution within 
overall project 

 Social connectivity 
 Facilitate human–human 

interaction 
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4         Conclusion and Future Research 

 One of the big challenges society faces is the protection of our ecosystems. In order 
to formulate relevant and effective policies, an assessment of the impacts of human 
activity on the environment is needed. However, large-scale ecological monitoring 
projects to assess such impacts are often infeasible due to resource constraints [ 3 ]. 
Recently, advances in mobile technology have enabled the use of crowdsourcing for 
such monitoring projects, such that individuals can provide inputs using their 
mobile phones. Given that funding for such projects is typically limited, a challenge 
in this context that remains is the motivation of individual contributors. 

 In this conceptual paper, we proposed that instantiating certain design principles can 
help to enhance the motivational affordance of such systems, potentially leading to 
greater sustained participation. We built the bridge between motivating factors in 
crowdsourcing and related design principles, thereby laying the foundation for future 
research on crowd motivation in the context of large-scale ecological monitoring from 
a design science perspective. Given the conceptual nature of this paper, we call on 
researchers to implement and empirically test these design principles. Further, we call 
on researchers to theorize and test mechanisms to address other challenges related to 
crowdsourcing. For example, as with any crowdsourced project, the quality and 
reliability of data can be a challenge [ 42 ]. It stands to reason that increasing the intrinsic 
motivation of contributors is also likely to increase the data quality; however, this has 
to be tested and therefore offers additional potential for future research. An additional 
fruitful area of research is related to the effects of participation in ecological moni-
toring projects on users’ beliefs and attitudes; specifi cally, in addition to providing 
useful input into ecological monitoring projects, the use of mobile devices could 
also help to increase interest, thereby promoting greater ecological awareness. 

 From a practitioner’s perspective, the application of these design principles in 
crowdsourcing large-scale ecological monitoring projects seems to be promising, 
especially since the mobilization of participants through intrinsic motivation can 
help to overcome resource limitations of such projects. Overall, leveraging mobile 
technologies and the crowds for large-scale ecological monitoring offers the poten-
tial to positively impact ecological monitoring, and we expect that instantiating the 
design principles presented in this paper supports motivating current and potential 
participants.     
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Abstract Enterprise architecture (EA) is present at every company; however, just 
few organizations have their architecture formalized and manage it to meet their 
strategic goals. EA creates opportunity for an effective interaction between business 
and ITC world. Moreover, EA serves as the blueprint for a company and the process 
which defines it. This paper formulates problem with current approach describing 
an enterprise and shows that service orientation is a key to coherent enterprise archi-
tecture description. We briefly discuss enterprise architecture cohesion and propose 
method how to measure the level of cohesion within enterprise architecture layers. 
Main contribution of this paper consists in a comparison and analysis of the chosen 
frameworks (ArchiMate, Zachman, TOGAF, and DoDAF) based on cohesion 
 viewpoint. Conclusions made by authors could serve as guidance for particular 
framework extension with the aim to gain coherent enterprise description.

1  Introduction

Pervasive globalization impacted businesses to be cost-effective and at the same time 
competitive and innovative. Organizations operate within a rapidly changing and 
evolving network of business partners, relying on state-of-the-art technology to facili-
tate their cooperation. Many enterprises have been heavily involved in effort to 
 successfully manage this dependency. In recent years, several scientific papers were 
published and research done to describe the approaches and methods to solve the 
problem. These include the ICT1 assurance, risk management, increased requirements 

1 Information and communication technologies
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for control and efforts to standardize ICT processes and services [2, 5], enterprise 
architecture approach, and enterprise architecture frameworks [6, 12, 16, 19]. However, 
organizations often fail to meet the business requirements [13], and a lack of harmoni-
zation and enterprise description coherence is considered as the key reason [3, 15–17]. 
Achieving alignment between all parts of the enterprise and integrated approach to all 
aspects of the enterprise is needed. Enterprise effectiveness is not obtained by local 
optimization, but is realized by well-defined interaction of organization components 
[6].

Enterprise architecture is an important tool to address whole-enterprise integration. 
Institute For Enterprise Architecture Developments’ definition of enterprise archi-
tecture states that it is “a complete expression of the enterprise; a master plan which 
“acts as a collaboration force” between aspects of business planning such as goals, 
visions, strategies and governance principles; aspects of business operations such as 
business terms, organization structures, processes and data; aspects of automation 
such as information systems and databases; and the enabling technological infra-
structure of the business such as computers, operating systems and networks” [11]. 
However, in practice these architecture domains are not approached in a coherent 
way. Every domain speaks its own language, draws its own models, and uses its 
own techniques and tools. Communication and decision making across domains is 
seriously reduced [14].

We use coherence as a term that defines a logical, orderly, and consistent relation 
of parts to the whole [8]. We define coherent enterprise as comprehensive enterprise 
picture that preserves enterprise knowledge, models the enterprise, and aligns tech-
nologies to business. As a result enterprise is effective, efficient, and well understood 
and shows three core outcomes, business alignment, agility, and assurance that 
through coherency information provide real knowledge. This paper uses coherent 
enterprise definition as a central part, which is necessary in presenting ideas how to 
design complex enterprise that must adapt to continuous change.

We attempt to identify key concept of a coherent enterprise. We will explore 
potential of service orientation to support enterprise cohesion. We put our main effort 
to business alignment, which provides top-down alignment to segment2 (business, 
application, and technology) architectures. Service orientation promises to provide 
interoperability, agility, and flexibility through reuse of existing services, improved 
maintainability of service portfolios, and higher customer satisfaction. Service orien-
tation enables organizations to concentrate on improving their business and creates 
opportunity for cooperation with other business partners. The service concept that 
plays central role in service orientation is in our view intended to be generic—no 
solely related to ICT. We consider service as “a unit of functionality that some entity 
(e.g., a system, organization, or department) makes available to its environment, and 
which has some value for certain entities in the environment [15].”

In order to establish a common ground for a research focused on a determination 
how current enterprise architecture frameworks support an enterprise cohesion, we 
selected the most used enterprise architecture frameworks. According to [1] the most 

2 In this paper, we use term segment architectures and enterprise architecture layers as synonym.
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used are TOGAF with 22 %, DoDAF 8 %, and Zachman 7 % of the market share.  
We decided to extend selected set of frameworks with enterprise modeling language 
ArchiMate,3 which was created with the aim to allow a coherent enterprise architecture 
description. ArchiMate encompasses models that provide baseline for our analysis. 
Then we defined a method for the frameworks comparison based on their support for 
the coherent enterprise description. Analysis and frameworks comparison presented in 
this paper enable understanding of the particular framework’s support for the coherent 
enterprise description.

In the following section we discuss an enterprise architecture framework  concept. 
The Analysis Methodology section defines the way how to compare and analyze 
frameworks. The section on Enterprise Architecture Frameworks Analysis presents 
the study of four enterprise architecture frameworks. The Discussion section ana-
lyzes framework limitations in service description and proposes solutions. Finally, 
we conclude the paper and outline future work.

2  Enterprise Architecture Frameworks

Creating the enterprise architecture is a complex process, in which architectural 
framework plays crucial role. The standard for software intensive systems architec-
ture description ISO/IEC/IEEE 42010 defines an architectural framework as  follows 
“the conventions and common practices for architecture description established 
within a specific domain or stakeholder community” [10].

This standard also provides additional features of the architectural framework:

• Should establish standards for architectural thinking.
• Serve as a basis for development in the field of architecture.
• Provide resources and tools for architectural description, which serves the stake-

holders of described system.

The architectural framework is a communication model for developing the 
 enterprise architecture. It’s not architecture itself, but rather a set of models, principles, 
services, procedures, standards, design concepts, components, and visual represen-
tation that help to create a specific aspect of the architecture [18].

The architectural framework should be aligned to enterprise strategic decisions. 
An architectural framework helps communicate the architecture to all stakeholders. 
The different views must provide the necessary information to the interested users. 
In essence, the primary problem of enterprise architecture, which architectural 
framework is trying to solve is the communication and consistency of a described 
enterprise [9].

To solve abovementioned problems, it is necessary to create a comprehensive 
picture of the company with an emphasis on its architecture. As the architecture is 

3 ArchiMate is an open and independent enterprise architecture modeling language that offers a 
support for describing the construction and operation of business processes, organizational struc-
tures, information flows, IT systems, and technical infrastructure [14].
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subject to constant change, it is necessary to analyze the impact of the changes in 
planning future developments. Often, an enterprise architect has to rely on existing 
methods and techniques from disparate layers, without being able to create the “big 
picture” that puts these layers together. To have the holistic view, it requires an 
 integrated set of methods and techniques for the specification, analysis, and com-
munication of enterprise architecture that fulfills the needs of the different types of 
stakeholders involved [15].

ISO/IEC/IEEE 42010 standard [10] shows that precisely defined architectural 
framework should be in every architectural description. Moreover, standard identifies 
that the coherent description, which allows explicitly capture relationships between 
models in an architectural description, significantly improves communication among 
stakeholders and the consistency of a holistic description of the company.

3  Analysis Methodology

As we pointed before, an enterprise architecture framework should be used for 
proper description of the current and future states of an enterprise [10]. Therefore, 
we based our analysis on an existing support of frameworks for a coherent enter-
prise architecture. In particular, we have analyzed two key areas. At first, we had to 
understand how service orientation helps to describe the enterprise in a coherent 
way. Second, to understand how selected enterprise architecture frameworks sup-
port enterprise coherence, we had to identify models that support services. Hence, 
we analyzed selected enterprise architecture frameworks on their service orientation 
support, which has led to a definition of the following research questions:

 Q1: How Service Orientation Supports Cohesion  
of Enterprise Architecture Models?

To answer the question we define coherent enterprise architecture models description 
as description with focus on interlayer relations. Coherent enterprise architecture 
models description must be able to model any global structure within each layer, 
showing the main elements and their dependencies, in a way which is understandable 
for stakeholders. Moreover, it must express relevant relations between layers [17].

The coherent enterprise architecture models description provides insight and 
overview, enables communication among different stakeholders, and guides com-
plex process changes. Using the coherent enterprise description enables architects 
to avoid communication confusion. After all, enterprise architecture is the mean by 
which architects communicate with different stakeholders.

Most of the enterprise architecture frameworks are very precise in selecting 
which elements should be part of the enterprise architecture. However, to keep the 
enterprise architecture coherent during its lifecycle, the adoption of a certain frame-
work may not be sufficient. The relation between different types of domain, views, 
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or layers of the enterprise architecture must remain clear, and any change must be 
carried through methodically in all of them [14].

Service orientation plays a major role in a coherent enterprise description [7, 14, 
15, 21]. Service concept is applicable at each architecture layer: services in the 
 business layer represent relation to internal and external customers; application 
layer services represent relation to business layer or the other applications, and the 
technology layer services form cohesion among applications. The service orienta-
tion aspect puts strong emphasis on relations between the different enterprise archi-
tecture layers. Integrating interlayer relations is essential for providing the coherent 
enterprise architecture description.

 Q2. How Service-Oriented Models Are Supported  
in Enterprise Architecture Frameworks?

In order to answer this question, we designed the research method. It is based on 
weighted sum model (WSM) of multi-criteria decision analysis method [20]. The 
proposed method is presented in four steps:

 1. We defined set of n criteria Cj = {C1, … , Cn} for each m selected enterprise 
 architecture framework alternative Ai (A1, ArchiMate 2.0; A2, Zachman 2.1,;A3, 
TOGAF 9.0; and A4, DoDAF 2.02). Criteria identification for comparing alternatives 
is defined as union of all service-oriented models within each alternative. Models 
have been identified using literature analysis and for each defined enterprise archi-
tecture layer (business, application, and technology).

 2. Relative weight wj denotes to importance of the model from cohesion 
viewpoint.

 (a) wj = 0.1 model only supports models that provide cohesion, i.e., model shows 
support for service description; however it does not support cohesion directly.

 (b) wj = 0.3 model supports cohesion within layer.
 (c) wj = 0.5 model supports relevant cohesion between layers.

 3. Next we assign aij <0, 100> subjective criteria scores from expert opinion for 
each criterion Cj of alternative Ai. Score value represents the level of cohesion 
the model provides within each architecture layer and it based on our personal 
experiences. The distinction between relative weight wj and score value aij in our 
method is that wj evaluates model cohesion from external view while aij values 
model cohesion from internal view.

 4. Finally, we compute importance of each alternative Ai denoted as Ai
WMS-score, for 

each architecture layer based on defined formula:

 
Ai j ij
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The best alternative is the one that scores maximum total score value.
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We selected the most used architecture frameworks that are well known in the 
relevant communities [1, 4]. The intention of this study is not to report details of 
each architecture framework but to analyze and compare their similarities and 
 differences in their cohesion support on enterprise level.

4  Enterprise Architecture Frameworks Analysis

This section provides multi-criteria decision analysis of three major enterprise 
architecture frameworks and enterprise modeling language ArchiMate based on the 
models that capture services. We had devoted main effort to analyze the models that 
support services for the particular layer in the enterprise architecture as a means to 
provide coherent enterprise.

Table 1 shows an overview of models that are provided by enterprise architecture 
frameworks from a service viewpoint. This table shows models that define set of 
criteria Cj for each enterprise architecture layer and also define set of alternatives Ai 
(ArchiMate 2.0, Zachman 2.1, TOGAF 9.0, and DoDAF 2.02). Models aligned in 
one row do not necessarily have the identical coverage, but from the service 
 viewpoint, these models provide the same description and as a result they have the 
same cohesion score aij.

For instance, within technology layer we considered following set of criteria for 
evaluating alternatives; see Table 2.

Next, we apply our method to compare support for an enterprise coherent 
description and summary is shown in Table 3. For each criterion within each archi-
tectural layer, we have assigned relative weight wj as defined in step 2 of our 
research method. Then based on our personal experience (we evaluated internal 
structures and relations within model with coherent enterprise as a goal), we 
assigned aij score value for each alternative framework and for each model within 
each layer of enterprise architecture. Finally, we computed Ai

WMS-score, based on 
 formula defined in step 4.

To illustrate how we assess score for criteria, we use a case often used in the 
enterprise architecture domain, the ArchiSurance. ArchiSurance is a fictitious 
company that provides home, travel, and legal aid insurance. It sells its services 
through a network of intermediaries [7]. Let us evaluate two criteria in the 
 application layer in particular Application Behavior ca1 and Application Usage 
models ca3.

Application Behavior model describes internal behavior of Home & Away Policy 
application component, data object it uses (Insurance request, Insurance policy, and 
Customer file) as it realizes Policy creation service. On the other hand, Application 
Usage model describes how ArchiSurance application components support Handle 
Claim business process, by describing the services (Scanning service, Customer 
administration service, Claim administration service, Printing service, and Payment 

V. Selcan and A. Buchalcevova



525

service) that are used by the business process and can be used by other applications 
and/or application services.

It is clear that ca1 only supports cohesion within application layer, whereas ca3 
provides cohesion between business and application layer. That is the reason we 
assigned relative weight for ca1 to 0.3 and for ca3 to 0.5. Moreover, ca3 shows more 

Table 1 Overview of framework models from a service viewpoint

A1 A2 A3 A4

ArchiMate 2.0 Zachman TOGAF 9.0 DoDAF 2.02

Business 
layer

cb1 Introductory – – –
cb2 Actor cooperation – Business use-case –
cb3 Business process – Business service/

function
–

cb4 Business process 
cooperation

– Business interaction –

cb5 Product – Business footprint –
cb6 Service realization – Business service/

information
–

cb7 Layered – –
cb8 Landscape map – –

Application 
layer

ca1 Application 
behavior

– System use-case Services context

ca2 Application 
cooperation

– Application 
interaction

Service-services

ca3 Application Usage – Data dissemination Operational 
activity to 
services 
traceability 
matrix

ca4 – – – Services rules 
model

ca5 – – – Services 
resource flow

ca6 – – – Service 
technology 
and skills

ca7 – – – Service measure
Technology 

layer
ct1 Infrastructure – – –
ct2 Infrastructure 

usage
– Processing diagram Systems- services

Table 2 Criteria assessment for technology layer

Index Criteria Data source Formula

ct1 Infrastructure Expert assessment Scale of 1–100
ct2 Infrastructure usage Expert assessment Scale of 1–100
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benefits (relations among application components, relation among application 
 services) as ca1, from internal point of view. That is why we assigned values 10 and 
20, respectively (Fig. 1).

Discussions of each framework are made in the following sections where models 
that support service orientation are analyzed and compared.

Table 3 Comparison method summary table

alts.

A1 A2 A3 A4

ArchiMate 2.0 ZACHMAN 2.1 TOGAF 9.0 DoDAF 2.02

Business 
layer

cb1 0.5 15 0 0 0
cb2 0.5 10 0 10 0
cb3 0.3 10 0 10 0
cb4 0.5 10 0 10 0
cb5 0.5 15 0 15 0
cb6 0.5 10 0 10 0
cb7 0.5 15 0 0 0
cb8 0.5 15 0 0 0
Ai

WMS-score 35.5 0 20.5 0
Application 

layer
ca1 0.3 10 0 10 10
ca2 0.3 10 0 10 10
ca3 0.5 20 0 20 20
ca4 0.3 0 0 0 15
ca5 0.5 0 0 0 20
ca6 0.3 0 0 0 15
ca7 0.1 0 0 0 10
Ai

WMS-score 16 0 16 36
Technology 

layer
ct1 0.3 10 0 0 0
ct2 0.5 15 0 15 15

Ai
WMS-score 10.5 0 7.5 7.5

Fig. 1 Results of the frameworks comparison
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5  Discussion

This study compares and analyzes three architectural frameworks and enterprise 
 modeling language ArchiMate 2.0 from the enterprise coherency viewpoint. To enable 
the analysis, we adjusted on weighted sum model (WSM) of multi-criteria decision 
analysis method.

As results of our analysis show, the Zachman v2.1 framework does not provide 
straightforward support for service models. The state of the Zachman framework is 
likely given by the fact that at the time Zachman framework was promoted, service 
orientation was not been identified as one of the driving trends in an architectural 
design. The problem with looking at the enterprise architecture as defined by 
Zachman framework is that it provides artifacts categorization by contrast, instead 
of providing an overview of the internal relations among models. This statement is 
also supported by our analysis results shown in Table 1, with result that Zachman 
does not provide any support for service description models.

Therefore, in order to provide coherent description in Zachman framework, one 
must tailor it to support service orientation or put it other way around, put service ori-
entation in the context of the overall Zachman framework. Based on top-down approach 
and ArchiMate models, we suggest, as starting point for adding service orientation to 
Zachman, to apply ArchiMate business layer models to Zachman conceptual layer; in 
the next step, to apply ArchiMate application layer models to Zachman logical layer; 
and finally, to apply ArchiMate technology layer models to Zachman physical layer.

The analysis shows that DoDAF 2.02 framework provides strong support in 
IT-related layers of an enterprise architecture and offers models in application and 
technology layer but abstains at a business layer. However, lack of service- oriented 
models in the business layer results in poor alignment support between application 
and  business layer of the enterprise architecture. Organization only profits from 
IT-related benefits of service orientation. Yet again, you can use  top-down approach 
and extend DoDAF business layer with models provided by ArchiMate business layer.

In our analysis TOGAF 9.0 is the only enterprise architecture framework, which 
supports service orientation at all layers of the enterprise architecture. However, the 
service orientation is driven from inside out and not vice versa. That means that 
even though TOGAF business layer covers many ArchiMate business layer service 
models, some of them are uncovered especially those that ArchiMate provides to 
align stakeholders with an enterprise.

The analysis results highlight the fact that the ArchiMate enterprise modeling 
language supports some service-oriented models that are not included in any com-
pared framework. Most of the models are placed in the business layer. We believe 
that ArchiMate has the potential to be a straightforward solution, which can be used 
to extend the existing frameworks with models that describe the services. This way 
extended frameworks would provide improved coherence and better integrated 
models. In general, enterprise modeling based on service orientation can improve 
the enterprise architecture as a whole. Moreover, extended enterprise architecture 
frameworks remove reluctance and failure to deploy those frameworks to produc-
tion and even with the increased complexity because  coherent model provides clear 
and unduplicated description during enterprise modeling phase.
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6  Conclusion and Future Work

Architecture as a concept is not new in the field of information technologies. 
However, the complexity and dynamic enterprise changes emphasize the search 
for new ways on how to align whole enterprise to defined strategy. Enterprise 
architecture, by  harmonizing all aspects and layers of the organization, should pro-
vide a holistic view of organization. New trends in architecture standardization 
(new standard ISO 42010: 2011) suggest that a well-defined architecture frame-
work should be the key component of any architecture description. Moreover, a 
coherent model description should be provided which results in improved integrity 
of enterprise description.

Importance of enterprise architecture frameworks and the enterprise architecture 
as a tool for fulfilling an organization strategy is rapidly increasing. Nevertheless, 
key problem in the enterprise architecture domain seems to be inconsistency in 
describing different parts of the enterprise.

This paper provides a comparison and analysis of the most used enterprise 
 architecture frameworks, on the level of models that provide service description. 
The results show that the TOGAF 9.0, Zachman 2.1, and DoDAF 2.02 frameworks 
poorly or do not at all provide service models at all architecture layers, resulting in 
poor cohesion of the enterprise. ArchiMate 2.0 provides set of service-oriented 
models that would help to create a consistent, integrated enterprise view. Thus, 
 adding complementary models in top-down fashion provided by ArchiMate to 
selected enterprise architecture frameworks will reinforce their coherent enterprise 
description.

Our methodology accepts uncertainty for criteria scores, and as a future research 
we will include an investigation of alternative scoring method or finding some ways 
to make process of criteria scores definition more robust.

As part of our future work, we aim to create lightweight enterprise architec-
ture framework for midsize corporations, in which service orientation will play  
a main role. We will also investigate how service orientation in enterprise  
allows organizations smoothly integrate outsourced services bought on the 
 market for fixed prices, which will change the way how business and enterprise IT 
operates.
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    Abstract     We propose a query-driven method that elicits the information requirements 
from existing queries on data sources and their usage statistics. Our method pre-
sumes that the queries against the source database refl ect the analysis needs of users. 
We use this method to recommend changes to the existing data warehouse schemata. 
In our method, we take advantage of the schema versioning approach to refl ect all 
changes that occur in the analysed process, and we analyse the activity of users in the 
source system, rather than changes in physical data structure, to infer the necessary 
improvements to the data warehouse schema.  

1         Introduction 

 Data warehouses are based on multidimensional models which contain facts (the 
goal of the analysis), measures (quantitative data), dimensions (qualifying data) 
and dimension attributes. Dimension attributes form classifi cation hierarchies. 

 Developed, maintained and used the data warehouses after some time period are 
subject to changes. New information requirements appear; data structures of data 
sources vary. Different approaches exist on how to gather the information requirements 
to construct the most appropriate data warehouse conceptual model. At the same time 
there are lots of solutions on how to maintain the changes of a data warehouses. Further, 
a short overview of approaches to the development of conceptual models and data 
warehouse evolution is given. 

 The approaches to the development of data warehouse conceptual models are 
usually classifi ed as supply driven (also known as data driven) and demand driven. 
More detailed groups can be distinguished according the way how the demands or 
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requirements are elicited—e.g. user driven [ 1 ], process driven [ 2 ] and goal driven [ 3 ]. 
In data-driven approaches, e.g. [ 4 ], a data warehouse model is obtained by trans-
forming models of data sources. More new approaches and methods, e.g. pattern 
based [ 5 ], are proposed to overcome the shortcomings of existing approaches. In the 
data-driven methods, the constructed conceptual model may not refl ect all analysis 
needs. In the demand-driven approaches, the obtained model depends on knowledge 
of the interviewed users and the existing data supply is underestimated. 

 Data warehouse conceptual models tend to evolve, because of changes in data 
sources and information requirements of users. To refl ect this evolution, it is possible 
to adapt the existing data warehouse schemata and ETL processes, but this solution 
can cause a loss of history. This is why it is preferable to keep track of the evolution. 
This can be realized by data warehouse schema versions. According to [ 6 ], “schema 
version is a schema that refl ects the business requirements during a given time 
interval, called its validity, that starts upon schema creation and extends until the 
next version is created”. 

 According to the design science approach [ 7 ], the problem addressed in our 
research is how to reconcile new information requirements with the existing concep-
tual model of the data warehouse. The prior approaches to the development of 
conceptual models of data warehouse and data warehouse schema evolution are 
reviewed in the related work section. To solve the research problem, we suggest a new 
type of demand-driven method—query-driven method that elicits the requirements 
from existing queries on data sources and their usage statistics, so combining the 
needs of users with existing data supply. We use this method to recommend changes 
to existing data warehouse schemata. 

 The method is developed for the case when the data warehouse evolution is 
implemented by schema versions described with metadata (see Sect.  4 ). The steps 
of the proposed method are explained in Sect.  6 . The research evaluation step is still 
in progress and the current state is described in conclusions section.  

2     Related Work 

 Our method for eliciting user information requirements presumes that the queries 
against the source database refl ect the interests and needs of users. Some other 
works also exploit similar ideas. 

 Cube design based on queries of users against an existing data warehouse is 
presented in [ 8 ]. The goal of the authors is to improve the query performance by 
recommending appropriate sub-cubes. Authors of [ 9 ] treat queries on operational 
databases as the requirements. The structure of queries is analysed to obtain elements 
of a multidimensional model. The method shows that authors presume that the queries 
implemented in source systems are equal in representing the users’ analytical needs, 
regardless of the real usage of the queries. 

 A query-driven design framework is presented in [ 10 ]. The framework uses 
prospective user queries for data warehouse schema construction. Users present 
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their queries in natural language form. This approach uses expected queries instead 
of real queries. Authors of [ 11 ] propose an XML data warehouse that is developed 
based on frequent query patterns. The central issue of the work is the data mining tech-
nique to fi nd the query patterns, but not the development of the conceptual model. 

 Among the above mentioned, the most similar to our method is given in [ 9 ], but 
we also take into account the usage statistics, and the method is tailored to a defi nite 
purpose to recommend the necessary changes in existing data warehouse schema. 

 In the literature there are various solutions for the data warehouse evolution prob-
lems that involve data warehouse schema versioning approach. The main idea in [ 6 ] 
is to store augmented schemata together with schema versions to support cross-
version querying. In [ 12 ] a method to support data and structure versions of dimensions 
is proposed. The method allows tracking history and comparing data using temporal 
modes of presentation that is data mapping into the particular structure version. In [ 13 ] 
metadata management solutions in a multiversion data warehouse are proposed. 

 The above-mentioned papers do not address the problems of the data warehouse 
adaptation after changes in data sources directly. Several approaches have been 
proposed for solving these problems, e.g. [ 14 ]. Such approaches are based on 
mappings or transformations that specify how one schema is obtained from the 
other schema. This specifi cation is used to adapt one schema after changes in the 
other schema. These approaches do not support evolution history and maintain only 
the actual schema. Besides, only changes in data structure of the source schema are 
considered. 

 In our method, we take advantage of the schema versioning approach to refl ect 
all changes that occur in the analysed process, and we analyse the activity of users in 
the source system, rather than changes in physical data structure, to infer the neces-
sary improvements to the data warehouse schema.  

3      Motivating Example 

 As an example, let us consider a data warehouse that stores information about students’ 
status changes at the university. The star schema of the status data warehouse is 
depicted in Fig.  1 . For simplifi cation, the example schema contains only the subset 
of all dimension attributes, which are essential for the illustration of the proposed 
method. This data warehouse contains a fact table Student_Status_Change, which 
records the changes in time of statuses of persons, who are students of any study pro-
gram. The dimension Student_Status stores statuses, which are characterized by 
attributes: Study_Semester, Funding (state or private), Study_Status (studying, 
study break, fi nished studies, etc.), Graduation_Status (graduated with a degree, 
graduated with a qualifi cation, fi nished studies without degree or qualifi cation, etc.) 
and Exam_Status (directed to fi nal exams or passed fi nal exams).

   The status data warehouse is updated daily, and the data are obtained from the 
university data management system. The fragment of the model of the university data 
management system related to the changes in student statuses is depicted in Fig.  2 . 
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The tables used in the extraction, transformation and loading processes of the data 
warehouse are the following:

•     The table Person stores data about all persons related to the university, including 
students.  

•   The table Department stores information about departments of the university.  

Person_ID

Status_IDStudent_Status_Change
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FK4 Person_ID
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  Fig. 1    Example data warehouse       
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  Fig. 2    Data warehouse source database model       
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•   The table Study_Program stores data about study programs, where students are 
enrolled.  

•   The table Studies stores information about enrolment of students into study 
programs, including funding and student’s study status, which includes study 
semester, graduation information and fi nal examination information.  

•   The table Types stores names of different types, i.e. levels and areas of study 
programs, funding options and study statuses of students.    

 After the development of the student status data warehouse, the university manage-
ment system evolved due to changes in business requirements of users. The student status 
changing process was redesigned in such a way that every change of student status 
is registered as an order. Before, the history of changes of student statuses was not 
retained in the system, but the actual student status was stored in the table Studies. 
After the student status changing process was redesigned, two new tables were 
created:

•    The table Group_Order was added to store data about order, which can include 
changes in status of several students: order number, type of an order (i.e. enrolment 
into study program of new students, change in study semester of existing students, 
direction of students to fi nal examinations, graduation order, change of funding), 
type of an order reason (i.e. not meeting obligations), order status (prepared, 
executed or cancelled), date of an order and date when an order was registered in 
the system.  

•   The table Student_Order was added to store information about change of status 
of a particular student, where    Prev_Value is the previous status value and New_
Value is the changed status value.    

 Due to evolution of the student status changing process, operations performed by 
users of the university management system also changed. Therefore, it was decided 
to evolve the student status change data warehouse basing on the analysis of the 
activity of users at the data warehouse source system. The results of the application 
of the proposed method to the improvement of the student status change data ware-
house are discussed in Sect.  6.6 .  

4      Metadata for Evolution Support 

 In our method, we take advantage of the existing data warehouse schema and map-
pings of its elements to data source elements, as well as existing reports defi ned on 
the data warehouse schema. In our approach, a data warehouse is a part of the data 
warehouse evolution framework [ 15 ]. 

 The operation of all tools of the framework is based on the data warehouse repos-
itory (Fig.  3 ), which stores data warehouse metadata. Data warehouse repository 
stores schema metadata, which are data about data warehouse schema versions that 
are necessary for defi nition and execution of reports, including links between differ-
ent versions. Data warehouse schema is described by three interconnected metadata 
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layers [ 16 ]. Logical metadata are used to describe the multidimensional data ware-
house schemata and their versions. Physical metadata describe storage of a data 
warehouse in a relational database. Semantic metadata describe data stored in a data 
warehouse and data warehouse elements in a way that is understandable to users.

   In addition, in the data warehouse repository, there are also the reporting metadata, 
which describe structure of reports predefi ned by the developers. 

 Data warehouse repository contains also mapping metadata, which defi ne the 
logics of ETL processes. The mapping metadata describe data source elements 
(such as tables and columns in a relational source database or fi les) and the way how 
these source elements are used for data extraction, transformation and loading into 
target data warehouse tables. It is possible to infer dependences between data ware-
house elements and source elements from the mapping metadata [ 17 ]. 

 Different kinds of metadata are interconnected. Semantic metadata describe 
report’s items from the reporting metadata and data warehouse schema elements 
from the logical metadata. Data warehouse schema elements from the logical meta-
data correspond to tables and table columns described in the physical metadata. 
Items of reports defi ned in the reporting metadata are obtained from table columns 
described in the physical metadata and correspond to data warehouse schema ele-
ments from the logical metadata. Mapping metadata defi ne the correspondence 
between data source table columns and data warehouse table columns described in 
physical metadata. 

 The parts of the data warehouse evolution framework essential for discovering of 
improvements of a data warehouse schema and reports are shown in Fig.  4 .

   One of the basic elements of the framework is the reporting tool. Data warehouse 
users work with the reporting tool that allows to create ad hoc reports or to display 
reports predefi ned by developers as tables and graphs and analyse report data using 

Schema Metadata

Mapping MetadataSemantic Metadata Logical Metadata Physical Metadata

Reporting Metadata

  Fig. 3    Data warehouse repository       
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hierarchies and other OLAP features. Using links between data warehouse schema 
versions in the schema metadata, the reporting tool can run queries on data, which 
correspond to multiple data warehouse schema versions or one version. Data ware-
house repository is administered by the metadata management tool used to design a 
data warehouse schema and specify ETL processes. ETL process scripts are generated 
by the metadata deployment tool that uses the mapping metadata from the metadata 
repository. The data warehouse administrator executes generated ETL scripts.  

5      Information Sources for Query Usage Study 

 In the operational systems different types of log fi les are used for operational goals: 
e.g. for recovery, auditing and optimization. In the data warehousing world, logging 
is used often for detecting changes in data of source systems. Every change of 
source data can be immediately captured by means of source applications, by trig-
gers in source databases, by transaction logs, or afterwards by detecting changed 
records based on data fi elds or by comparing two copies of the same data source. 
Some of these techniques can be applicable also, when the usage practice of the 
data from source systems is analysed. We will examine a source system that collects 
different logs about functions and data usage. 

 The function usage is logged by a built-in feature of the application system that is 
always invoked when a certain function is performed. The format of such log con-
sists of the following attributes:  Function_name, user  and  date . This log can exhibit 
the most frequently used functions. Further investigation is needed to analyse the 
data manipulation statements that are used within these functions. 

 The data changes are logged by triggers. Each table has its own trigger for logging 
insert, updates and delete statements. We assume that triggers log the changes in 
one log table with the following structure:  Table_name, user, date, change_type  and 
 change_text . The statistics about changes for each table and attribute allows discov-
ering the leading ones. 

 A special kind of functions is reports with a wide range of parameters that can be 
used to get a specifi c report, to fi lter necessary data. The queries in reports represent 
also the information requirements of users. Thereby, logging of report usage is 
particularly interesting for the study. We assume that the format of such log is the 
following : Function_name, user, date  and  parameter_text , where  parameter_text  
contains values in the format  p1=<value1… pN=<valueN> , where  p1…pN  are in 
the format  <table_name.column_name> . 

 In addition to the log fi les, the structure of data manipulation statements used in 
functions or procedures of source systems examined together with the function usage 
statistics can also provide information about users’ actions. Two kinds of information 
sources can be prepared: the fi rst one about insert and update statements and the 
second one about select statements. 

 The structure of the fi rst source is the following:  Function_name, Action_Type, 
List_of_columns  and  Where_condition , where  Action_Type  is update or insert. 
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 List_of_columns  and  Where_condition  contain the column names in the format 
 <table_name.column_name>  .  

 The structure of the second source is the following:  Function_name, Joins, Where_
condition, Group_By, Columns_Select  and  Aggregation,  where  Joins, Where_condi-
tion, Columns_Select  and  Group_By  contain columns in the format  <table_name.
column_name>. Aggregation  contains column name in the format  <table_name.
column_name>  and the aggregation function used, e.g.  SUM, COUNT .  

6      Query-Driven Method 

 The proposed query-driven method for recommending data warehouse schema 
changes and new reports is composed of fi ve steps described in this section. 

6.1     Preprocessing of Information Sources 

 The fi rst step of the method is preprocessing of the data available about system usage 
identifi ed in Sect.  5 . As a result of this step, two usage tables are constructed. 

 The fi rst one is the  data modifi cation table , which contains data about the 
frequency of insert and update statements performed by functions with tables. 
The columns of the data modifi cation table are the following:  Function_name, List_
of_columns  and  Where_condition, count . Since the precision of date columns in the 
function usage log and in the insert, update and delete log table is not less than 1 s, 
we assume that in one second one user could not insert or update data in one table 
using different functions. Besides the structure of data modifi cation statements used 
in functions is available. This is why it is possible to relate the particular function, 
which was launched by the user, with the particular insert or update statement 
registered in the log table by trigger. The number of data modifi cation statements 
with the same columns of the same table is summed up for the analysed period of 
time for all users. 

 The second usage table is the  data selection table , which contains data about the 
frequency of select statements performed by functions with tables. The columns of 
the data selection table are the following:  Function_name, Joins, Where_condition, 
Group_By, Columns_Select, Aggregation, count . To generate the records of the data 
selection table, data from the report usage log are combined with data about structure 
of report functions. The number of data selection statements is summed up for the 
analysed period of time for all users. 

 Two kinds of previous usage tables allow to restrict the set of tables taking into 
account only the functions used by a particular business process or some related 
processes that will be the focus of prospective measurement by means of data analysis 
performed within a data warehouse.  
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6.2     Analysis of Data Modifi cation Statements 

 After the usage tables are prepared, data in these tables are analysed to obtain potential 
data warehouse schema elements. At fi rst the data modifi cation table is analysed. For 
each column, we calculate the number of times it was updated or inserted, i.e. we sum-
marize  count  for every occurrence of the column in  List_of_columns  of the data modi-
fi cation table. Since  List_of_columns  of this table stores updated or inserted columns, 
we choose the Top-N columns with the biggest number of times they were updated or 
inserted and consider such columns as potential measures. Several potential measures 
belonging to one source table are united into a potential data warehouse fact table. 

 Then we identify the potential dimension attributes from the Top-N columns 
with the biggest number of times they were used in  Where_condition  in the data 
modifi cation table. We assume that potential fact measures could be analysed 
together with potential dimension attributes if they are used together in one data 
modifi cation statement. So if a potential measure is included in  List_of_columns  
and a potential attribute is used in  Where_condition  in one data modifi cation state-
ment, we connect this potential dimension attribute to the potential fact table. 
Several potential attributes belonging to one source table are united into a potential 
data warehouse dimension table.  

6.3     Analysis of Data Selection Statements 

 The information in the data selection table is analysed with the purpose to discover 
potential dimension attributes, possibly measures and connections between dimen-
sion tables and fact tables. During this analysis, we consider the Top-N columns, 
which are used the most frequently in  Where_condition  or  Group_By  as potential 
dimension attributes. The Top-N columns with the biggest number of times they 
were used in  Aggregation  are considered the potential measures. 

 We also analyse source columns included in  Columns_Select . If such column is 
used in a query, which contain also the aggregation functions recorded in  Aggregation , 
then such column is a potential dimension attribute. Besides, source columns used in 
 Columns_Select  in queries without aggregation functions are considered as potential 
measures if their data type is numeric, otherwise such columns are considered as 
potential attributes. 

 Several potential measures belonging to one source table are united into a poten-
tial data warehouse fact table, and several potential attributes belonging to one 
source table are united into a potential data warehouse dimension table. Source 
columns included in  Joins  are usually primary key or foreign key columns used to 
join tables. A join between two tables can reveal a connection between a potential 
fact table and a dimension table as well as a connection between two dimension 
tables. In the latter case, this connection can be considered as a link between hierarchy 
levels of the same dimension.  
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6.4     Confl ict Resolution 

 Analysing usage data, it is possible that the same source column can be identifi ed as 
potential fact measure and as a potential dimension attribute. In such case we anal-
yse the data type of the column. If the data type of the column is numeric, then we 
consider such column as a measure. If the data type of the column is character or 
date, then we refer to such column as to an attribute, but the change of value of this 
attribute should be considered as a potential measure.  

6.5     Generation of Potential Improvements 

 In the last step of the method, the potential data warehouse schema elements are 
compared with the existing data warehouse schema. Mappings between source table 
columns and existing target data warehouse elements are used in this comparison. 
If a potential data warehouse schema element is already included into the existing 
data warehouse schema, then it is ignored. Non-existing potential data warehouse 
schema elements are recommended to be added to the existing data warehouse 
schema. As a result, the potentials improvements are generated as data warehouse 
schema changes supported by the data warehouse evolution framework, such as addi-
tion of a new dimension attribute or fact measure, addition of a new dimension or fact 
table, connection of a dimension to a fact table, addition of a new dimension hierarchy 
or new hierarchy level. If a data warehouse administrator decides to accept a potential 
change, it is processed according to the predefi ned procedure [ 16 ], which makes the 
necessary modifi cations to the physical data structure of the data warehouse, the logi-
cal, physical and mapping metadata. As a result of such modifi cations in physical data 
structure and metadata, a new data warehouse schema version is created. 

 Separately, select statements, which are executed the most frequently at the data 
warehouse source system, are obtained from the data selection table and are recom-
mended to the data warehouse developer as potential reports.  

6.6      Case Study: Improvements for the Motivating Example 

 The proposed method was applied to the student status change data warehouse 
introduced in Sect.  3 . After the analysis of student status changing activity of users 
in the university management system, the following table columns are encountered 
frequently in  Where_Condition, Group_By  and  Columns_Select  of the data selec-
tion table:

•    Name of the table Type  
•   Order_Date and Order_Number of the table Group_Order  
•   Prev_Value and New_Value of the table Student_Order    
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 These columns are considered as potential dimension attributes. So the proposed 
method recommends to extend the data warehouse schema depicted in Fig.  1  with 
the dimensions Group_Order, Student_Order and Type. However, after the manual 
revision of recommended improvements, it was decided to unite dimensions Group_
Order, Student_Order and Type in one dimension Order with the following attri-
butes: Order_Date, Order_Number, Prev_Value and New_Value. Besides, the 
column Name of the table Type was added as three attributes of the dimension 
Order: Order_Type, Reason_Type and Status_Type. 

 As a result of the predefi ned dimension and attribute addition procedures, the 
new schema version of the student status change data warehouse was created, 
which, in addition to the data structures depicted in Fig.  1 , contains also the new 
dimension Order with attributes obtained during the analysis of users’ activity in the 
university management system.   

7     Conclusions and Future Work 

 The proposed method allows to keep track of actual analysis tasks performed in 
operational data sources of data warehouses and adjust the existing data warehouse 
schema according to the most frequent queries. The method is used to recommend 
necessary changes for a new data warehouse schema version. 

 The method in the part of analysing the query usage and discovering the ele-
ments of candidate schema for a data warehouse can be used alone, without the 
versioning support. In this case some evaluation of candidate schemata by users is 
needed. In the case of an existing data warehouse, its schema serves as a basis of 
comparison to fi lter   completely     different elements of schema not to be included in a 
new version of schema. They can be stored for later manual processing. 

 A data warehouse schema also serves as a representation of the existing data 
warehouse analysis needs that our proposed method allows to extend with new 
schema elements (after manual revision and acceptance). Therefore, the infl uence 
of usage of operational reports of data source systems on data warehouse schema 
changes is minimized. 

 During the case study, we have applied the proposed method for the improve-
ment of the student status change data warehouse. We have identifi ed the necessary 
changes for the data warehouse schema evolution. After discussion, evaluation and 
refi nement of these changes, the new improved schema version of the data ware-
house was developed. 

 We are working on implementation of the method and evaluation of constructed 
models to be convinced that the new version of the data warehouse is better adjusted 
to real analysis needs. Also usage patterns of existing data warehouse elements and 
user profi les in source systems can be examined to improve the method.     
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    Abstract     Using technology is of great value for people with lifelong disability 
(PWLD). The Internet can help PWLD to be more independent, to be socially 
active, and to participate in a range of activities. Virtual worlds (VWs) offer an 
environment with technology capabilities for interaction, rendering, and communi-
cation. The ability to take advantage of these capabilities may depend on the tech-
nology and the ability of the person utilizing it. Using a qualitative study we aimed 
to explore the differences of ability required to use these capabilities and make 
capabilities into affordances for PWLD. We found there were differences in PWLD’s 
ability to utilize the capabilities offered and conclude there is a need for standards 
for universal design to create sustainable VWs suitable for all.  

1         Introduction 

 Technology offers a variety of capabilities for socialization and inclusion. One of 
the latest technologies to offer communication, rendering, and interaction capabili-
ties is metaverses [ 7 ]. Metaverses, also known as virtual worlds (VWs), are immersive, 
online 3D representations of the physical world where individuals interact through 
avatars. An avatar may have a resemblance to the user creating it or can be created 
to represent how the user wishes to present him/herself [ 1 ]. There are multiple rea-
sons why people engage in VWs, including business, work, hobbies,  socialization, 
and enjoyment. 
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 A fairly new research area related to VWs is exploring how people with lifelong 
disability (PWLD) are using and experiencing metaverses. PWLD are active users 
of VWs [ 3 ], but there is little empirical research showing the challenges and oppor-
tunities offered to this group [ 20 ]. 

 The United Nations (UN) Convention defi nes people with disability as follows: 
“ Persons with disabilities include those who have long - term physical ,  mental, intel-
lectual, or sensory impairments which in interaction with various barriers may 
hinder their full and effective participation in society on an equal basis with others ” 
([ 11 ], p. 1220). 

 Due to known participation and inclusion challenges, this study focuses on people 
with lifelong disability, where the impairment occurred before the age of 22 and the 
impact of the impairment is lifelong. Lifelong disability includes intellectual disabil-
ity, autism, deafness, epilepsy, polio, and cerebral palsy [ 2 ]. To date VWs and their 
promised values have been researched in the context of education and rehabilitation 
[ 18 ]; however research concerning how PWLD are able to take advantage of the 
technology capabilities offered by VWs is yet limited. Psychologist J.J. Gibson 
defi ned affordances as all “action possibilities” latent in the environment, objectively 
measurable, and independent of the individual’s ability to recognize them but always 
in relation to the actor and therefore dependent on their capabilities [ 8 ]. In the context 
of VWs, we understand this notion to mean that VWs offer a variety of capabilities 
which in turn may become an affordance when the user is able to take advantage of 
the capability promised. Motivated by the theoretically defi ned set of technological 
capabilities [ 7 ] and the potential of turning them into affordances, the aim of this 
paper is to identify the capabilities and affordances for PWLD when using VWs. 
The research question is:

  What capabilities and affordances do virtual worlds offer people with lifelong disability? 

   This study contributes to the understanding of the challenges experienced by 
PWLD to benefi t from the potential opportunities offered by virtual worlds. It also 
contributes to the theoretically defi ned technological capabilities by applying them 
in a different context than Davis et al. [ 7 ].  

2     Technology Capabilities of Virtual Worlds 

 Metaverse capabilities have been defi ned as a set of capabilities for communication, 
rendering, interacting, and team process [ 7 ]. In the context of this paper, we con-
sider the fi rst three capability categories, while team process is not focused since our 
analysis does not include the virtual team level. 

2.1     Communication 

 Communication is intrinsic to humans; the ability to connect and communicate with 
others is important in most environments and contexts [ 7 ]. VWs offer communication 
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possibilities through both text chat and a voice feature. This enables people to 
communicate in real time and obtain immediate feedback on their comments or 
statements [ 6 ]. In the physical world, we rely on more than the spoken word alone, 
for example, by using body language and facial expression. The possibility to animate 
an avatar to show familiar body language supplies a great opportunity to obtain 
rich communication [ 16 ]. However, it may be diffi cult to use this multimodal com-
munication in VWs, due to the complexity of such animation. In addition, online 
communities may have their own written language, which in every day spoken 
conversation is not used [ 4 ]. Through experience with the communication channels, 
the communication richness increases [ 5 ]. Communication support in the VW con-
text means there are multiple ways to communicate. The VW Second Life (SL) 
offers public text chat, private instant messaging (IM), group IM, public voice chat, 
private voice chat, and group voice chat. However, to use these different communi-
cation tools effectively requires training, and a lack of training may discourage 
potential users from adopting the technology [ 7 ].  

2.2     Rendering 

 Rendering is defi ned to be the process of creating or executing lifelike images on the 
screen [ 7 ]. One of the important factors offered by VWs is the embodiment which 
the avatar represents [ 13 ]. Through an avatar people in VWs are able to create and 
play with a representation of them in a way not available in the physical world. Many 
will create avatars that cultivate an extreme look, for example, with clothes and hair 
the individual would not wear in the physical world [ 14 ]. VWs are a three- dimensional 
reproduction of the physical world, and this is described as vividness [ 7 ].  

2.3     Interaction 

 Interaction is defi ned as the extent to which users can participate in modifying the 
form and content of the VW in real time [ 7 ]. VWs, such as SL, enable users to create 
the content; in other words people are able to build, create, and modify objects, 
environments, and their own representation in real time [ 9 ]. VWs also provide the 
users with the ability to move around in an environment free from physical laws 
[ 19 ]. Consequently VW users can fl y and teleport. Thus, for PWLD, this allows an 
individual who in the physical world uses a mobility aid to move around freely, to 
walk, run, or dance [ 21 ].  

2.4     Virtual Worlds and People with Lifelong Disability 

 Accessibility to technology has been recently discussed [ 10 ] and is also discussed 
in the context of VWs. Universal design is a principle, which can be applied for 
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VWs in order to optimize a well-designed virtual environment for all people, regardless 
of their disability or the assistive technology needed [ 10 ]. There are practical limita-
tions to implementing such solutions, such as cost and complexity. Also, the needs 
of PWLD are diverse; in other words a solution for one type of disability may not 
be applicable to another type of disability [ 10 ]. This can be seen by the implementa-
tion of the voice feature in the virtual world where people who are deaf once again 
are faced with their hearing impairment and cannot easily participate in the same 
activities as their nondisabled peers [ 6 ]. 

 We have conducted an exploratory qualitative study to explore how PWLD 
experience the technology capabilities offered by VWs and how turning these into 
affordances may be a challenge for different groups within the disability group.   

3     Research Method 

 This study includes two groups of participants, a group of novice users and a group 
of experienced users of Second Life (SL). All participants are over the age of 18, 
diagnosed with a lifelong disability, able to sign an informed consent form, and have 
access to and are able to use a computer with broadband. Aligned with previous 
research SL was chosen due to (1) the large number of users, (2) the range of activi-
ties available, and (3) the wide range of opportunities (i.e., business and education) 
[ 17 ]. Because of these particular features, SL is a suitable platform for both novice 
and experienced users to explore and prosper in the VW. All participants gave 
informed consent and were told they could withdraw from the project at any time 
with no reason given and no penalty. Ethical clearance from the Norwegian Social 
Science Data Services (NSD) for the research was obtained. 

 Table  1  shows a list of participants in this study. To ensure the anonymity of the 
participants, all avatar names in this paper are pseudonyms. Participants’ disability 

   Table 1    List of participants in this study   

  Group   Participant  Disability  Location  Primary language 

 Group 1  Pevit Torana  Intellectual  Norway  Norwegian 
 Novice  Mix Mofat  Intellectual  Norway  Bulgarian/Norwegian 

 Solvita Silka  CP  Norway  Norwegian 
 Trinaka Lika  Intellectual  Norway  Norwegian 
 Rolatina Endora  Intellectual  Norway  Norwegian 
 Gjagra Gralt  CP  Norway  Norwegian 
 Missara Melsa  Intellectual  Norway  Norwegian 
 Siltar Siana  ASD  Norway  Norwegian 

 Group 2  Agonra Sircka  Physical  USA  English 
 Experienced  Kalnika Gublic  Physical  USA  English 

 Sunger Alista  HI  USA  English 
 Ahroun Wolf  ASD  USA  English 
 Maria Butterfl y  Physical  USA  English 
 Kirana Merkini  HI  South Africa  Finnish/English 
 Landira Crunge  HI  USA  English 
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included cerebral palsy (CP), Asperger’s syndrome (AS), hearing impairment (IM), 
mild to moderate intellectual disability (ID), and other physical disability (PD).

   With the fi rst group we aimed to explore how novice users with lifelong disability 
experience the VW. This group consisted of eight participants recruited through 
organizations in their local community such as adult learning centers. Over a period 
of 8 weeks in 2011–2012, the eight participants met with the fi rst author (hereafter 
referred to as “the researcher”) in weekly sessions of 1½ h and engaged in different 
activities in SL. In the fourth and eighth week of the study, all participants were 
interviewed about their experiences in the VW. Interviews were conducted by 
phone, to ensure the SL sessions were solely used for activities and interaction. 

 The second group of participants consisted of seven experienced users. These 
users were recruited with the help of Virtual Ability Inc. (ref virtualability.org), 
which operates an island in SL to support people with disability entering into the 
VW. During two in-world presentations of the project, people attending the presen-
tation were invited to participate in this study. The experienced users participated in 
a longer in-depth interview, approximately 2 h, exploring their experiences with the 
virtual world. All interviews with the experienced users were conducted in private 
IM or private voice chat. The active SL experience level of the participants in this 
group ranged from 1 to 7 years. 

 The focus of the data collection was to map the challenges and affordances 
offered by VWs for PWLD. Based on the capabilities presented by Davis et al. [ 7 ] 
and Gibson’s defi nition of affordances, our data analysis identifi ed the challenges 
and affordances offered by VWs to PWLD. Answers from different individuals to 
common questions were grouped together and along with observations were ana-
lyzed for different perspectives on the issues [ 15 ], which were considered important 
for understanding how people with lifelong disability experience the capabilities 
offered by VWs.  

4     Findings: Affordances Offered by Virtual Worlds 
for PWLD 

 Observation and interviews conducted with the novice users of SL were in 
Norwegian, and any quotes from these participants have been translated to best 
refl ect their meaning. The interviews with the experienced users of SL were con-
ducted in English, and quotes are taken directly from the interviews. Findings are 
presented related to the technological capabilities presented by Davis et al. [ 7 ]. 

4.1     Communication 

 While SL offers multiple communication channels, depending on disability, utilization 
of these channels presents challenges. For the participants with hearing impairment, 
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the voice feature was not an option. Although they were able to use the text chat 
function, they reported challenges when communicating in the virtual world. “ What 
bothers me the most, is their  [other avatars]  refusal to type. Especially if the only 
reason they refuse is because they don’t want to type, not because they can’t type ” 
(Landira Crunge). On the other hand, those who experience diffi culty writing due to 
their physical or intellectual disability feel they are not able to provide the immedi-
ate feedback to others as they would like, if the voice feature is not available or 
malfunctioning. Maria Butterfl y uses the software Dragon (see   www.nuance.com    ) 
to convert voice into text in SL. However, this creates some lag in the conversation 
which in some cases gives her the feeling of not being able to expand and explain as 
well as she would like. If one person with literacy impairment and one with com-
munication impairment try to communicate, there could be some tension; however 
one participant noted that there are ways to work around the challenge. “ If a person 
cannot type, I will however try to fi nd someone in-world willing to translate what 
they hear and type it to me. That’s if the person CAN not type…different from that 
they are unwilling to type to me ” (Sunger Alista). 

 When observing the novice group in SL, the researcher noticed that being able to 
hear how the participants reacted to different activities and situations enriched the 
data collection. Through laughter, cheers, and comments, the lack of body language 
did not appear to affect the experience of SL. Furthermore the Norwegian partici-
pants struggled with English. The fact that most communication in SL is in English 
discouraged some of the participants from trying to make contact with others. 

 Through sessions with the novice users, multiple communication channels were 
used to support the conversations. Public voice chat was used when available. In addi-
tion, public chat, private IM, and private group IM were used. The novice users 
expressed being distracted by the variety of communication support; on the other hand 
they also noted the variety of communication channels was a good thing. Once the 
researcher and Missara Melsa were talking in the public voice chat and were inter-
rupted by a stranger who also spoke Norwegian. Missara Melsa found this experi-
ence a little frightening, because she did not know the person who started talking and 
could not see the avatar representing the person. Because of this encounter we started 
a private IM instead which made Missara Melsa feel more comfortable.  

4.2     Rendering 

 All the participants, except Ahroun Wolf, use human avatars on a regular basis. 
However, the ability to be anonymous and create their avatar to their liking is of value 
to all. Ahroun Wolf chose an animal avatar because he identifi es with the wolf. 

 It is important for participants to be able to choose what to disclose, and most 
participants did not disclose any disability in SL. Only two were open in showing or 
disclosing their disability. Sunger Alista has posted in her profi le information that 
she has a hearing impairment and only communicates through text. Agonra Sircka 
chooses to have an avatar which uses a wheelchair, as he does in the physical world. 
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Kalnika Gublic explained that in the physical world, she has to “convince” people 
she is a person, and she avoids that in the virtual world by not displaying her 
disability. Also the novice users embrace the possibility for anonymity. “ It fi ts me 
very well  [to be anonymous].  Because I have had problems with people in Facebook, 
so I like to be anonymous in places like this ” (Missara Melsa). 

 Objects in SL are 3D representations of physical world objects, which represent 
vividness in SL. This creates a rich sensory environment for users of SL. Some of 
the novice participants used available objects found in SL in unexpected ways. For 
example, when visiting Virtual Africa to view elephants, zebras, giraffes, and other 
animals present, the novice users decided to run around in the environment and sit 
on all the animals. For them the ability to sit on the animals was just as important as 
the animals being there and created pleasurable situations for them to enjoy.  

4.3     Interaction 

 Being able to modify objects is dependent on the island where the object is placed. 
However, we noticed there is a required skill level that has to be accomplished 
before an object can be modifi ed. Through the eight sessions with the novice users, 
they were able to modify their own avatar; however this is a multiple step operation 
and requires training and support. Some of the experienced users had developed 
the required skills. “ I also enjoy making things- well more modifying things. Like 
especially modifying them so that they are more easily usable ” (Sunger Alista). 

 SL also offers the opportunity to build and create new objects in the virtual envi-
ronment. A few of our participants are skilled builders in SL and taking in-world 
classes to learn how to build objects. They noted this is another learning curve to 
overcome, but when they accomplish the basics, the ability to use their creativity in 
SL is something they enjoy very much. “ Because I’m retired, it gives me something 
to do and satisfi es any creativeness I might want to try ” (Landira Crunge). 

 The fi ndings of this section are summarized in Table  2 .

5         Discussion 

 The capabilities presented by Davis et al. [ 7 ] were available for all participants; 
however dependent on participants’ disability and experience level, some of the 
capabilities did not turn into an affordance based on Gibson’s defi nition. Figure  1  
shows how together technology capabilities and human ability create affordances 
for PWLD in VWs.

   Communication is an important issue for all humans, and technology is proving 
to be an important tool for PWLD to overcome some of the barriers they encounter 
in the physical world. VWs offer the possibility to communicate through public IM/
voice, private IM/voice, and group IM/voice. Although Maria Butterfl y explained 
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she uses voice-to-text software to be able to participate in text chat, common 
software of this kind does not interface well with VWs [ 10 ]. In addition, those par-
ticipants with a hearing impairment struggle when other people they meet are unable 
or unwilling to use text chat when communicating with them. Carr [ 6 ] stated in 
earlier research educators need to be aware of the possible impact VW voice feature 
may have on deaf students. She noted deaf students may once again feel the impact 
of their impairment in the VW. 

 There were some diffi culties using the different communication channels, such 
as when the researcher asked a question in the private group IM, the participants 
answered in the public chat. The variety of communication channels showed to be 

  Fig. 1    Technology capabilities and affordances of VWs for PWLD       

   Table 2    Summarized fi ndings   

 Disability  Challenge in VW  Available solution 
 Assessment of available 
solution 

 HI  Unable to use voice 
feature 

 Voice-to-text software  Lag in conversation 
 Text chat  Problem for people with 

low literacy 
 Find a human translator 

 ID  Unable to understand 
nonnative languages 

 Limit communication to 
native speakers 

 Limiting of new contacts 

 Too many communication 
functions 

 Use only a few interface 
communication functions 

 ID  Use of VW interface  Training  Initial support is a critical 
factor to avoid dropout 

 PD, CP  Use of keyboard/mouse 
control 

 Seek alternative controls or 
browsers 

 No universal design 
standards for virtual 
world browsers 

 All  Selective disclosure of 
private information 

 Personalization of avatar  Offers opportunity for 
anonymity  Information in public profi le 
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confusing at times for those participants with an intellectual disability. Through the 
observation of the novice users, we see their ability to take advantage of the offered 
communication channels increase and become richer over time. This can be related 
to channel expansion where richness of communication through different channels 
will increase by experience [ 5 ]. However, as mentioned in the concern of feedback, 
the range of cues and channels available to PWLD depends on both the type and 
level of disability experienced and the functionality incorporated in the VW. In situ-
ations where the voice feature was not available or functioning, the novice partici-
pants used short messages such as “haha” and “☺” to express their feelings about 
the situation. However, for those without knowledge about online language trends, 
having to express cues in textual form may be diffi cult [ 4 ]. 

 Personalization of avatars is an important factor in VWs [ 14 ]. This is also true for 
the participants in this study, where only two of the participants chose to disclose 
their disability and one participant chose to represent himself as a wolf in the VW. 
Vividness in SL is represented by the environment being similar to the physical 
world, though without the feel and smell of the physical world [ 7 ]. The embodiment 
through an avatar still creates a feel of being present in the VW [ 13 ], which most of 
the participants experienced. 

 Mobility is an important issue for PWLD, particularly those with physical 
disability. In SL, both novice and experienced users noted this is an important affor-
dance in VWs. The ability to walk in the VW may be important for those who use a 
wheelchair in the physical world. Walking allows them to experience the environ-
ment in a new way. Being able to visit new locations, which in the physical world 
may not be available to them, is seen as a great value. However, we observed that 
for the novice users the abilities to walk, fl y, and teleport are operations which take 
time to master and support is needed. Since mobility in VWs is dependent on use of 
keyboard and mouse skills, those with a physical disability may fi nd it diffi cult to 
accomplish this affordance [ 10 ]. Being able to do tasks and participate at a deeper 
level is important for the self-esteem [ 12 ]. However, the novice users did not acquire 
the level of skills within the eight sessions to be able to modify and create objects. 
Table  3  summarizes the fi ndings from this study.

   In addition to the specifi c technology capabilities, it is important to note that the 
learning curve for use of SL was steep for most participants. Maria Butterfl y said 
she would not have continued using SL if she had not had help to overcome the 
entry barriers. Landira Crunge, at one point, stopped using SL due to the diffi culties 
of entry. Through observing the novice users, we noticed the diffi culty of using the 
application. Often multiple steps are required to perform tasks in-world for which a 
novice user with intellectual disability needs support. While the learning curve 
for VWs is steep for any individual, those with an intellectual disability may face 
an entry barrier difficult to overcome on their own [ 10 ], but not impossible. 
In summary, based on our assessment of the challenges, we identify a need for 
universal standards for interface design for VWs, such as W3C’s accessibility 
standards (ref w3.org). We recommend adherence to this initiative in the design 
of VW interfaces.  

Capabilities and Affordances of Virtual Worlds for People with Lifelong Disability



552

6     Conclusion 

 This study is limited in that it is based on a small sample size of the representation 
of different impairments. We recommend a refi nement for further work. We suggest 
that more in-depth empirical studies of a range or representatives from each disabil-
ity group will facilitate the identifi cation of specifi c challenges for each group. 
Additionally we suggest that eight sessions in SL may not be enough time for 
novice users to achieve the required skill level to fully experience the VWs. 

   Table 3    Capabilities, affordances, and challenges of VW for PWLD   

 Capability  Affordances  Challenges 

 Communication  Feedback  Synchronous communi-
cation in both voice 
and text 

 Physical disability may cause 
text-based communication to 
be a challenge. Hearing 
impairment exclude the use of 
voice feature 

 Multiplicity of 
cues and 
channels 

 Communication with a 
variety of users in 
different channels 
and different levels 
of privacy 

 For people with a hearing 
impairment or for others when 
voice feature malfunctions/
unavailable, text may not show 
underlying cues in 
communication 

 Language 
variety 

 Communication with 
worldwide users of 
VWs 

 Slang and online language 
depends on experience with 
online medias 

 Channel 
expansion 

 Richer communication 
through multiple 
channels 

 Steep learning curve to learn how 
to use communication 
channels 

 Communication 
support 

 Multiple communication 
channels to support 
different needs 

 Multiple channels may be 
challenging and distracting for 
those with intellectual 
disability and novice users 

 Rendering  Personalization  Creating own avatar. 
Choice of disclosure, 
playing with identity 
and anonymity 
important to all 
participants 

 Takes time to master, especially 
for those with intellectual 
disability 

 Vividness  Rich sensory 
representation of the 
physical world 

 Novice users use objects in 
unexpected ways 

 Interaction  Interactivity  Modify content in VWs  Dependent on experience and skill 
level 

 Mobility  Teleporting/fl ying/
walking 

 Control the avatar through 
keyboard and/or mouse clicks 

 Immediacy of 
artifacts 

 Building and creating 
content in VWs 

 Dependent on experience and skill 
level 
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 In conclusion, this study contributes with an identifi cation of the affordances 
offered by VWs to PWLD. As seen in the discussion, all of the technology capabili-
ties presented by Davis et al. [ 7 ] represent potential affordances for PWLD. 
However, the different forms of disability may hinder PWLD to utilize the promised 
capabilities into affordances. We identifi ed several work-around solutions of the 
participants that enabled VW capabilities to become realized affordances, although 
these solutions have limited success. Another possible solution or approach is to 
build sustainable VWs after universal design principles, that is, to design and 
develop VWs and their interfaces that are based on the abovementioned principles 
and which take the different challenges met by PWLD into account (e.g., voice-to- 
text technology, support for not being able to use keyboard, and intuitive interfaces). 
In summary, our focus on the experiences of PWLD contributes by extending the 
use of the theoretically defi ned technological capabilities to a different setting than 
reported in former research by Davis et al. [ 7 ].     
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    Abstract     Lack of sustainability is one of the problems in information system 
(IS) implementation in developing countries, such as Indonesia. More specifi cally, 
this is the case in eGovernment implementation. Using an interpretive research 
stance in a case study of the eProcurement system in the public sector, the study 
reveals that the concept of information infrastructure (II) can be used to understand 
the sustainability issue. Findings suggest that applying the concept of II in IS devel-
opment and implementation can improve the sustainability of an IS in the public 
sector, especially one that is used across government agencies and levels. The paper 
proposes a triple-helix model of a government II composed of legal, managerial, 
and technical factors and recommends that these factors should be taken into 
account in an orchestrated fashion.  

1         Introduction 

 Many problems must be dealt with before the implementation of eGovernment, or more 
generally information systems (IS), can achieve success in developing countries 
[ 1 – 4 ]. Previous studies have identifi ed various factors responsible for these prob-
lems, including lack of commitment from political leadership, fragmented and 
uncoordinated organizational structures, unrealistic ambitions, a design-reality gap, 
and more generally the problem of sustainability [e.g.,  3 – 5 ]. 

 A case in point is Indonesia. In this country, the problem of sustainability is often 
caused by uncoordinated initiatives. Most of the local governments developed and 
maintained their own ISs. This practice created fragmented and incompatible ISs 
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among the local governments and hindered the smooth vertical aggregation of 
information from the local to the national levels. This uncoordinated practice also 
led to ineffi cient use of the government budget. 

 Despite this problem, some initiatives have proven to be successful in developing 
ISs that have been used nationally across local governments. One of these is the 
eProcurement initiative, which is nationally coordinated by the National Public 
Procurement Agency ( Lembaga Kebijakan Pengadaan Barang / Jasa Pemerintah  
[LKPP]). Since its inception in 2008, the eProcurement system has provided service 
to 650 government agencies at local and national levels [ 6 ]. The system has gone 
through various adjustments along the way. 

 Here, the system is understood as an ensemble, “only one element of a ‘package’ 
which also includes the components required to apply that technical artefact to some 
socio-economic activity” [ 7 ]. Hence, the system is considered as a socio-technical 
artifact. Additionally, based on its scope and reach, the system is also considered as 
a national information infrastructure (II). 

 The study seeks to answer the following main research question:  how can the 
sustainability of the eProcurement system be understood in the context of Indonesia?  
The concept of II is used as a lens to understand the phenomenon under study, as the 
most important attribute of an II is that it is a permanent initiative and designed to 
have a long life [ 8 ]; thus it is expected to be sustainable. Among the contributions 
of this paper is the introduction a triple-helix model consisting of three factors 
(i.e., legal, managerial, and technical) to understand a sustainable government II. 

 The rest of the paper is structured as follows. Section  2  describes the current 
status of eProcurement practice in the Indonesian public sector. Section  3  presents 
the theoretical foundation of the study. Section  4  describes the research method, 
followed by presentation of the fi ndings in Sect.  5 . Section  6  discusses the fi ndings. 
Section  7  presents contributions and suggestions for further research.  

2      Setting the Scene 

 eProcurement has been formally adopted by the Indonesian government since April 
2007 as part of its effort to curb corruption. As in many other developing countries, 
corruption is believed to be one of the main barriers to development in Indonesia. 
Since 2008 the eProcurement system has been implemented in some government 
agencies in both national and local levels. One of the main strategic objectives of this 
initiative is to improve the transparency and accountability of public procurement. 
This objective has gained ground in Indonesia because budget leakage in public 
procurement has reached an alarming level, with 10–50 % of the budget being 
misappropriated [ 9 ]. 

 In Indonesia, public expenditures account for 30–40 % of total national spending. 
In some government departments, public procurement expenditures may even reach 
70 % of total annual budgets. Public procurement expenditure is therefore impor-
tant, as are the sound processes and proper management that must accompany 
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effective measures to reduce and minimize the potential for irregularities and 
misconduct [ 10 ]. According to the national data, the use of the system from 2008 
until February 2011 saved 12 % of the national procurement budget [ 6 ]. At the end 
of 2010, another Presidential Instruction (PI), No. 11/2011, was enacted to provide 
clearer guidance on how to use the system to combat corruption. A clear target was 
set: in 2012 at least 75 % and 40 % of the total procurement budgets at the national 
and the local levels, respectively, should adopt the system.  

3      Research Framework 

 This section provides a theoretical basis for this study. Two main concepts are 
presented in this section, namely, sustainable ISs and II. 

3.1     Sustainable Information Systems 

 In this study, sustainability is conceptualized as an attribute of an IS. This stance is 
in keeping with the literature. For example, from a knowledge perspective, Maruster 
et al. [ 11 ] defi ned a sustainable IS as that which adapts to its environment, involves 
relevant stakeholders, and supports the knowledge lifecycle (i.e., knowledge cre-
ation, knowledge evaluation, and knowledge integration and application). In the 
context of developing countries, Jacucci et al. [ 12 ] summarized the possible factors 
responsible for IS unsustainability. These factors include inadequate focus on local 
expertise, too-narrow interventions (often a sustainable IS requires a parallel reform 
of the respective sector), and technical bias of projects (inadequate focus on human 
resource development). 

 Kumar and Best [ 13 ] provided a more comprehensive defi nition of sustainability 
as an attribute of IS implementation, which included fi ve aspects, namely, fi nancial, 
social, technological, political/institutional, and environmental sustainability. There 
is also another perspective to understand IS sustainability: supply sustainability and 
demand sustainability [ 14 ]. 

 An essential premise in all these different perspectives of sustainable systems is 
that the system must survive in the long term. How to achieve this remains sustained 
issue in the literature. In this paper, one way to address this is proposed: conceptualizing 
the system as an II.  

3.2     Information Infrastructure 

 Various defi nitions of information infrastructure (II) can be found in the literature. 
Star and Ruhleder [ 15 :113] stated that “infrastructure is a fundamentally relational 
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concept. It becomes infrastructure in relation to organized practices.” When studying 
II in the health sector, Braa et al. [ 3 :383] defi ned II as “the technological and human 
components, networks, systems, and processes that contribute to the functioning of 
the health information system.” Hanseth and Lyytinen [ 16 :4] provided another 
defi nition that includes the properties of II: II is “a shared, open (and unbounded), 
heterogeneous and evolving socio-technical system (which we call installed base) 
consisting of a set of information technology (IT) capabilities and their user, opera-
tions and design communities.” 

 Using a different perspective, Bygstad [ 8 ] saw II as an organizational form. As such, 
II is a permanent initiative; it is enacted, reproduced, and changed through daily use, 
has (to some extent) supplanted hierarchy as the coordination mechanism, and has 
borders enabled by standards; the members of the II share some common objectives, 
and the transaction costs are very low and decrease with size. 

 When defi ning infrastructure, the notion of  when  is more important than the 
notion of  what  [ 15 ]. They pointed out that something is an infrastructure only in 
relation to some practices. Accordingly, when defi ning eProcurement infrastruc-
ture, this study took into consideration its importance in relation to eProcurement 
practice, specifi cally in the public sector. 

 This study mainly adopted Star and Ruhleder’s defi nition [ 15 ] consisting of 
dimensions that could be used to understand a national II [ 15 ,  17 ]. Each of these 
dimensions is briefl y explained in Table  1 .

4          Method 

 An interpretive case study strategy was adopted since the problem under investigation 
is practice based, whereby the experiences of the actors are important and the context 
of action is critical [ 18 ]. Data were mainly collected through formal and informal 
interviews, which were carried out in July, August, and November 2011. The subjects 
were a variety of key players in eProcurement and/or eGovernment implementation 
at various levels: a mayor, heads/vice-heads of departments ( dinas / badan ), heads of 
divisions, eProcurement offi cers and administrators, and a developer of the ePro-
curement system. Twenty-two interviews were conducted. Interviews lasted 
30–150 min; most of them were recorded. Examples of questions in the interview 
are attached in  Appendix . 

 I also participated in a national meeting of eProcurement agencies attended by 
more than 600 participants throughout Indonesia. In this meeting, some informal 
discussions with eProcurement offi cers from various local governments were also 
conducted. In addition, to increase the validity, data were also collected from 
written documents/reports and other secondary data such as news presented in the 
media, presentation slides, offi cial websites, and fi eld observations in three local 
governments (i.e., Yogyakarta, Sragen, and Jembrana). 

 I used the dimensions of II as template when coding the data. Subsequently, by con-
sidering the eProcurement system as a socio-technical artifact [ 7 ,  16 ], I adopted axial 
coding strategy to identify technical and nontechnical factors emerged from the data.  
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5      Findings 

 In this section, the development and implementation of eProcurement in Indonesia 
are presented in the light of the dimensions of II presented above. The study found 
that in addition to technical factor that determined the sustainability of the system, 
other two nontechnical factors emerged: legal and managerial. Altogether, the three 
factors (legal, managerial, and technical 1 ) emerged in almost all dimensions of II. 
If the eProcurement system was seen from two different levels (national and local 
government), these three factors related to both supply and demand sustainability 
[ 14 ]. Table  2  summarizes the intensive links between the dimensions of II and these 
factors.

1   In this study the legal factors include all the regulations and policies enacted or made by both 
national and local governments; the managerial factors include all the internally and externally 
oriented practices in the public sector in general (i.e., budget allocation, interorganizational col-
laboration); the technical factors include the availability, administration, and use of IT in general 
and of the eProcurement system in particular. 

   Table 1    Dimensions of II   

 Dimension of II  Description 

 Embeddedness  An II is said to be embedded if it “is sunk into, inside of, other structures, 
social arrangements and technologies” [ 15 :113] 

 Transparency  The transparency of an II should be understood “in the sense that it does 
not have to be reinvented each time or assembled for each task, but 
invisibly supports those tasks” [ 15 :113] 

 Reach and scope  An II has reach and scope beyond a single event or one-site practice [ 15 ] 
 Learned as part of 

membership 
 New participants acquire a naturalized familiarity with an II as they 

become members. The potential adopters then see an II as an object 
about which they will learn [ 15 ] 

 Links with 
conventions 
of practice 

 As a socio-technical artifact [ 19 ], II both shapes and is shaped by the 
conventions of a community of practice [ 15 ]. Thus, an II is enacted, 
reproduced, and changed through daily use [ 8 ] 

 Embodiment of 
standards 

 Standards are defi ned as “shared and agreed upon specifi cations among a 
set of communities” [ 16 :16]. The standards allow an II to be plugged 
into other structures in a standardized fashion [ 15 ] 

 Built on an 
installed base 

 An II does not grow de novo from scratch [ 15 ], but it is built on an 
installed base. An installed base is defi ned as “the interconnected 
practices and technologies that are institutionalized in the organization” 
[ 20 :583]. The defi nition implies that there are technical and nontechnical 
(i.e., legal and managerial) installed bases 

 Becomes visible 
upon breakdown 

 An II, which normally possesses an invisible quality when it is working, 
becomes visible when it breaks, such as when the eProcurement server 
is down [ 15 ] 

 Fixed in modular 
increments 

 Since II is large, layered, and complex, changing it takes time, negotiation, 
and adjustment [ 17 ], and hence it is evolving [ 16 ]. II’s evolution is path 
dependent and can be both linear and nonlinear [ 16 ] 
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6         Discussion 

 The fi ndings are discussed in the light of the research questions posed at the outset: 
how can the sustainability of the eProcurement system be understood in the context 
of Indonesia? As presented above (see Table  2 ), the emergence of legal factor in the 
discussion of II is new. Previous studies on II [e.g.,  8 ,  15 ,  16 ] did not study this factor 
possibly because they did not deal with a government II that is mainly developed and 
used by the government agencies. Thus, it is clear here that the nontechnical factors 
of the government II should include the legal factor, for at least two reasons. First, the 
regulations can force the government agencies to use a government II, and hence it 
will foster the adoption of II. Second, enacting the regulations that have a coercive 
power becomes more important in the context of a highly volatile government, like 
Indonesia, where decisions made by one incumbent may be overturned by the next 
and can lead to projects being derailed or blocked [ 21 ]. 

 The intensive links between the three factors provide evidence that in order to ensure 
or to improve the sustainability of systems, we should consider both technical and 
nontechnical factors (in this context, managerial and legal factors). A change in a factor 
leads to changes in other factors. Here is an example. Although many government 
agencies have adopted the system, during the seventh national gathering of eProcure-
ment agencies in Bali (November 2011), the Head of LKPP stated in a speech:

  I propose that we should interpret ‘some’ tenders [in PD No. 54/2010] as ‘all’ tenders. 
Let us start campaigning that ‘all’ tenders in 2012 should use the eProcurement system, 
not ‘some.’ 

   In fact, the PD only stated that starting from 2012 “some” tenders should use the 
system. At that time, many participants, especially those who were under external 
pressure from their local governments, seemed to receive moral support. However, 
this was only an interpretation—or to be more precise, an expectation—and it did 
not have any coercive power. Only after a clear target was set by the most recent 
PI No. 11/2011 did the use of the eProcurement system gain a new momentum and 
a new legitimacy. This is an example of why legal factors should keep up with the 
pace of changes in technical and managerial factors. 

 These factors should go hand in hand to ensure the sustainability of the system. 
Failing to keep pace with the changes may lead to other problems [ 12 ]. I introduced 
a triple-helix model of a government II (Fig.  1 ) that can explain this situation. In the 
Fig.  1 , for an illustrative purpose, only some critical events and states are shown in 
a timeline.

   In addition, the dimensions of II provide a framework to understand the sustain-
ability of the system in an Indonesian context. The presented fi ndings thus indicate 
that one way to ensure the sustainability of the system is by viewing it as an II and 
incorporating all the dimensions of II into it. 

 Some practical suggestions can be provided here based on the aforementioned 
fi ndings. From a legal viewpoint, although regulations provide a coercion power, 
taking specifi city of the context into account could smooth their enactment. In a 
context with huge disparities in many aspects (such quality of IT infrastructure, 
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readiness of the local governments) like Indonesia, the regulations made should 
address these issues. For example, incremental adoption of the eProcurement system 
was “legalized” by the PD No. 54/2010. Subsequently, the PI No. 17/2011 also set 
different targets for national and local government agencies, which obviously have 
different levels of readiness. 

 From a managerial standpoint, involvement of the community of practices, 
including relevant governmental agencies from various levels, in the development 
and improvement of II can ensure its sustainability. By doing so, LKPP can be 

  Fig. 1    A triple-helix model of a government II. Note: only some critical events and states are 
shown       
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attuned to real practices and to conventions of the community of practices. For example, 
from the perspective of IS development, the national gathering held by LKPP twice a 
year can be considered as a joint-application development (JAD) workshop [ 22 ]. 
JAD is believed to be an effective method of eliciting tacit knowledge from users. 
This is not a common practice in the Indonesian public sector. This mechanism will 
in turn address end users’ requirements and make the diffusion even faster due to a 
high acceptability and hence will ensure the system sustainability. 

 Further, the involvement of the community of practices can also serve as a way 
to create a collective awareness and cultivate legitimacy. The legitimacy in this con-
text is built by obtaining endorsement from other governmental agencies of the 
same or lower levels and authorization from the upper authority [ 23 ]. The support 
given by LSN and BPKP during the development of the system was an example of 
endorsement, while enactment of the new PD was an authorization. Again, this is 
not a common practice in the Indonesian public sector (or public sectors elsewhere), 
which is often infl uenced by a strong “sectoral ego” that hinders collaborative action 
between the agencies. Braa et al. [ 24 ] found that creating networks of action involv-
ing different parties was a determining factor in ensuring the sustainability of an IS. 
The Director of eProcurement in LKPP agreed with this assertion. In a personal 
communication, he stated:

  Sustainability as a movement only happens with a massive participation. This participation 
needs an approach that provides a room for all the parties to play their role. There is no 
dominating role in this kind of movement, although it needs a ‘bond’, to prevent it from an 
undirected movement. This is perhaps the factor that has been driving the movement so far. 

   From a technical perspective, a continuous incremental development of II was 
proven to be a successful strategy to make it sustainable. This was made possible 
mainly by the establishment of a permanent in-house IT team that was attuned to the 
real practice and responsive to the system breakdowns. This is very important, 
especially for developing and maintaining a system, which is intended to have a 
long life and to be used across governmental agencies and levels. In the Indonesian 
context, this strategy is not commonly adopted by government agencies. Often, they 
outsourced the system development with a short contract. Thus, the government 
agency became a hostage of the developer. The agency was unresponsive to changes, 
which led to costly maintenance.  

7      Conclusion 

 The paper has shown how II dimensions can be used to understand the sustainability 
of the eProcurement initiative in Indonesia. These dimensions were grouped into 
three factors (legal, managerial, and technical factors), indicating that to create a 
sustainable II, these factors should be taken into consideration in an orchestrated 
fashion. These factors made a triple-helix model of a government II. 

 This study offers three contributions. Firstly, it offers a new perspective from which 
to understand the sustainability of an eGovernment initiative (eProcurement here), 
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by applying II dimensions. This enhances our understanding of sustainability of systems 
by giving a framework in addition to those available in the literature [ 12 ,  24 ]. 

 Secondly, it extends or reinterprets the concept of II in the context of eGovern-
ment studies or more generally in the context of the public sector, by introducing 
three factors that go hand in hand during the development and implementation 
of the eProcurement system. The proposed triple-helix model of a government II is 
a theoretical contribution. 

 Thirdly, it offers a set of practical suggestions that may inform both eGovern-
ment researchers and practitioners. Then, we may expect that what LKPP has done 
in developing the eProcurement system can be considered as a guideline that can be 
adapted in other developments of national ISs in the public sector. Such initiatives 
should thus be more II oriented with a permanent and long-life initiative in mind 
and not only project-oriented with a short life. 

 This study suffers from some limitations. Firstly, as an II is often context- specifi c, 
generally this single-case study may not capture all the variability that may emerge 
during the process of implementation of an II. A similar assessment of other national 
IIs, both successful and unsuccessful, could be conducted. This is an interesting 
future research avenue. 

 Secondly, the sustainability of the II under study was judged based on its short 
history (i.e., 4 years). A question about the time frame or the duration emerges here. 
For how long must an II be in place before it can be considered sustainable? Hence, 
assessment of the same eProcurement system in the future could be another interesting 
research domain to explore. 

 Thirdly, although the eProcurement system in Indonesia is considered sustainable, 
the study has not assessed its impact and the sustainability of the impact. It can be 
argued that a sustainable IS is a prerequisite for sustainable impacts. In context of 
this study, it can be understood that without a sustainable eProcurement system, it 
is diffi cult to fi nd ways to sustain the impacts of eProcurement (such as enhanced 
transparency, better access for nonlocal bidders, better access for small and medium- 
sized enterprises, and corruption avoidance [ 10 ]). However, the question remains 
whether there is indeed a link between a sustainable IS and its sustainable impact. 
Some impacts can be easily measured, such as budget savings, but other impacts 
(e.g., public procurement transparency, SMEs empowerment) are intangible and 
diffi cult to measure. Thus, creativity is required in order to measure the impact. 
Taken together, this is another future research avenue.      

8      Appendix: Examples of Questions in the Interview 

     1.    What were the main objectives of this initiative?   
   2.    How were the decisions made?   
   3.    How have the objectives changed over time?   
   4.    Who were involved in the implementation?   
   5.    How was the communication between the involved parties made during the 

implementation?   
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   6.    What were the general reactions from the involved parties to this initiative 
implementation?   

   7.    How the reactions affect the progress and outcome of the initiative?   
   8.    How has the attitude of the involved parties towards the initiative changed 

over time?       
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    Abstract     In this chapter we present the results of a systematic literature review of 
the recommendations in the existing research literature on usability work in agile 
systems development. The review contributes by summarizing the literature in light 
of seven claims about how to integrate usability work into an agile development 
project. By analyzing the claims we show how the previous literature provides 
grounds, warrants, backing, rebuttal, and qualifi cation with regard to each of them. 
From this comprehensive overview of the literature we then discuss a research 
agenda with a particular focus on how situational factors for the claims must be 
researched and how this must encompass identifi ed rebuttals and qualifi cations.  

1         Introduction 

 Agile methods are increasingly used for information systems development (ISD). 
This trend is stimulated by today’s dynamic business environment [ 18 ] and the 
growing preference among practitioners for these methods due to their perceived 
effectiveness [ 65 ]. However, agile methods have been challenged with regard to 
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their lack of focus on system usability and usability work [ 41 ]. This contradiction has 
led to sustained research interest in the phenomena [ 58 ]. 

 Recent criticisms on user-centered design in agile development include contentions 
about the methodological claims being grounded on anecdotal evidence [ 38 ,  58 ]. 
Further, researchers have largely ignored situational factors and their infl uences on 
methods in use in positing solutions to the phenomena [ 26 ]. In tandem, differences 
between these theorized solutions have been found to be mostly superfi cial, as an 
examination of their structural foundation reveals them to be focused on common 
practices and artifacts [ 58 ]. 

 If the suggested usability methods are assumed to consist of similar practices and 
artifacts, they could be expected to comprise similar recommendations on how 
usability efforts should be performed within agile development projects. Taking this 
proposition into account and viewing this against the backdrop of the highlighted 
criticisms of agile usability research, two questions emerge which motivate our 
review of the agile usability literature:

•    What are the recommendations on how usability work should be executed within 
agile contexts?  

•   Are there situational factors that infl uence these, and what is the nature of such 
infl uences?    

 The rest of the chapter is structured as follows: In Sect.  2 , we discuss our conceptual 
background, Sect.  3  details the review process, and Sects.  4 – 6  detail our analysis, 
discussion, and conclusion, respectively.  

2      Conceptual Background 

 We base our review on the understanding of “usability” within agile contexts as 
going beyond being concerned only with the attributes of a system to also encom-
passing the work efforts through which such a system materializes [ 41 ]. Our stance 
is based on the logic that the three perspectives of usability, that is, the product, 
process, and experiential perspectives [ 5 ,  33 ,  57 ], all fi nd commonality in the means 
through which they materialize, which is through an exertion of work. This encom-
passes the following:

    1.    How guidelines or design heuristics are applied as in the case of the product 
perspective [ 28 ]?   

   2.    How processes are followed as in the process perspective [ 30 ]?   
   3.    How user perceptions are measured as in the case of the experiential perspec-

tive [ 9 ]?    

  It is for this reason we have elected to use the term  usability work  as our working 
concept, which represents all the work practices (and practice abstractions) that 
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relate to the abovementioned perspectives, being conducted in software and systems 
development processes. 

 The issues surrounding agile methods and usability work stem from the assertion 
that agile methods hinder the performance of usability work [ 41 ]. This has been 
linked to the manner in which it has been implemented so far. An example is the 
process of acquiring just-in-time system requirements, which has been identifi ed as 
hindering the in-depth exploration of user requirements [ 11 ,  15 ]. Such observations 
have resulted in a plethora of solutions existing in the form of guidelines and meth-
odologies [ 26 ] and which form the main focus of our review.  

3      Review Methodology 

 Silva da Silva et al. [ 58 ] recently reviewed a body of knowledge with a particular 
focus on the development of a theoretical construct for the integration of user- 
centered design (UCD) and agile methods. Our review distinguishes itself from this 
work in three ways to seek answers to the research questions posed above. Firstly, 
we seek to identify the recommendations on the integration of usability work and 
agile methods. Secondly, we go beyond this to identify also situational factors infl u-
encing the integration and examining the nature of such infl uences. Thirdly, we have 
broadened the scope to usability work instead of UCD, for reasons highlighted in 
the preceding section. 

 Our focus on usability work infl uenced how we selected papers from the body of 
knowledge used in the Silva da Silva et al. review and the subsequent literature 
search we carried out in Google Scholar and Scopus. All in all, 38 papers in Silva 
[ 58 ] dealt with the issue of how usability work should be conducted in connection 
to an agile systems development approach. We have updated this list and added 11 
papers to the 38 selected from the Silva da Silva et al. review. The 49 papers we have 
reviewed are listed alphabetically in Fig.  1 . The search terms include usability, 
UCD, agile, Scrum, XP, user interface, and human computer interaction, which are 
effectively the same search terms used in Silva da Silva et al. [ 58 ]. Search on Scopus 
from 2011 yielded three additional papers. Further eight papers were added by 
searching the reference lists of the already included papers.

   The analytical lens employed to integrate the literature is the Toulmin model [ 62 ]. 
Table  1  provides an overview of its concepts and how these were particularized to our 
data. The model provides a concise framework to assess the argumentative structure 
of the recommendations identifi ed in the reviewed literature. Further, through the 
observed qualifi cations and rebuttals, we could identify pertinent situational factors 
and explicate the nature of their infl uences. We applied content analysis in a stepwise 
manner [ 36 ] to identify themes related to concepts of our selected model. This led to 
the identifi cation of common recommendations and for each recommendation their 
grounds, rebuttals, and qualifi ers. Our fi ndings are presented in the next section.

Usability Work in Agile Systems Development Practice: A Systematic Review



572

  Fig. 1    Data sources       

   Table 1    The analytical lens based on Toulmin et al. [ 62 ]   

 Elements 
of an argument  As described by Toulmin et al. [ 62 ]  In this review 

 Claim (C)  Assertions put forward publicly for 
general acceptance 

 A recommendation for a usability 
work practice in agile systems 
development as advocated by the 
authors 

 Grounds (G)  Specifi c facts relied on to support a 
given claim 

 Assertions used to support the 
recommendation 

 Warrant (W)  The chain of reasoning that connects 
the grounds to the claim 

 Theories, principles, assumptions being 
appealed to by the authors 

 Backing (B)  Generalizations making explicit the 
body of experience relied on to 
support the warrant 

 Source(s) of the warrants (from 
empirical evidence, body of 
knowledge) 

 Qualifi cation (Q)  Statements which limit the strength 
of the argument or which 
propose the conditions under 
which the warrant is true 

 Account of situational factors which 
qualify the scope of 
recommendations 

 Rebuttal (R)  Extraordinary or exceptional 
circumstances that might 
undermine the force of the 
supporting arguments 

 Account of situational factors which 
refute the recommendations made 
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4         Analysis 

 Our analysis identifi ed seven claims on the integration of agile and usability work. 
Following the concept-centric approach advocated by Webster and Watson [ 64 ], 
these claims are categorized based on what aspect of usability work they describe. 

4.1     Work Execution 

     Claim 1 :  Conduct some upfront design activities prior to project start  ( 6 ,  8 ,  9 ,  11 , 
 13 ,  16 ,  17 ,  19 ,  23 ,  25 ,  27 ,  30 ,  31 ,  34 ,  40 ,  41 ,  45 ,  46 ,  48 ).  

   Grounds : (1) Facilitates insight into use context, leading to increased understanding 
during the project life cycle ( 27 ).  

   Warrants : User’s goals, tasks, and needs should all guide the development from the 
very beginning ( 9 ).  

   Backing : Principles of UCD ( 9 ,  15 ).  
   Qualifi cation : (1) Feasible when there is an absence of time and budget constraints 

( 18 ,  23 ,  25 ,  27 ,  29 ,  31 ,  33 ). (2) Appropriate when it is certain it would reduce 
project risks ( 21 ). (3) Would require that designers have high physical and men-
tal resilience in order to combat the fatigue associated with this effort ( 31 ).  

   Rebuttal : (1) End users are typically not able to contribute novel system design 
ideas ( 15 ,  42 ). (2) Lengthy prerelease activities do not guarantee a usable system 
( 9 ,  42 ).       

Claim 2 :  Design low-fi  prototypes as the basis for developing the system  ( 1 ,  8 ,  9 ,  10 , 
 11 ,  13 ,  16 ,  17 ,  23 ,  24 ,  26 ,  38 ,  41 ,  42 ,  45 ,  47 ,  48 ).  

   Grounds : (1) Cheap, expedites exploration and evaluation, increases user under-
standing of the user interface and usage ( 9 ,  14 ).  

   Warrants : Throughout the development life cycle, prototypes should be used to 
visualize and evaluate ideas and design solutions in cooperation with the end 
users ( 9 ).  

   Backing : Principles of UCD ( 9 ,  15 ).  
   Qualifi cation : (1) Suitable when used at the start of the project, especially in situa-

tions where there are time and budget constraints ( 18 ,  21 ,  29 ). (2) Suitable when 
the existing work structure is one which allows for seamless transmission of 
information between developers and designers, thus minimizing the lag between 
feedback and implementation ( 13 ).  

   Rebuttal : (1) Abstract and too unstructured to guide system design ( 37 ). (2) Limited 
capabilities for the user to evaluate ( 21 ,  39 ,  48 ). (3) Often results in impracticable 
designs ( 21 ,  22 ).       

Claim 3 :  Perform testing in between iterations  ( 3 ,  8 ,  9 ,  14 ,  23 ,  26 ,  28 ,  33 ,  39 ,  40 ,  42 , 
 45 )  and with end users  ( 8 ,  9 ,  13 ,  16 ,  17 ,  20 ,  33 ,  35 ,  36 ,  38 ,  39 ,  40 ,  42 ,  45 ).  

   Grounds : (1) Enables refi nements of the system being developed, reduces rework, 
and increases buy-in ( 26 ,  45 ). (2) Only real users can articulate their needs ( 17 ).  

   Warrants : None  
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   Backing : None  
   Qualifi cation : (1) Qualifi ed by the ease of assessing end users ( 32 ). (2) Depends on 

the level of infl uence of time and budget concerns ( 32 ). (3) Depends on the organi-
zational profi le ( 20 ,  49 ). (4) Not suitable for systems with volatile requirements as 
recommendations made in between iterations may end up being obsolete ( 30 ).  

   Rebuttal : (1) Higher tendency for usability defects to be introduced in later itera-
tions ( 32 ). (2) Cannot give the user a true picture of the system, as code generated 
during sprints is often too unstable to conduct tests on ( 16 ). (3) Does not guaran-
tee user representativeness since users become increasingly familiar with the 
prototypes being tested ( 30 ).       

Claim 4 :  Designers and developers each work in parallel  ( 8 ,  11 ,  12 ,  15 ,  16 ,  18 ,  20 , 
 23 ,  24 ,  31 ,  33 ,  35 ,  36 ,  37 ,  39 ,  40 ,  46 ,  47 ).  

   Grounds : (1) Would enable designers perform their tasks ahead of the developers 
( 46 ). (2) Eliminates the chances of developing designs that are not used and more 
cost effective, enables designers get more timely feedback, and maximizes cod-
ing time ( 39 ).  

   Warrants : None  
   Backing : None  
   Qualifi cation : (1) Requires high headcount of designers ( 3 ,  11 ,  12 ,  13 ). (2) More suit-

able for novel or large projects as opposed to rework on existing systems ( 20 ).  
   Rebuttal : (1) In reality designer work is driven by agile developers’ work and not 

vice versa ( 21 ). (2) Prone to design drift ( 13 ,  21 ,  35 ). (3) May undermine consis-
tency of the interface ( 16 ). (4) Limits input from designer to a “just one pass 
role” ( 4 ).     

4.2     Work Organization 

     Claim 5 :  Usability designers should be a part of the development project  ( 1 ,  5 ,  8 ,  9 , 
 10 ,  11 ,  12 ,  13 ,  14 ,  15 ,  16 ,  17 ,  18 ,  19 ,  20 ,  21 ,  23 ,  27 ,  30 ,  31 ,  33 ,  35 ,  37 ,  39 ,  40 , 
 41 ,  42 ,  44 ,  45 ,  47 ,  48 ).  

   Grounds : (1) Having a usability domain expert ensures that usability concerns are 
always at the fore ( 17 ).  

   Warrants : Usability experts should be involved early on and continuously through-
out the development life cycle ( 9 ).  

   Backing : Principles of UCD ( 9 ).  
   Qualification : (1) Depends on whether this role is present in the organization 

( 3 ,  11 ,  13 ).  
   Rebuttal : (1) Developers with some knowledge of usability work are also able to func-

tion in this capacity ( 2 ,  38 ,  43 ).       
Claim 6 :  Usability designers should be fully integrated into the development team  ( 3 , 

 9 ,  11 ,  14 ,  16 ,  18 ,  20 ,  27 ,  35 ,  37 ,  39 ,  40 ,  45 ).  
   Grounds : (1) Ensures that project team focus and self-organizing nature of agile 

teams is maintained ( 27 ). (2) Necessary to share the results of user research and 
testing and to clarify any misinterpretations of designs ( 40 ). (3) Ensures that 
usability concerns are always at the fore ( 17 ).  
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   Warrants : None  
   Backing : None  
   Qualifi cation : (1) Depends on whether this role is present in the organization ( 3 ,  11 ,  13 ). 

(2) Depends on whether management reveres the cross-specialization skills the 
designer would need to have to function in such a context ( 3 ).  

   Rebuttal : (1) Undermines the quality of work from each of the disciplines ( 21 ). (2) 
Designers may lose their objectivity and user focus as they begin to identify very 
closely with the goals and needs of their respective project teams ( 16 ).       

Claim 7 :  End users or their proxies should be involved in the project life cycle  ( 8 ,  9 , 
 10 ,  13 ,  17 ,  38 ,  48 ).  

   Grounds : Enables end users express their opinions about activities, practices, tasks, 
and usage context ( 10 ).  

   Warrants : Representative users should actively participate, early on and continually 
throughout the entire development process ( 9 ).  

   Backing : Principles of UCD ( 9 ).  
   Qualifi cation : (1) Qualifi ed by the accessibility of end users ( 11 ,  39 ). (2) Depends 

on the organizational profi le ( 11 ,  39 ).  
   Rebuttal : (1) Unable to cater for the different mental model of users regarding 

usability ( 32 ). (2) Characterized by diminished user representativeness with 
increasing user involvement ( 8 ,  32 ).     

4.3     Summary of Findings 

 The identifi ed claims and their qualifi cations have been re-categorized based on the 
framework by Clarke and O’Connor [ 17 ] of situational factors which infl uence the 
software development process. This has been done to relate our fi ndings to existing 
research on these situational factors. For an overview of this, see Table  2 . We 
notice that none of the qualifi cations we have highlighted addresses the situational 
factor “technology.” The existence of this gap should be seen as an impetus for agile 
usability researchers to examine how considerations related to the technology 
employed affect the claims we have identifi ed and in effect how usability work is 
executed within agile contexts.

   As a progression from Table  2 , Fig.  2  represents a high-level abstraction of the 
relationships between the seven identifi ed claims, their rebuttals, and situational 
factors.

5         Discussion 

 The agile usability literature has been criticized for providing overtly rationalized 
solutions to problems and concerns and for presenting an impression of balance and 
harmony [ 26 ]. Previous reviews [ 58 ,  60 ] on a subset of the literature we review here 
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have also followed this pattern by developing integrated methods and frameworks 
based on observed commonalities. Our work deviates from this path by summariz-
ing seven claims made about usability work practices and examining the hitherto 
reported validity of these claims with the Toulmin model [ 62 ]. 

 By particularizing the model’s concepts in our examination of these claims, we 
have been able to identify key situational factors which affect the validity of these 
claims by rebutting or qualifying them. Thus, our fi ndings extend the ongoing dis-
cussions within agile usability research beyond the present focus on the lack of 
empirical studies [ 58 ], and calls that have been made for the exploration of the 
relationship between situational factors and methods in use [ 26 ], by providing 
cogent reasons as to why these observations are justifi ed. Further as some of the 
identifi ed claims are based on knowledge derived from the wider usability literature, 
their weak grounding underscores the need for a reexamination of the theoretical 
form of usability work. It has been asserted that the ideas of practice characterized 
in the theoretical form are obsolete [ 51 ,  56 ]; whether this is responsible for the weak 
grounding observed is another issue that should be investigated. 

 The following three propositions are based on our theoretical framework in 
Fig.  2  and further expound our discussions on the nature of infl uences of situational 
factors on the usability work claims identifi ed.

•     Situational factors exist as modifi able factors which qualify these usability work 
claims and non-modifi able factors which rebut these usability work claims —
In Fig.  2 , the factors identifi ed as qualifying the usability work claims are seen to 

    Table 2    Factors infl uencing the software development process mapped to the claims’ qualifi cations 
(CnQm denotes the mth qualifi cation of the nth claim)   

 Situational factor  Description and considerations  Mapping of qualifi cation 

 Business  Strategic and tactical business considerations—time 
constraints, project drivers 

 C1Q1, C2Q1, C3Q2 

 Personnel  Constitution and characteristics of personnel—team 
size, team capability 

 C1Q3, C4Q1 

 Requirements  Characteristics of requirements—degree of risk, 
requirement feasibility 

 C1Q2 

 Operation  Operational consideration and constraints—number 
of users outside the organization, organizational 
policies 

 C2Q2, C3Q1, C7Q1 

 Organization  Organization profi le—structure, size  C3Q3, C5Q1, C6Q1, 
C7Q2 

 Application  Characteristics of application under development 
type, complexity 

 C3Q2, C4Q2 

 Management  Management constitution and characteristics—
governance structure, project planning capability 

 C6Q2 

 Technology  Profi le of technology being used for the development 
process—knowledge of technology, familiarity 

 None 
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be factors that can be controlled by the organization, while the rebuttals highlight 
factors which are beyond the control of the organization.  

•    Modifi able situational factors infl uence the effi ciency of the recommendations —
These qualifi cations highlight the conditions under which these usability work 

  Fig. 2    Factors, claims, and rebuttals       
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claims might be made feasible and thus determine how effi cient the process 
would be.  

•    Non-modifi able factors infl uence the effectiveness of these recommendations —
They do this by highlighting considerations which would prevent the projected 
outcomes of these recommendations from emerging.    

 Relating these considerations to the realm of usability work in agile develop-
ment, our framework in Fig.  2  in this regard forms a theoretically solid basis for 
further empirical examination of the phenomena, as it highlights situational factors 
that need to be taken into account during such examinations. Further, it reveals 
associations between situational factors and claims that should be empirically 
assessed and tested. This exercise is signifi cant as it would enable development of 
usability work strategies that are aligned to the situational factors which character-
ize the particular organizations being investigated. 

 Our fi ndings also extend discussions within the ISD literature on the situational 
factors infl uencing the development processes [ 17 ], as we elucidate more on the 
nature of these infl uences. Further we introduce another dimension along which 
these infl uences might be examined beyond the present focus on modifi able factors 
that can be controlled by the organization. 

 A further observation is that despite the call by Kane [ 42 ] for more work on the 
development of heuristic and style guidelines for interaction design for use in agile 
contexts, these issues have not been fully taken into account. We only observed one 
paper which came close to examining this issue [ 55 ]. One of the papers examined 
explicitly stated that they did not perceive that it was the role of usability work to 
specify system architecture [ 59 ]. 

 In our current version, we searched the literature systematically with focus on 
articles published in 2011. We also focused on related articles that had not been 
covered by Silva da Silva et al. [ 58 ] but had been noted in the papers we reviewed. 
As any systematic search suffers from the search procedure applied however it is 
designed, a possible outcome of the approach we employed is that key articles may 
have been overlooked. 

 An additional limitation of our analysis is that the claims we have identifi ed are 
formulated in a non-operational manner. This is in part due to our attempting to 
describe these claims in a manner that concisely captures their essence and refl ects 
the Toulmin’s model depiction of a claim. It is also due to space restrictions. 
Moreover our overarching goal in identifying these claims was not to provide a 
prescriptive approach as to how agile and usability work should be integrated, rather 
it was to provide a platform for the analysis of these claims. We have done this by 
highlighting the various situational factors which could qualify or rebut these 
claims. However though our actions based on the preceding arguments may be 
deemed justifi ed, we acknowledge the diffi culties it poses to the operationalization 
of our fi ndings, hence the need for further research and refi nement.  
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6      Conclusion 

 In this chapter we have provided insight into recommendations that have been 
made in the literature regarding how agile and usability work should be organized. 
Further we have employed the Toulmin model [ 62 ] to analyze the extent to which 
these recommendations have been validated in the systems and software develop-
ment literature. The absence of a genuine practice perspective is demonstrated in the 
existence of rebuttals and the absence of warrants, which reduce the strength of 
these recommendations. This points to the need for a more situated approach to 
research on usability work in agile development and calls for a more informed and 
refl exive approach to an examination of these issues. Further the identifi ed rebuttals 
and qualifi cations accentuate that there are other considerations far beyond theorized 
views of usability work which also need to be examined. We have in this regard 
provided a framework in Fig.  2  that highlights situational factors whose infl uences 
need to be taken into account during such examinations. Our paper is however char-
acterized by two limitations. Firstly the subset of literature analyzed may not be 
entirely exhaustive. Secondly our claims have been presented in a non-operational 
manner. These are issues we aim to resolve in future research.     
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    Abstract     This article presents a review of the research on Data and Information 
Quality (DQ/IQ) assessment in engineering construction. Through a review of 445 
articles on the topic, only nine were found in the context of engineering construc-
tion. The analysis of these nine articles revealed six challenges in performing 
DQ/IQ assessment in this context: the iterative nature of concurrent engineering, 
the uniqueness of engineering data, lack of integration between processes, lack of 
integration between systems, lack of timely information, and lack of relevant 
DQ/IQ assessment frameworks and tools. The specifi c contributions of this paper 
are the identifi cation of DQ/IQ challenges in engineering construction, their conse-
quences, and implications for the development of relevant DQ/IQ assessment 
frameworks and tools. Additionally, it also identifi es an area where Information 
Systems research can contribute, thereby extending the reach of the discipline.  

1         Introduction and Related Research 

 Within the fi eld of Information Systems (IS), Data and Information Quality (DQ/IQ) 
is a familiar concept. This paper presents a review of the research on DQ/IQ assess-
ment in the context of engineering construction. The following presentation of 
related research in the areas of engineering construction and DQ/IQ will also 
provide the motivation for this paper. 
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1.1     Engineering Construction 

 Delays and cost overruns are commonplace in construction projects [ 13 ,  20 ,  23 ], 
and several researchers have reported delays as the most costly problem [ 5 ,  6 ,  12 ]. 
The problem has occurred in many countries, contributing to a high cost of con-
struction [ 15 ]. One example of the magnitude of these issues is from Norway, where 
a committee was appointed to investigate reasons for this problem in the offshore 
development projects on the Norwegian continental shelf. The analysis showed 29.9 
billion NOKs (≈5 billion USD) in cost overrun for 13 projects between 1994 and 
1998 [ 5 ]. Project management issues (e.g., use of parallel activities) rather than 
technical issues were seen as the main reasons for the problem. 

 The effects of construction delays are not confi ned to the construction industry 
only but could also infl uence the overall economy of a country. In the United Arab 
Emirates, construction plays a major role and contributes 14 % to the GDP (gross 
domestic product) [ 6 ]. In Norway, the oil and gas industry contributed 25 % to the 
GDP in 2006 [ 31 ]. Therefore, it is essential to defi ne the most signifi cant causes of 
delays in order to avoid or minimize their impact [ 6 ]. 

 Several causes for delays and cost overruns have been identifi ed, and errors in 
drawings remain a severe challenge. Toor and Ogunlana [ 23 ] presented 75 problems 
encountered in a number of countries, including “errors and omissions in design 
documents.” Dai et al. [ 3 ] identifi ed errors in drawings as the second most signifi -
cant problem and lack of needed information related to drawings as another top ten 
factor in construction projects located in the United States. These fi ndings are in 
line with a study by Tulacz [ 25 ], which found construction workers commonly to 
have only 70 % of the necessary data on-site. Westin and Päivärinta [ 29 ] identifi ed 
that DQ/IQ problems related to documents and drawings had the most negative 
impact on the profi t margins of the projects executed by a European engineering and 
construction company. They also point out that the drawings are mainly extracted 
from engineering databases and conclude that the problems encountered with the 
drawings are related to the low level of DQ/IQ in the data sources.  

1.2     Data and Information Quality 

 There is a lack of consensus on the defi nitions of data quality and information quality 
that distinguish the two. Data quality often (but not always) refers to technical 
issues, while information quality usually refers to nontechnical issues [ 14 ]. This 
paper does not distinguish and uses the term DQ/IQ, adopting Wang and Strong’s 
[ 27 ] defi nition as “fi tness for use” in relation to the recognized purposes of informa-
tion use and user groups. In the IS literature, the cost of an insuffi cient level of 
DQ/IQ has been found to be huge [ 19 ,  22 ], and problems have been observed across 
numerous corporations [ 19 ,  26 ]. Awareness of these issues has grown rapidly over 
recent years, and research is now covering several topics [ 14 ] and contexts [ 8 ]. 
Data warehousing, health-care registers, and retailing- and Internet-related systems 
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(e.g., booking, online stores) are all contexts that have been studied to a certain 
extent. Several assessment frameworks exist and their similarities and differences 
have been compared by Batini et al. [ 1 ]. Common for the mentioned contexts is the 
assumption of consistency and accuracy of the data records from the moment they are 
inserted, and most frameworks have been developed to support these assumptions. 

 To address the issue of persistence of DQ/IQ problems, IS researchers have called 
for more investigation specifi cally in new and different contexts [ 14 ]. Researchers 
also called for providing practitioners with tools that can assess the level of DQ/IQ 
and provide comparative assessment over time to senior management [ 18 ]. 

 Based on the above discussion, the following literature review is focused on to 
two questions:

    What are the challenges related to DQ/IQ assessment in the context of engineering 
construction?   

   What do these challenges imply for the development of DQ/IQ assessment frameworks 
and tools?       

2     Research Method 

 Literature reviews are conducted for a variety of reasons; learning the breadth of 
research in a topic is one of them [ 17 ]. The purpose of this literature review was to 
identify DQ/IQ research performed in the context of engineering construction 
projects; hence, one focus was the breadth of research on this topic. The method 
chosen was based on the eight-step guideline proposed by Okoli and Schabram [ 17 ] 
and the concept matrix suggestions by Webster and Watson [ 28 ]. 

 To cover a broad range of fi elds, three literature databases—EBSCO, Inderscience 
Publishers, and Scopus—were chosen. These databases include fi elds such as engi-
neering construction, project management, and IT/IS. Scopus alone includes 428 
engineering journals of which several are ranked among the top journals (e.g., “Journal 
of Construction Engineering and Management” and “Automation in Construction”). 

 To focus specifi cally on IT/IS, 18 publication outlets were chosen for searches 
based on two criteria: (1) journals and conferences frequently referred to in DQ/IQ 
literature and (2) signifi cant journals and conferences in the IS fi eld. These 
outlets are:

•    ACM Computing Surveys  
•   AMCIS (Americas Conference on Information Systems)  
•   CAIS (Communications of the Association for Information Systems)  
•   ECIS (European Conference on Information Systems)  
•   European Journal of Information Systems  
•   ICIQ (International Conference on Information Quality)  
•   ICIS (International Conference on Information Systems)  
•   Information Systems Journal  
•   Information Systems Research  
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•   International Journal of Information Quality  
•   Journal of Data and Information Quality  
•   Journal of Information Technology  
•   Journal of Management Information Systems  
•   Journal of Strategic Information Systems  
•   Journal of the Association for Information Systems  
•   MIS Quarterly  
•   PACIS (Pacifi c Asia Conference on Information Systems)  
•   SJIS (Scandinavian Journal of Information Systems)    

 All search terms are listed in Table  1 .
   An important criterion for the types of studies to include was that the search terms 

would be found in either abstract, title, or keywords. All outlets were searched for all 
years. Some studies were rejected due to various reasons: misfi t of context; a promis-
ing abstract in English, then the rest of the article available only in a foreign language 
(e.g., Chinese); and some “studies” were proposals. The remaining studies were sub-
mitted to full-text analysis, after which several more studies were eliminated. 
Backward and forward (Bw/Fw) searches were then conducted based on the identifi ed 
studies. The searches were performed from late July 2011 to September 2011.  

3     Results 

 Table  2  displays the search result for the IT/IS outlets, the non-IT/IS outlets, and a 
fi nal Bw/Fw search.

   In total for all search terms, 445 studies were found; however, after the practical 
screening only eight studies qualifi ed as DQ/IQ research in the context of engineer-
ing construction projects. Bw/Fw searches resulted in the addition of one study. 

   Table 1    Search terms   

 IT/IS outlets 
 All outlets (EBSCO, Inderscience Publishers, 
and Scopus) 

 “data quality” 
 (“data quality” and    “engineering”)  (“data quality” and “engineering project”) 
 (“data quality” and “construction”)  (“data quality” and “construction project”) 
 “quality of data” 
 (“quality of data” and “engineering”)  (“quality of data” and “engineering project”) 
 (“quality of data” and “construction”)  (“quality of data” and “construction project”) 
 “information quality” 
 (“information quality” and “engineering”)  (“information quality” and “engineering project”) 
 (“information quality” and “construction”)  (“information quality” and “construction project”) 
 “quality of information” 
 (“quality of information” and “engineering”)  (“quality of information” and “engineering project”) 
 (“quality of information” and 

“construction”) 
 (“quality of information” and “construction 

project”) 
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A total of nine studies fulfi lled the requirements. All studies were peer reviewed, 
except from Dobson and Martinez [ 4 ], which is an ABB review and not a scientifi c 
publication. However, practice could provide necessary information on the topic 
of this literature review, and this paper was included for that reason, as well as 
fulfi lling the search criteria. 

 With the fi rst research question in mind, these nine studies were analyzed with 
the aim to identify any reported challenges related to DQ/IQ assessment. Based on 
this analysis six challenges were identifi ed. These challenges were the iterative 
nature of concurrent engineering, the uniqueness of engineering data, lack of inte-
gration between processes, lack of integration between systems, lack of timely 
information, and lack of relevant DQ/IQ assessment frameworks and tools in the 
context of engineering construction projects. Table  3  below lists the nine studies and 
the challenges they elaborated.

3.1       Challenge 1: The Iterative Nature of Concurrent 
Engineering 

    The globalization of engineering leads to shorter delivery schedules and forces a 
break in the traditional linear engineering model [ 4 ]. The resulting iterative nature 
of concurrent engineering creates challenges for DQ/IQ assessment. Many of the 
processes in concurrent engineering are interdependent. This fact forces the engi-
neers to proceed with partial information, incomplete knowledge, and subjective 
interpolations [ 2 ]. Late changes in requirements or changes caused by design 
errors—erroneous or missing information—lead to rework [ 24 ]. Rework initiates 
more iteration, which, in turn, leads to delays. Delays—in terms of waiting for 
information—reduce the profi t margins of the projects [ 29 ]. To further complicate 
the situation, the engineering asset management process, which consists of several 
interdependent stages, not only is iterative but also requires collaboration with other 
processes in the organization, such as supply chain management and supplier 
 relationship management [ 10 ,  16 ].  

3.2     Challenge 2: The Uniqueness of Engineering Data 

 One of the unique characteristics of engineering data is that the “correct answer” for 
the values to be inserted into the engineering asset data record is not known at the 

  Table 2    Search results   Search objects  # of unique hits  # of relevant studies 

 IT/IS outlets  408  6 
 Non-IT/IS outlets  37  2 
 Bw/Fw search  –  1 
 Total  445  9 

Data and Information Quality Research in Engineering Construction Projects…



588

   Ta
bl

e 
3  

  Id
en

tifi
 e

d 
ch

al
le

ng
es

   

 A
rt

ic
le

 
 C

on
te

xt
 d

et
ai

ls
 

 C
ha

lle
ng

es
 

 T
he

 it
er

at
iv

e 
na

tu
re

 o
f 

co
nc

ur
re

nt
 

en
gi

ne
er

in
g 

 T
he

 
un

iq
ue

ne
ss

 o
f 

en
gi

ne
er

in
g 

da
ta

 

 L
ac

k 
of

 
in

te
gr

at
io

n 
be

tw
ee

n 
pr

oc
es

se
s 

 L
ac

k 
of

 
in

te
gr

at
io

n 
be

tw
ee

n 
sy

st
em

s 
 L

ac
k 

of
 ti

m
el

y 
in

fo
rm

at
io

n 

 L
ac

k 
of

 r
el

ev
an

t 
D

Q
/I

Q
 a

ss
es

sm
en

t 
fr

am
ew

or
ks

 a
nd

 
to

ol
s 

 L
ee

 e
t a

l. 
[ 9

 ] 
 A

ss
es

se
d 

th
e 

pr
oc

es
s 

of
 r

em
an

uf
ac

tu
re

; a
n 

ai
rc

ra
ft

 f
ue

l p
um

p 
 X

 
 X

 

 N
ee

ly
 e

t a
l. 

[ 1
6 ]

 
 A

ss
es

se
d 

cu
rr

en
t D

Q
/I

Q
 to

ol
s 

in
 th

e 
re

al
m

 o
f 

en
gi

ne
er

in
g 

as
se

t m
an

ag
em

en
t 

 X
 

 X
 

 X
 

 X
 

 X
 

 D
ob

so
n 

an
d 

M
ar

tin
ez

 
[ 4

 ] 

 C
on

si
de

ra
tio

ns
 o

n 
gl

ob
al

iz
at

io
n 

in
 p

la
nt

 
en

gi
ne

er
in

g 
(l

ar
ge

 a
nd

 g
lo

ba
l e

ng
in

ee
ri

ng
 

pr
oj

ec
ts

) 

 X
 

 X
 

 L
in

 e
t a

l. 
[ 1

0 ]
 

 A
ss

es
se

d 
en

gi
ne

er
in

g 
as

se
t m

an
ag

em
en

t i
n 

A
us

tr
al

ia
n 

en
gi

ne
er

in
g 

or
ga

ni
za

tio
ns

 
 X

 
 X

 
 X

 
 X

 
 X

 

 L
in

 e
t a

l. 
[ 1

1 ]
 

 E
xp

lo
re

d 
D

Q
/I

Q
 is

su
es

 in
 e

ng
in

ee
ri

ng
 a

ss
et

 
m

an
ag

em
en

t (
A

M
) 

an
d 

de
ve

lo
pe

d 
an

d 
te

st
ed

 
a 

fr
am

ew
or

k 
fo

r 
A

M
 

 X
 

 X
 

 X
 

 X
 

 X
 

 B
le

ch
in

ge
r 

et
 a

l. 
[ 2

 ] 
 Pr

op
os

ed
 h

ow
 to

 s
up

po
rt

 p
ro

du
ct

io
n 

of
 

hi
gh

-q
ua

lit
y 

da
ta

 in
 c

on
cu

rr
en

t p
la

nt
 

en
gi

ne
er

in
g 

 X
 

 X
 

 X
 

 X
 

 X
 

 X
 

 W
in

gk
vi

st
 

et
 a

l. 
[ 3

0 ]
 

 A
ss

es
se

d 
qu

al
ity

 in
 te

ch
ni

ca
l d

oc
um

en
ta

tio
n 

of
: 

  
A

 m
ob

ile
 p

ho
ne

 
  

Pa
rt

s 
of

 a
 w

ar
sh

ip
 

 X
 

 T
ri

be
ls

ky
 a

nd
 

Sa
ck

s 
[ 2

4 ]
 

 A
ss

es
se

d 
in

fo
rm

at
io

n 
fl o

w
s 

in
 1

4 
ci

vi
l e

ng
in

ee
ri

ng
 

pr
oj

ec
ts

, a
ll 

pa
rt

 o
f 

a 
m

aj
or

 a
ir

po
rt

 
  

C
on

st
ru

ct
io

n 
pr

oj
ec

t 

 X
 

 X
 

 X
 

 W
es

tin
 a

nd
 

Pä
iv

är
in

ta
 

[ 2
9 ]

 

 R
an

ke
d 

pr
ob

le
m

s 
ex

pe
ri

en
ce

d 
in

 e
ng

in
ee

ri
ng

 
  

C
on

st
ru

ct
io

n 
pr

oj
ec

ts
 w

ith
in

 o
ne

 o
rg

an
iz

at
io

n 
(o

ff
sh

or
e 

in
st

al
la

tio
ns

) 

 X
 

 X
 

 X
 

S. Westin



589

time of insertion [ 16 ]. Physical engineering assets and the related asset data need 
not necessarily be present at the same time. For example, in engineering design, 
engineering assets may exist only as referenced logical/functional elements in data 
registers and data models. In addition, data are collected in a variety of formats and 
have to be shared among various technical and business systems. Some of the data 
is textual and, as such, unverifi able by the current automated processes [ 10 ,  16 ]. 
This is different from typical business environments, where data often is provided 
in fi xed formats and shared only among relevant business systems [ 10 ].  

3.3     Challenge 3: Lack of Integration Between Processes 

 Lack of integration between processes leads to diffi culties in connecting various 
information [ 9 ]. This could lead to a time-consuming search for existing but not 
easily accessible information. Tribelsky and Sacks [ 24 ] identifi ed a positive correlation 
between the quality of information fl ows and the effectiveness of design documents 
(e.g., less rework due to more accurate drawings) and found that unstable informa-
tion fl ows were associated with unpredictable project outcomes. Westin and 
Päivärinta [ 29 ] identifi ed a similar problem; one of the top-ranked problems 
refl ected missing information fl ows between teams contributing to the projects, 
which led to drawings that were not congruent. This problem was also identifi ed by 
Blechinger et al. [ 2 ], who indicated the importance of notifying users of work copies 
when changes in the master Information Management Systems (IMS) occurred. 
Data captured in a variety of formats, processed in isolation, and stored in legacy 
systems is usually process dependent, which makes it diffi cult to reuse data in other 
processes [ 16 ]. Management of all engineering asset data processes has to be per-
formed across all signifi cant lifecycle stages, and there is a need for synchronization 
of asset lifecycle management with other enterprise processes [ 10 ].  

3.4     Challenge 4: Lack of Integration Between Systems 

 Several DQ/IQ problems stem from a lack of integration between systems: different 
values and different numbers of replicated items in different Information 
Management Systems [ 2 ]; data that cannot be exported because they are captured with 
sensors only readable by specially designed monitoring systems [ 16 ]; specialized 
systems bought from multiple vendors leading to a very diffi cult integration job for 
the end users [ 10 ]; and lack of integration between business systems and technical 
systems making it diffi cult to achieve a comprehensive overview of status, resulting 
in signifi cant DQ/IQ consequences.  
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3.5     Challenge 5: Lack of Timely Information 

 Lack of timely information is identifi ed as a major challenge in three of the studies 
[ 2 ,  24 ,  29 ]. The resultant waiting causes delays in progress of the project [ 2 ] and 
leads designers to shift attention to other projects, which in turn leads to extra time 
spent on recapitulation when work on the project is resumed [ 24 ]. A delay in receiv-
ing necessary information causes the design to be based on incomplete information 
[ 29 ], which in turn could lead to rework. This is similar to what happens when 
engineers are forced to proceed with partial information due to process interdepen-
dencies and short delivery schedules, as mentioned earlier.  

3.6     Challenge 6: Lack of Relevant DQ/IQ Assessment 
Frameworks and Tools 

 Existing DQ/IQ solutions and tools focus on typical business systems, such as 
fi nancial systems, customer databases, and CRM systems [ 16 ]. These tools can be 
categorized as (1) auditing tools, which aim to create a variance report where data 
that do not conform to the business rules can be manually examined; (2) cleansing 
tools, which aim to automatically verify and correct data; and (3) migration tools, 
which physically move data from one location to another [ 16 ]. These tools are pri-
marily directed at the quality dimension of accuracy; hence, the “correct answer” 
has to be known in order to perform the comparison of inserted data with real-world 
data. However, this is not suffi cient for DQ/IQ assessment in engineering construc-
tion [ 2 ,  10 ,  16 ]. A more relevant framework has been developed and tested by Lin 
et al. [ 11 ]. Their framework contributes to the lifecycle of engineering asset man-
agement (AM) and addresses the challenges identifi ed from an AM lifecycle point 
of view.   

4     Discussion 

 In order to perform DQ/IQ assessment involving large amounts of data, a relevant tool 
is needed. This review reveals that most existing DQ/IQ assessment frameworks 
and tools are developed on the assumptions that the “correct answer” is known by 
the time of data insertion, which is not the case in engineering construction [ 16 ]. 
The AM framework [ 11 ] represents an exception. The framework considers the 
identifi ed challenges and contributes extensively to the AM part of engineering 
construction. However, the poor level of DQ/IQ in drawings mentioned in the 
introduction is related to engineering design as a whole (not solely AM). Hence, 
engineering construction projects are still in need of relevant DQ/IQ assessment 
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frameworks and tools. The question that arises is: which concepts need to be 
included in such a framework to make it suited to this specifi c context? 

 When analyzing the fi ndings of this review, an interesting issue emerged: some of 
the identifi ed challenges seem to be unavoidable in engineering construction. 
Therefore, an assessment tool should be developed on the assumption that these 
challenges are unavoidable and their consequences need to be handled appropri-
ately. Below is a discussion on which identifi ed challenges are unavoidable and 
associated implications for the development of relevant DQ/IQ assessment frame-
works and tools. 

 The iterative nature of concurrent engineering is unavoidable. This is also the 
case for the uniqueness of engineering data. Lack of integration between processes 
and lack of integration between systems are core foci for an IS researcher. However, 
it is far too risky to change processes and systems within a single project [ 2 ]. These 
changes and alignments are better done at a higher, organizational level. The impli-
cation is that within a single project these challenges are also unavoidable. Apart 
from the identifi ed lack of relevant DQ/IQ frameworks and tools, only one chal-
lenge remains: lack of timely information. Assuming several reasons exist for  why  
information is lacking,  elements  of the answer could include the relationship 
between the identifi ed challenges. This is elaborated below: 

 (1) The iterative nature of concurrent engineering forces the engineers to proceed 
with partial information [ 2 ]. This implies a lack of necessary information. (2) The 
uniqueness of engineering data is characterized by the fact that the “correct answer” 
is not always known at the time of data insertion [ 16 ]. This means the information 
is not there when fi rst needed (i.e., there is a lack of timely information). (3) Lack 
of integration between processes could lead to time-consuming searches for exist-
ing but not easily accessible information [ 9 ], which could also lead to lack of timely 
information. (4) Lack of integration between systems could lead to diffi culties with 
exporting data [ 16 ], and the resulting delay would again contribute to lack of timely 
information. Taken together, it appears that lack of timely information could also be 
viewed as unavoidable, at least in some situations. 

 What are the consequences then? Since these four challenges could all lead to 
lack of timely information, engineers may have to proceed with only partial infor-
mation [ 2 ]. The consequences will be incompleteness and/or inconsistencies in 
information used in the projects. Research fi ndings indicate that engineering 
drawings are mainly extracted from such systems [ 29 ]. It was also found that 
errors in drawings comprise one of the most signifi cant problems related to pro-
ductivity factors [ 3 ]. Hence, proceeding with partial information will have nega-
tive impact on the level of DQ/IQ in the data sources and the extracted drawings. 
The connections between the different challenges and the consequences are 
summed up in Fig.  1 , where dotted arrow means “could lead to” and solid arrows 
mean “leads to.”

   A DQ/IQ framework has to include concepts and guidelines that consider these 
issues and help overcome the challenges.  
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5     Implications and Conclusion 

 This review has identifi ed several challenges for DQ/IQ in the engineering construc-
tion context. The key challenge now is to develop a relevant assessment framework 
and a tool to implement that framework. In doing so, it is important that such tools 
have to diverge from the common assumption in existing DQ/IQ research (i.e., that 
the “correct answer” is known at the time of data insertion). In the present context, 
the assumption is the opposite: the “correct answer” is not always known. This has 
some implications: (1) DQ/IQ assessment frameworks and tools have to allow for 
partial information and, consequently, incompleteness and inconsistencies in the 
data sources during early phases of engineering construction projects, and (2) there-
after, further guidelines would have to suggest a way to mitigate the unavoidable 
poor level of DQ/IQ in later project phases. 

 Developing a DQ/IQ assessment tool requires expertise in the domain of engi-
neering construction. That requires close collaboration between the researcher and 
the engineers; hence, access to an engineering construction organization is needed. 
Since the goal is to develop a tool, suitable methods could be design research (DR) 
or action design research (ADR). Both methods emphasize close collaboration 
between researchers and organizations. DR posits that it is through the building and 
application of such a tool (the artifact) that the problem domain is understood and 
its solution achieved [ 7 ]. ADR emphasizes that such a tool (the artifact) emerges 
from interaction with the organizational context [ 21 ]. No matter which method is 
chosen, engineering construction is in need of the development of a DQ/IQ assess-
ment tool. Finally, the surprising fi nding that only nine papers are found on this 
topic is in itself intriguing. This calls for more research in this area. IS research can 
contribute by building up a research agenda in DQ/IQ in engineering construction. 
Findings from general DQ/IQ research in IS will be very useful for this agenda.     

  Fig. 1    Connections between identifi ed challenges and level of DQ/IQ       
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    Abstract     Enterprise Modeling (EM) captures and represents organizational 
knowledge in models that cover different views of the enterprise. The models can be 
leveraged in the development of information systems. Investigating how to use them 
as input to model-driven development (MDD) is an open challenge. This paper 
explores how a holistic EM approach, represented by a unifying meta-model, can 
benefi t from integrating with Communication Analysis, a communication-oriented 
business process modeling and requirements engineering method. As a fi rst step 
towards an integrated EM-enabled MDD approach, the unifying meta-model and 
Communication Analysis meta-model are aligned. A set of guidelines for trans-
forming models conforming to the unifying meta-model to Communication Analysis 
models are formulated. The approach is illustrated using a lab demo.  

1        Introduction 

 Enterprise Modeling (EM) is a process whereby organizational intentions, behavior, 
and design are captured and represented in terms of business goals, processes, concepts, 
actors, and high-level information system (IS) requirements using conceptual models. 
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It helps in shaping the business vision of an organization and identifying suitable 
means to attain it [ 1 ]. Enterprise models can also be the input for IS development. 
Model-driven development (MDD) is a relatively recent IS development approach 
where the focus is shifted from programming code to models as the primary devel-
opment artifact [ 2 ]. Formal models describe the system on several abstraction layers, 
and concrete models are derived from more abstract models until executable code is 
reached. The advent of the Unifi ed Modeling Language (UML) [ 3 ] as a de facto 
standard language and the model-driven architecture (MDA) [ 4 ] as a reference 
guide has paved the way for several methods, some of which achieve automatic 
software code generation. Following a bottom-up effort, the OO-method, an object-
oriented MDD framework with code generation capabilities [ 5 ], has been recently 
extended with Communication Analysis (CA), a communication-oriented business 
process modeling and RE method [ 6 ]. However, MDD approaches are still incomplete 
in terms of providing high-level enterprise views [ 7 ]. 

 A recent proposal for linking EM and MDD follows a top-down approach to 
provide a unifying meta-model that offers an integrated view of the enterprise and 
its supporting IS [ 8 ]. The unifying meta-model covers EM views and integrates 
them with software architecture and implementation platform views. However, it 
has no model transformation or code generation strategies. Therefore, it is an open 
challenge to exploit the potential of the unifying meta-model as an MDD artifact. 

 In this paper, we explore the alignment of the unifying EM meta-model with CA to 
(1) demonstrate the operationalization of the unifying meta-model and (2) provide 
a business context for CA models. This proposal sets the ground towards concrete 
integration of EM and MDD and is a fi rst step combining the unifying meta-model 
and CA in single approach. The contributions of the paper are:

•    An alignment of the unifying meta-model and CA meta-model, so as to identify 
similar modeling constructs  

•   Guidelines for transforming models of the unifying meta-model to CA models  
•   Extending CA with business context capabilities of the unifying meta-model  
•   A demonstration of the proposed alignment and guidelines using a lab demo    

 The paper is structured as follows. Sections  2  and  3  give backgrounds to the 
unifying EM meta-model and CA, respectively. Section  4  presents the alignment of 
the two frameworks, including the transformation guidelines. Section  5  illustrates 
the alignment with a lab demo. Section  6  discusses related works and Sect.  7  pres-
ents concluding remarks and issues for future work.  

2      A Unifying Meta-model for Enterprise Modeling 

 EM typically focuses on organizational design and formulates high-level IS require-
ments. MDD is primarily concerned with IS design and development. In order to 
provide an integrated view of EM and MDD, a unifying meta-model has been 
proposed [ 8 ] to establish a formal connection between the two activities and enable 
the development of an IS that better fi ts organizational needs. 
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 The unifying meta-model is comprised of multiple complimentary views (Fig.  1 ). 
It is based on Enterprise Knowledge Development (EKD) [ 1 ] and consists of four 
enterprise-level models—the  Goal Model (GM) ,  Concepts Model (CM) ,  Business 
Process Model (BPM) , and  Business Rules Model (BRM) , as well as two system-
level models—the  Requirements Model (RM)  and  IS Architecture Model (ISAM) . 
Model components are linked across different views using fi ne-grained  Inter-Model 
Relationships (IMR) , which depict associations between concepts of different mod-
els. IMRs ensure the holistic view of the organization and the IS.

   The focus in this paper is on aligning parts of the unifying meta-model with CA. 
Namely, concepts from the CM and BPM are considered (Fig  2 ). This is a fi rst step 
towards an integrated EM-driven MDD approach. The CM captures concepts which 
represent the static aspects of organizations and its IS. Business processes that 
describe the necessary steps for the organization to realize its goals are captured in 
the BPM. Concepts are connected to processes using the IMRs  consume  and  pro-
duce , denoting the inputs guiding process execution and outputs of the execution, 
respectively. Business goals are connected to the processes which they affect using 
the IMR  motivate . A description of all the views of the unifying meta-model is 
found in [ 8 ].

  Fig. 1    The complimentary views of the unifying meta-model       

  Fig. 2    View from the unifying meta-model showing CM and BPM       
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3         Communication Analysis 

 Communication Analysis (CA) is a business process modeling and RE method that 
proposes undertaking IS analysis from a communicational perspective [ 6 ]. It offers 
a requirements structure and elicitation and modeling techniques. CA defi nes the 
 Communicative Event Diagram (CED)  which describes information-related actions, 
identifi ed by the unity criteria and carried out in a complete way following an external 
stimulus. The  Event Specifi cation Template (EST)  allows structuring the require-
ments associated to a communicative event. Among other requirements, EST contains 
a description of new and meaningful information that is conveyed to the IS in the 
event, specifi ed using  Message Structures (MS) . Figure  3  shows a meta- model that 
supports many of the constructs defi ned by the method specifi cation. The models 
defi ned in CA are organized in fi ve levels of abstraction, described briefl y in the 
next sections. A full description of CA is found at [ 9 ].

   A model transformation strategy has been defi ned to derive OO-method conceptual 
models from CA requirements models [ 10 ]. The transformations derive an initial 
model that is capable of being compiled to automatically generate code. The bottom-
up integration of CA and the OO-method covers the software development lifecycle 
from RE to code generation. However, this MDD approach does not yet cover all the 
relevant views acknowledged to be relevant for EM. Integrating CA with the unifying 
EM meta-model will provide the necessary business context.  

4      Aligning CA with the Unifying Meta-model 

 The unifying meta-model serves as an underlying foundation for creating modeling 
environments that are used by organizations to develop supporting IS. On the other 
hand, CA provides a concrete method for developing MDD-oriented models. 
Aligning concepts from EM and CA will help demonstrate the viability of the unify-
ing meta-model using a tested and proven approach. Concurrently, the business 
context surrounding CA models will be captured explicitly using the views offered 
by the unifying meta-model. An overview of the alignment is shown in Fig.  4 . As 
a fi rst step for integration, comparable concepts from the CM, BPM, and RM of the 
unifying meta-model and from L2 and L3 in CA are identifi ed, analyzed, and 
aligned. Alignment between other parts of both approaches is visited briefl y.

4.1       CA Process Level (L2) 

 The CED in L2 can be roughly compared to BPM. They both describe activities that 
transfer and transform information between actors. An overview of the alignment 
on this level is shown in Table  1 . A communicative event in CED can be aligned 
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with a BPM process only if the process fulfi lls the unity criteria. BPM processes can 
be decomposed into smaller processes, but the unity criteria in CA prevent splitting 
communicative events into smaller events. However, CA includes the possibility of 
refi ning communicative events into activities.

   Communicative interactions in CA represent the information exchange between 
communicative roles. Roles that provide information have ingoing interactions to 
events, and this is represented in BPM by combining roles which perform a process 
and concepts produced by the process. Similarly, CA roles that consult information 
have outgoing interactions from events, and this is captured in BPM by combining 
roles which perform a process and concepts consumed by the process. 

  Fig. 4    Alignment between the unifying EM meta-model and CA       

   Table 1    Alignment between L2 of CA and the unifying EM meta-model   

 Communication analysis—L2  The unifying meta-model 

 Communicative event 
(Communicative_Event) 

 Process which fulfi lls CA’s unity criteria (BPM::Process) 

 Refi nement possibility  Process decomposition (BPM::Composition) 
 Name of communicative event 

(Encapsulation.Name) 
 Text of process (CMM::Model Component.text) 

 Ingoing communicative interaction 
(Ingoing) 

 “Produce” and “perform” relationships, sharing the same 
process (IMR::Produce + BPM::Perform) 

 Outgoing communicative interaction 
(Outgoing) 

 “Consume” and “perform” relationships, sharing the same 
process (IMR::Consume + BPM::Perform) 

 Precedence (Precedence)  The order in which processes produce and consume 
concepts (IMR::Produce/Consume + CM::Concept) 

 Event variants as alternatives 
for communicative events 
(Communicative_Event + 
Event_Variant + Encapsulation) 

 Process fl ow, of types OR and XOR (BPM::Process Flow) 

 Communicative role 
(Communicative_Role) 

 Role performing a process (BPM::Role + BPM::Perform) 

 Primary role (Primary)  Role that is an information provider to the process 
(BPM::Role) 

 Receiver role (Receiver)  Role that consults the information produced by the process 
(BPM::Role) 

 

I. Zikra et al.



601

 Precedence in CED dictates the execution order of communicative events. This is 
realized in BPM as the path created by processes producing and consuming concepts. 
Furthermore, the fl ow of execution can also be described in BPM using process 
fl ow. This is captured in CA using event variants that specialize communicative 
events, hiding the details of the alternatives and simplifying the CED. 

 The unifying meta-model defi nes one type of role—the entity responsible for 
business goals (through “defi ne” relationship) and the execution of processes 
(through “perform” relationship). CA defi nes more specifi c roles. A communicative 
role provides/receives information to/from other communicative roles through com-
municative events and can be a primary, receiver, or support role. Communicative 
roles in BPM manifest as “perform” IMR between roles and processes.  

4.2     CA Communicative Interaction Level (L3) 

 After specifying the communicative events in L2, CA defi nes the details of the 
events. Table  2  gives an overview of the alignment on this level. The information 
exchanged in communicative interactions is captured using MS, which can be seen 
in the unifying meta-model as concepts being consumed and produced by processes. 
Considering the unity criteria, care must be taken when relating concepts to MS 
since not all processes can be substituted with communicative events.

   Data fi elds in MS carry information of simple types (numbers, strings, etc.) and 
exist in CM as attributes. MS also include reference fi elds that point to complex 
structures, which correspond to CM concepts. Aggregation and iteration in MS 
allow grouping of different structures and repetition of the same structure, respec-
tively. Both are captured in CM as aggregation. The specialization structure in MS 

   Table 2    Alignment between L3 of CA and the unifying EM meta-model   

 Communication analysis—L3  The unifying meta-model 

 Reference fi eld in a message structure 
(Reference_Field + Message_Structure) 

 Concept, consumed and produced by processes 
(CM::Concept) 

 Data fi eld (Data_Field)  Attribute (CM::Attribute) 
 Aggregation (Aggregation + Reference_Field)  Aggregation (CM::Aggregation + CM::Concept) 
 Iteration (Iteration + Reference_Field)  Aggregation (CM::Aggregation + CM::Concept) 
 Specialization (Specialization)  Generalization (CM::Generalization) 
 –  Binary relationship (CM::Binary Relationship) 
 Message requirement 

(Message_Requirement) 
 Requirement referring to Concepts 

(RM::Requirement + IMR::Refer to + 
CM::Concept) 

 Contact requirement (Contact_Requirement)  Requirement referring to Processes 
(RM::Requirement + IMR::Refer to + 
BPM::Process) 

 Reaction requirement 
(Reaction_Requirement) 

 Requirement referring to Processes 
(RM::Requirement + IMR::Refer to + 
BPM::Process) 
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is equivalent to generalization in CM, albeit in the opposite direction. Finally, binary 
relationships in CM are used to relate concepts arbitrarily. However, MS is not 
intended to design data models; it provides dynamic views over exchanged information. 
Hence, binary relationships have no counterparts in MS. 

 L3 defi nes, in addition to MS, detailed textual specifi cations of communicative 
events as ESTs, including event metadata and requirements associated with event 
realization. Requirements defi ned in RM are generic, unlike EST requirements 
which are specialized based on its nature, context, and type of specifi ed constraint. 
Message requirements in EST that control the structure of messages are captured in 
RM using requirements with references to concepts. Moreover, contact and reaction 
requirements in EST, describing interactions and implications of communicative 
events, are implemented in RM using requirements that refer to processes.  

4.3     Other CA Levels and Unifying Meta-model Views 

 Communicative events are analyzed in L4 in terms of information-related actions, 
which are realized as user interfaces. The unifying meta-model does not address user 
interfaces, and extending it with the capabilities of L4 is another step towards a 
complete EM-driven MDD approach. This effort is part of the future plans for our 
research. As for L5 and ISAM, the benefi t of aligning them is limited by their changing 
and platform-specifi c nature, which arises from the variety of implementation 
platforms and architectures. Work is currently ongoing for integrating L5 and ISAM 
rather than aligning them, thus offering a single customizable modeling base that 
abstracts from all possible implementation platforms.  

4.4     Transformation Guidelines 

 Based on the considerations above, the following transformation guidelines have 
been compiled to transform BPM and CM to CA models, where it can be further 
processed to produce IS [ 11 ]. 

  Guideline 1 . For each BPM::Process (P), if P fulfi lls the unity criteria, then create 
a Communicative_Event. When P does not fulfi ll the unity criteria, the analyst must 
consider combining P with other process to create a single communicative event or 
splitting P into multiple communicative events. 

  Guideline 2 . The ID and Text of a BPM::Process suggest the ID and Name of its 
Communicative_Event counterpart. ID and Name can differ from ID and Text since 
not all BPM::Processes are transformed into Communicative_Events. 

  Guideline 3 . For each BPM::Process (P) that has part BPM::Processes (using 
BPM::Composition), if the part BPM::Processes have been identifi ed as 
Communicative_Events, then create a Process in CED for P. 
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  Guideline 4 . For each BPM::Process (P) that has part BPM::Processes 
(using BPM::Composition), if P qualifi es as a Communicative_Event (C), then create 
an activity in C for every part of P following the refi nement possibility in CA. 1  

  Guideline 5 . For each BPM::Role (R) identifi ed by the analyst as a role that pro-
vides the information consumed by a BPM::Process (P), create a Primary (Pr) role in 
CED. Consequently, an Ingoing relationship is created between the Communicative_
Event for P and Pr. 

  Guideline 6.  For each BPM::Role (R) identifi ed by the analyst as a role that 
consults the information produced by a BPM::Process (P), create a Receiver (Re) 
role in CED. Consequently, an Outgoing relationship is created between the 
Communicative_Event for P and Re. 

  Guideline 7 . For each two BPM::Processes (P1 and P2), if P1 has an IMR::Produce 
relationship with a CM::Concept (C) and P2 has a IMR::Consume relationship with 
C, then create a Precedence relationship between the corresponding Communicative_
Events (E1 and E2, respectively) where E1 precedes E2. 

  Guideline 8 . For each BPM::Process Flow (F) of types OR or XOR, create one 
Communicative_Event (E), then create an Event_Variant that specializes E for 
every BPM::Process on the outgoing end of F. 

  Guideline 9 . For each CM::Concept (C) that has an IMR::Produce relationship 
from a BPM::Process (P), create a Reference_Field in a Message_Structure (M) and 
associate M with the Ingoing relationship of the Communicative_Event for P. 

  Guideline 10 . For each CM::Concept (C) that has an IMR::Consume relation-
ship to a BPM::Process (P), create a Reference_Field in a Message_Structure 
(M) and associate M with the Outgoing relationship of the Communicative_Event 
for P. 

  Guideline 11 . For each CM::Attribute of a CM::Concept that has been identifi ed 
as part of a Message_Structure (M), create a Data_Field as part of M. 

  Guideline 12 . For every CM::Aggregation (A) relationship, if A aggregates 
different CM::Concepts (C), then create an Aggregation structure as part of the 
Message_Structure that includes the Reference_Fields corresponding to C. 

  Guideline 13 . For each CM::Aggregation (A) relationship, if A aggregates several 
copies of the same CM::Concept (C), then create an Iteration structure as part of the 
Message_Structure that includes the Reference_Field corresponding to C. 

  Guideline 14.  For every CM::Generalization (G) relationship involving a 
CM::Concept that has been identifi ed as part of a Message_Structure (M), create a 
Specialization structure that involves M in the opposite direction of G. (If necessary, 
create a Message_Structure for the other CM::Concept in G).   

1   The current CA meta-model does not support communicative event refi nement; this guideline is 
included for future extensibility. 
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5      Illustrative Lab Demonstration 

 The proposed transformation guidelines are applied in a lab demo to illustrate their 
use and the feasibility of the alignment proposal. The case describes the business 
process model of Photography Agency Inc., which manages illustrated reports and 
distributes them to publishing houses. The scope covers the management of photog-
raphers, publishing houses, and regular and exclusive reports. Delivery of invoice 
reports to publishing houses and payment reports to photographers is also within the 
scope. Only a part of Photography Agency Inc. is presented. Figure  5  shows the 
Photography Agency Inc. case specifi ed using BPM, while Fig.  6  shows the CED 
resulting from applying the transformation guidelines.

    Process P1 is found not to fulfi ll the unity criteria because no new information is 
provided to the IS. Following  Guideline 1 , process P2 is analyzed and communica-
tive event PHO1 is created to represent both P1 and P2. Other processes that fulfi ll 
the unity criteria lead directly to the creation of communicative events with 
the same name. For example, processes P3 and P6 lead to communicative events 
PHO2 and PHO4, respectively. The IDs and names of communicative events can 

  Fig. 5    BPM representing part of Photography Agency Inc.       
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correspond with their process counterparts, but correspondence is not mandatory 
because not all processes are transformed into communicative events ( Guideline 2 ). 

 Guidelines  5  and  6  advise the identifi cation of communicative roles. For instance, 
“photographer” is identifi ed as an information provider to PHO1 and hence as a 
primary role. Consequently, an ingoing interaction is created towards PHO1. 
Similarly, other roles are created along with their corresponding interactions. 

 Precedence relationships among communicative events are derived following 
 Guideline 7 . The IMR::Produce relationship between process P5 and concept C5 
and the IMR::Consume relationship between concept C5 and process P6 lead to a 
precedence relationship between the communicative events PHO3.2 and PHO4. 

 The MS in communicative interactions contain the reference fi elds that describe 
concepts used in BPM, as defi ned in  Guidelines 9  and  10 . For instance, the concept 
C3 corresponds with the MS “rates” which is associated to the ingoing interaction 
of the PHO2. According to  Guideline 11 , data fi elds of MS are derived from the 
concept attributes in CM. Figure  5  (in red) shows the derivation of the data fi elds 
“year,” “photographer rate,” and “pub house rate” corresponding to the MS “rates.”  

6      Related Work 

 The inability of UML to capture organizational goals is highlighted in [ 12 ,  13 ]. 
As a solution, Santander and Castro [ 13 ] propose a set of guidelines for deriving use 
case models from i* organizational requirements [ 14 ]. Use case actors are identifi ed 
from i* organizational actors, and use cases are derived from the dependencies 
between actors and other components in the i* Strategic Dependency model. Use case 
scenarios are discovered by analyzing actor relationships in the i* Strategic Rationale 
model. Using the unifying meta-model offers added benefi ts over i*, specifi cally 
regarding the providing a holistic view enabled by IMRs. On the other hand, CA has 
a more detailed description of processes compared to use cases. 

 Another emerging line of research relies on value models to capture the intentional 
aspects of process modeling. For instance, Weigand et al. [ 15 ] propose deriving 
BPMN [ 16 ] process models from e3-value models [ 17 ] that describe the value 
objects exchanged between actors. Value modeling captures motivation in terms of 
values, but it lacks the holistic view offered by the unifying meta-model. 

 Goal-Oriented Requirements Engineering (GORE) is an approach whereby 
requirements are elicited by analyzing organizational goals [ 18 ]. For instance, 
Koliadis and Ghose [ 19 ] developed techniques for creating traceability and satisfac-
tion links between KAOS models [ 12 ] and BPMN models. Traceability links assert 
the intentional relationship between goals and process activities. Satisfaction links 
are realized using annotations in the BPMN model. The survey in [ 7 ] shows how 
traceability-based integration between requirement models and other MDD models, 
among other integration approaches, does not constitute a holistic MDD approach.  
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7      Conclusions and Future Work 

 In this paper, guidelines for aligning CA with the unifying meta-model were proposed. 
The unifying meta-model provides the required organizational context for CA, 
while CA offers a concrete instantiation of BPM and CM. Differences exist between 
the approaches, both conceptually and practically, complicating the application of 
the transformation guidelines and calling for analyst intervention. 

 Application of the unity criteria in CA is a decision made by the modeler, 
considering the overall system design and the way that functionality is distributed 
in processes. This implies that the alignment between BPM and CED is not isomor-
phic and requires further analysis when utilizing the guidelines. The implications of 
this reasoning are evident in many of the proposed guidelines. 

 The solution presented herein is a fi rst step towards an integrated EM-driven 
MDD approach that provides a concrete holistic view and a methodology for devel-
oping IS for enterprises. An integrated process model that builds on CA is being 
developed as part of the unifying meta-model to eliminate the need for transforma-
tions. The proposal can be extended with patterns to capitalize on best practices and 
available solutions. Furthermore, CA includes guidelines for creating the modeling 
concepts and gathering related information. The guidelines form a method which 
the unifying meta-model lacks but is necessary for a complete MDD approach [ 7 ]. 
Explicit modeling guidelines for the unifying meta-model are being investigated. 
An action research case study is planned as part of our future work to test the inte-
gration solution in a realistic setting. A lab demo demonstrates the usefulness of the 
proposed guidelines, but a case study will identify shortcomings and help rectify 
them and improve the solution.     
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