
Chapter 23
On the Universal Approximation
Capability of Flexible Approximate
Identity Neural Networks

Saeed Panahian Fard and Zarita Zainuddin

Abstract This study presents some class of feedforward neural networks to
investigate the universal approximation capability of continuous flexible functions.
Based on the flexible approximate identity, some theorems are constructed. The
results are provided to demonstrate the universal approximation capability of
flexible approximate identity neural networks to any continuous flexible function.
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23.1 Introduction

One of the most important issues in theoretical studies for neural networks is con-
cerned with the universal approximation capability of feedforward neural networks.
There have been many papers related to this topic over the past 30 years [1].

A few authors [2–5] recently deal with the concept of approximation of non-linear
functions by approximate identity neural networks (AINNs). These networks are
based on the widely-known sequences offunctions named approximate identities [6].

Flexible approximate identity neural networks (FAINNs) are the generalization
of AINNs. These networks use flexible approximate identity as activation func-
tions with a traditional multilayer architecture. Lately, new model of feedforward
neural networks called the generalized Gaussian radial basis function neural net-
works has been proposed which is shown in [7]. These neural networks are special
case of the FAINNs.
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The main goal of this study is to investigate the universal approximation capa-
bility of FAINNs to any continuous flexible function. Based on a convolution linear
operator in the real linear space of all continuous flexible functions, some theorems
are presented. These theorems verify the approximation capability of FAINNs.

This paper is organized as follows. In Sect. 23.2, as the main technical tool, the
definition of flexible approximate identity is given. And basic definitions and
theorems are introduced. The main result is presented in Sect. 23.3. Conclusions
are drawn in Sect. 23.4.

23.2 Preliminaries

The definition of flexible approximate identity which will be used in Theorem 1 is
presented as follows.

Definition 1 Let A ¼ Aða1; . . .; amÞ; ai 2 R; i ¼ 1; . . .;m be any parameters.
unðx;AÞf gn2N ;unðx;AÞ : R! R is said to be a flexible approximate identity if the

following properties hold:

(1)
R

R

unðx;AÞdx ¼ 1;

(2) Given e and d[ 0, there exists N such that if n�N then
Z

jxj[ d

junðx;AÞjdx� e:

Now, we will be able to give the following theorem in order to construct the
hypothesis of Theorem 3 in the next section.

Theorem 1 Let unðx;AÞf gn2N ;unðx;AÞ : R! R be a flexible approximate
identity. Let f be a function on C½a; b�. Then un � f uniformly converges to f on
C½a; b�.

Proof Let x 2 ½a; b� and e [ 0. There exists a d[ 0 such that f ðxÞ � f ðyÞj j\ e
2jjujj1

for all y; x� yj j\d. Let us define fun � fgn2N by un x;Að Þ ¼ nuðnx;AÞ. Then,

un � fðxÞ � fðxÞ ¼
Z

R

nuðny,A)f f(x� y)� f(x)g dy

¼
Z

jyj\d

0

B
@ þ

Z

jyj\d

1

C
Anuðny;AÞffðx� yÞ � fðxÞgdy

¼ I1 þ I2;
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where I1 þ I2 are as follows:

I1j j �
Z

jyj\d

nuðny;AÞff ðx� yÞ � f ðxÞgdy

\
e

2jj/jj1

Z

jyj\d

nuðny;AÞdy

¼ e
2jj/jj1

Z

jtj\nd

uðt;AÞdt

� e
2jj/jj1

Z

R

uðt;AÞdt ¼ e
2
:

For I2, we have

I2j j � 2jjf jjC½a;b�
Z

jyj � d

njuðny;AÞjdy

¼ 2jjf jjC½a;b�
Z

jtj � nd

juðt;AÞjdt:

Since

lim
n!þ1

Z

jtj[ nd

juðt;AÞjdt ¼ 0;

there exists an n0 2 N such that for all n� n0,
Z

jtj � nd

juðt;AÞjdt\
e

4jjf jjC½a;b�
:

Combining I1 and I2 for n� n0, we get

jjun � f ðxÞ � f ðxÞjjC½a;b�\e:

We use the following (cf. [8]) in order to prove Theorem 3 which is given as the
main result in the Sect. 23.3:

Definition 2 Let e [ 0: A set Ve � C½a; b� is called e-net of a set V , if ~f 2 Ve can
be found for 8 f 2 V such that f � ~f

�
�

�
�

C½a;b�\e.

Definition 3 The e-net is said to be finite if it is a finite set of elements.

Theorem 2 A set V in C½a; b� is compact iff 8 e [ 0 in R there is a finite e-net.
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Now, we present the universal approximation capability of FAINNs in the next
section.

23.3 Main Result

The main aim of this section is to investigate the conditions for the universal
approximation capability of FAINNs to any continuous flexible function. Now, the
following theorem is proposed to show the universal approximation capability of
FAINNs.

Theorem 3 Let C½a; b� be linear space of all continuous functions on the real
interval ½a; b�, and V � C½a; b� a compact set. Let A ¼ Aða1; . . .; amÞ; ai [ 0; i ¼
1; . . .;m be any parameters, unðx;AÞf gn2N ;unðx;AÞ : R! R be a flexible

approximate identity. Let the family of functions
PM

j¼1 kjujðx;AÞjkj 2 R;
n

x 2 R;M 2 Ngg, be dense in C½a; b�, and given e [ 0. Then there exists N 2 N
which depends on V and e but not on f, such that for any f 2 V ; there exist weights
ck ¼ ckðf ;V; eÞ satisfying

f ðxÞ �
XN

i¼1

ckuk x;Að Þ
�
�
�
�
�

�
�
�
�
�

C a;b½ �

\e

Moreover, every ck is a continuous function of f 2 V .

Proof The method of proof is analogous to that of Theorem 1 in [9]. Because V is
compact, for any e [ 0, there is a finite e

2-net f 1; . . .; f M
� �

for V. This implies that
for any f 2 V ; there is an f j such that f � f jk kC½a;b�\

e
2. For any f j, by assumption

of the theorem, there are k j
i 2 R;Nj 2 N, and u j

i ðx;AÞ such that

f j xð Þ �
XNj

i¼1

k j
i u

j
i ðx;AÞ

�
�
�
�
�

�
�
�
�
�

C½a;b�

\
e
2
: ð23:1Þ

For any f 2 V ; we define

F� fð Þ ¼ j f � f j
�
�

�
�

C½a;b�\
e
2

�
�
�

n o
;

F0 fð Þ ¼ j f � f j
�
�

�
�

C½a;b�¼
e
2

�
�
�

n o
;

Fþ fð Þ ¼ j f � f j
�
�

�
�

C½a;b�[
e
2

�
�
�

n o
:
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Therefore, F�ðf Þ is not empty according to the definition of e
2 -net. If ~f 2 V

approaches f such that f � f jk kC½a;b� is small enough, then we have F� fð Þ �
F� ~f
� �

and Fþ fð Þ � Fþ ~f
� �

. Thus F� ~f
� �
\Fþ fð Þ � F� ~f

� �
\Fþ ~f

� �
¼ ;, which

implies F� ~f
� �
� F� fð Þ [F0ðf Þ. We finish with the following.

F� fð Þ � F� ~f
� �
� F� fð Þ [F0 fð Þ: ð23:2Þ

Define

d fð Þ ¼
X

j2F�ðf Þ
e
2
� f � f j
�
�

�
�

C½a;b�

� 	h i�1
and

fh ¼
X

j2F� fð Þ

XNj

i¼1

d fð Þ e
2
� f � f j
�
�

�
�

C a;b½ �

� 	
k j

i u
j
i x;Að Þ

ð23:3Þ

Then fh 2
PM

j¼1 kjujðx;AÞ approximates f with accuracy e:

f � fhk kC a;b½ �

¼
X

j2F� fð Þ
d fð Þ e

2
� f � f j
�
�

�
�

C a;b½ �

� 	
f �

XNj

i¼1

k j
i u

j
i ðx;AÞ

 !�
�
�
�
�
�

�
�
�
�
�
�

C½a;b�

¼
X

j2F� fð Þ
d fð Þ e

2
� f � f j
�
�

�
�

C a;b½ �

� 	
f � f j þ f j �

XNj

i¼1

k j
i u

j
i ðx;AÞ

 !�
�
�
�
�
�

�
�
�
�
�
�

C½a;b�

�
X

j2F� fð Þ
d fð Þ e

2
� f � f j
�
�

�
�

C a;b½ �

� 	
f � f j
�
�

�
�

C a;b½ �þ f j �
XNj

i¼1

k j
i u

j
i x;Að Þ

�
�
�
�
�

�
�
�
�
�

C a;b½ �

0

@

1

A

\
X

j2F� fð Þ
d fð Þ e

2
� f � f j
�
�

�
�

C a;b½ �

� 	 e
2
þ e

2

� 	
¼ e:

ð23:4Þ

In the following step, We prove the continuity of ck. For the proof, we use
(23.2) to obtain X

j2F� fð Þ

e
2
� ~f � f j
�
�

�
�

C a;b½ �

� 	

�
X

j2F� ~fð Þ

e
2
� ~f � f
�
�

�
�

C a;b½ �

� 	

�
X

j2F� ~fð Þ

e
2
� ~f � f j
�
�

�
�

C a;b½ �

� 	

þ
X

j2F0 fð Þ

e
2
� ~f � f j
�
�

�
�

C a;b½ �

� 	
:

ð23:5Þ
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Let f ! ~f in (23.5), then we have

X

j2F� ~fð Þ

e
2
� ~f � f j
�
�

�
�

C a;b½ �

� 	
!

X

j2F� fð Þ

e
2
� f � f j
�
�

�
�

C a;b½ �

� 	
ð23:6Þ

This obviously demonstrates d ~f
� �
! d fð Þ. Thus, ~f ! f results

d ~f
� � e

2
� f � f j
�
�

�
�

C a;b½ �

� 	
k j

i ! d fð Þ e
2
� f � f j
�
�

�
�

C a;b½ �

� 	
k j

i : ð23:7Þ

Let N ¼
P

j2F� fð Þ Nj and define ck in terms of

fh ¼
X

j2F� fð Þ

XNj

i¼1

d fð Þ e
2
� f � f j
�
�

�
�

C a;b½ �

� 	
k j

i u
j
i x;Að Þ

	
XN

k¼1

ckuk x;Að Þ

From (23.7), ck is a continuous functional of f . This completes the proof.

23.4 Conclusion

Some class of feedforward neural networks with a traditional multilayer archi-
tecture has been constructed to obtain an approximation of any flexible continuous
function. By employing the flexible approximate identity, Theorem 1 is estab-
lished. This theorem constructs the hypothesis for Theorem 3. In Theorem 3, it has
been proved that if a flexible approximate identity neural networks with a hidden
layer is dense in C [a,b], then for a given compact set V , C [a,b] and an error
bound e, one can approximate any continuous flexible function f [ V with the
accuracy e.
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