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Preface

This book contains papers accepted by the 2012 International Conference on
Emerging Technologies for Information Systems, Computing, and Management
(ICM), which was held from 8 to 9 December, 2012 in Hangzhou, China.

It covers emerging topics in a timely manner for information systems, com-
puting, and management. In particular, it helps researchers and students improve
their knowledge of state-of-art in related areas, and it provides engineers and
practitioners with useful information on how to improve their productivity by
using the latest advanced technologies.

The book has two volumes with the first focusing on Information Systems,
Algorithms and Applications, and Pattern Recognition, whereas the second
includes papers in the areas of Data Processing, System Identification, and Man-
agement Science. Both volumes can be used as excellent references by industry
practitioners, faculty, and students who must get up to speed on the most recent
technology development and current state-of-practice for using computing services
efficiently and effectively to produce, maintain, and manage large complicated
trustworthy systems, which have profound impacts on everyone’s daily life.

We would like to thank all the authors for sharing their ideas, research results,
authentic industry experiences and professional best practices, as well as all the
reviewers for their help in evaluating and selecting high quality papers. Without
their participation, the publication of this book would not be possible. Special
thanks also go to Mr. Brett Kurzman at Springer US for all his valuable assistance
with other publication-related logistics.

We hope you enjoy reading the book.

W. Eric Wong
Tinghuai Ma
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Chapter 1
The Design for High Dynamic GPS
Receiver in a Combinated Method of FLL
and PLL

Na Shen and Xiangjin Zhang

Abstract To solve the problems that the large Doppler shift makes satellite
signals difficult to be captured and the high dynamic stress damages the health of
the tracking loop, a novel design is proposed for high dynamic GPS receiver,
which can rapidly capture signals against the large Doppler shift and has high
tolerance of the high dynamic stress in its tracking loop. The satellite signals are
captured by means of linear search method. The carrier wave is tracked by carrier
tracking loop using Frequency-locked loop (FLL) assisted by phase-locked loop
(PLL). The form of Carrier wave aided is adopted in the pseudo-code tracking
loop. The experiment shows the receiver prototype can track 100 g/s high dynamic
signal, which indicates that the receiver prototype could satisfy the error limits of
the tracking loop, and it also can capture the visible satellite signals with a good
effect of real-time tracking lock.

Keywords GPS receiver �Frequency-locked loop (FLL) �Phase-locked loop (PLL)

1.1 Introduction

Global Positioning System (GPS) has been developed for almost 30 years. How-
ever the study of high dynamic GPS receiver starts relatively late, it still needs
further research. The difficulties in the design of high dynamic GPS receiver are
listed as following [1]: (1) the satellite signals are difficult to be captured because
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the carrier waves received with high dynamic have a large Doppler shift; (2) The
tracking loop must be designed rationally to the satellite signals with high toler-
ance of the high dynamic stress. In order to track the carrier wave stably, Literature
[2] proposes a method using INS auxiliary carrier loop, Literature [3] develop a
carrier tracking algorithm used in high dynamic and static environments based on
the nature of adaptive bandwidth adjusting of IMM. However, both of the two
methods have complicated structure and cost highly.

In this paper, a novel design program is proposed for high dynamic GPS
receiver. It uses the method of frequency-locked loop (FLL) assisted by phase-
locked loop (PLL), which has a good effect and lower cost compared with the
above two methods. The system uses the frequency (RF) chip GP2015 as the RF
front-end. And the baseband part consists of digital signal processor DSP6713 and
the 12-channels correlator GP2021 which form the desired digital tracking loop.

1.2 Hardware Components

Figure 1.1 shows the hardware system of the whole GPS receiver. The GPS RF
signals are received by the antenna, and then amplified by the low noise preamp with
2.4 MHz bandwidth. After filtering the signals are amplified by a passive band pass
amplifier between the antenna and preamp to minimize out-of-band RF interference.
The RF front-end is composed of the GP2015 and peripheral circuits, it is used to
convert those RF signals to an intermediate frequency (IF). Due to the Doppler shift,
the frequency of the received signal would not be 1575.42 MHz accurately, there
will be some deviation. The GP2015 degrades the signal frequency from 1575.42 to
4.309 MHz by three-stage down-conversion [4]. The first level and second level of
the filter must be designed separately, and the third level of the filter has been
integrated within the chip. After down-conversion, the IF analog signal is discrete
into two bits digital signal after sampling, one is amplitude bit, and another one is
sign bit. The sampling frequency is 5.714 MHz and the digital IF signal after
sampling is 1.405 MHz. The baseband signal processing part is complemented

Filter and 
preamp

GP2015 GP2021 DSP6713

antenna
Filter circuit

crystals

Fig. 1.1 GPS receiver hardware system block diagram
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through the combination of hardware and software, which includes the correlator
and the DSP, playing a role of capturing and tracking the satellite signals. The
correlator controlled by the DSP has integrated 12 correlation channels, as well as
Carrier generator, the pseudo-code generator and the points clear.

1.3 Satellite Signals Acquisition

The algorithm of satellite signal acquisition is mainly linear search, parallel fre-
quency search and parallel code phase search method. In this paper, a linear search
method to search for satellite signals with the multi-channels correlator because
this method is relatively simple.

Figure 1.2 shows the block diagram of the linear search for satellite signal.
Firstly, the receiver searches the satellite signal with step of 500 Hz. When the
satellite signals are searched, a 100 Hz frequency is adopted to refine the Doppler
shift and the estimated value of the code phase. After refining, the capture should
be verified, and then the satellite signals are captured for certain (Fig. 1.3).

At the beginning of search, the eudipleural search is executed with the search
step-length of 500 Hz and centered on 1.405 Hz. When the signal amplitude
calculated in a search unit is greater than the predefined threshold, there are may
be some signals in the unit. Then make the unit as a search centre, with the search
step 100 Hz, search seven times symmetrically to find out the unit which has the
largest non-coherent integral amplitude as the capture result. By doing this, we can
control the frequency error within the range of 50 Hz. After captured the satellite

+ +

++

incoherent 
integration

detection 
threshold

output
SIF(n)

Sine 
table

Cosine 
table

Carrier
NCO

C/A code 
generator

mixer Correlator I

coherent 
integration

Signal 
capture 
control

coherent 
integration

Correlator Q

Fig. 1.2 The block of linear search method
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signals, we use Tong Search Recognition Act to make sure the unit does exist in
the visible satellite signal. In the search process, the pseudo-code search step is 0.5
code chip, and with the error of 0.25 code chip.

1.4 Satellite Signals Tracking

After the satellite signals have been captured, the satellite signals should be
tracked in real time. A combination method of FLL, the PLL and the code loop is
used in here. When designing the tracking loop, the order of the tracking loop
should be set firstly, and then the bandwidth of the tracking loop is selected, which
is the most important parameter in the design of the tracking loop.

1.4.1 Carrier Tracking Loop

A combination of PLL and FLL is used for Carrier tracking loop. The PLL uses a
narrower noise bandwidth, which can track the signals more closely. The output of
the carrier phase measurement are more accurately, and the demodulated data bit
error rate is low, but it has a poor performance under the dynamic stress; While FLL
can adopt a wide noise bandwidth, it has a good dynamic tracking performance while
tracking the signals with the low signal to noise ratio. However, the FLL signal
tracking is not close enough and the demodulation of the bit error rate is high [5].

Consider the relative motion between the satellite and user, the GPS receiver
will be interfered by the excitation signal of frequency ramp. Under this inter-
ference, only the third-order or more than third-order phase-locked loop can track
the signal accurately. However the second-order FLL can achieve the performance
of third-order PLL, therefore, a 3rd-order PLL assisted by 2nd-order FLL will
adopted to track the signals.

The following table lists the characteristics of the phase detector and the fre-
quency detector in this paper (Table 1.1).

When the phase difference or frequency difference are detected, a loop filter is
used to filter high frequency signal and noise. The block diagram of the loop filter
is shown in Fig. 1.4.

500 Hz 
steplenght

100 Hz 
steplengh 

Acquired 
successfully  

Acquired 
successfully  Successful 

Y Y 

N N 

Fig. 1.3 The search flowchart
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It can be seen from the figure that the loop filter of the FLL is one integrator
ahead than the PLL filter. Since the output of the frequency discriminator is
frequency difference, it changes to be a phase difference after passing away the
integrator, and then the local carrier frequency is adjusted by adjusting the digital
controlled oscillator (DCO).

The process of loop filter which is implemented by software is shown as
follows.

X1ðnÞ ¼ Df ðnÞx2
nf T þ DpðnÞx3

npT þ X1ðn� 1Þ ð1:1Þ

X2ðnÞ ¼ þDpðnÞa3x
2
npT þ X2ðn� 1Þ þ ½Df ðnÞx2

nf T þ DpðnÞx3
npT

þ 2X1ðn� 1Þ�T=2þ Df ðnÞa2xnf T
ð1:2Þ

uf ðnÞ ¼ ½Df ðnÞa2xnf þ DpðnÞa3x
2
np�T=2þ ½Df ðnÞx2

nf T þ DpðnÞx3
npT

þ 2X1ðn� 1Þ�T=4 þ X2ðn� 1Þ þ DpðnÞb3xnp

ð1:3Þ

where X1ðnÞ and X2ðnÞ are the intermediate variables, Df ðnÞ and DpðnÞ are the
output of the frequency discriminator and the phase detector, respectively. uf ðnÞ is
the output of the loop filter which controls the frequency of the carrier digital
controlled oscillator to adjust the output signal frequency.

The parameters of loop filter are shown in Table 1.2 [6].

Table 1.1 The Discriminator characteristics

Calculation
method

Advantage Disadvantage

Phase detection
algorithms

Ue ¼ arctanðQ=IÞ Phase accurate, insensitive to the
data transition

Calculation large

Frequency
detection
algorithms

we ¼ Pcross�signðPdotÞ
tðnÞ�tðn�1Þ

Calculation small, insensitive to
the data transition

Frequency pull-in
range of small

2a nfω
sT

2
nfω sT

3
npω sT + + +

1−

1/2

+

+
+

+
sT + + +

1−

1/2
+

+

+
+

+
+

2
3 npa ω

3 npb ω

+

(n)fu

Frequency 
error input

Phase error 
input

Speed 
integrator

Acceleration 
integrator

+
+

X1(n) X2(n)

Fig. 1.4 The carrier tracking loop
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1.4.2 Pseudo-code Tracking Loop

The code loop assisted by carrier is adopted in this system. The Doppler shift
measured values of the carrier loop can be used to assist the code loop for
adjusting the bit rate. Because the Doppler frequency shift of the pseudo-code is
much smaller than the carrier Doppler frequency shift, the carrier aiding is 1/1540
of carrier wave. Figure 1.5 shows the block diagram of code tracking loop.

With the aid of the carrier loop, second-order code loop do not need high order
filter any more. So a two-order code loop is adopted here. The non-coherent early
minus late method is used while detecting the phase difference in the code loop.
Calculation method is shown as follows [7].

1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2
E þ Q2

E

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2
p þ Q2

P

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2
E þ Q2

E

q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I2
p þ Q2

P

q

This phase detection algorithm has a large computing and needs two pairs of
correlators, but it has a small errors.

1.5 Experiment Results

Based on the design method of the loop, we developed a high-dynamic GPS
receiver principle prototype as Fig. 1.6 shows.

The experiments include static and kinematic. Figure 1.7 shows the non-
coherent integration amplitude of the promote branch and the promote branch
while searching the seventh satellite while the receiver is in static state. While the
non-coherent integration amplitude of the two branches exceeds the preset
threshold, the system considers that the coarse acquisition is successful, and sig-
nals may exist in the current unit.

Because the vehicle-mounted experiment is unable to get an enough high speed,
so here we used the high dynamic satellite signal simulator to test the tracking
performance of the tracking loop. When the FLL bandwidth is set to 18 Hz, the
PLL bandwidth is set to 10 Hz, the receiver principle prototype can track 100 g/s
high dynamic signal. The test results show that the receiver principle prototype
have achieved the desired indicators, it can search the satellites signal and Com-
plete Satellite Positioning under the high dynamic environment.
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1.6 Conclusion

This paper proposed a novel design program of high dynamic GPS receiver, whose
phase-locked loop bandwidth is 10 Hz, frequency-locked loop bandwidth 18 Hz,
and code loop bandwidth 2 Hz. The experiment shows that the receiver proto-
type could satisfy the error limits of the tracking loop, and it also can capture the
visible satellite signals with a good effect of real-time tracking lock.

Code loop 
discriminator

Code loop 
filter DCO

Carrier 
aiding

Code NCO 
bias

Pseudo-code 
generator

Fig. 1.5 Code loop structure

Fig. 1.6 High dynamic
satellite positioning receivers
principle prototype

(a) (b) 

Fig. 1.7 Non-coherent integration values of the No. 7 satellite (Band 0) a the early branch b the
promote branch
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Chapter 2
The Modeling of Grid Workflow Service
Based on GSCPN

Yaqian Yang, Jun Zheng and Wenxin Hu

Abstract In order to evaluate and optimize the performance of service compo-
sition, a formal description of Grid workflow activity and a model of grid work-
flow service based on Generalized Stochastic Colored Petri Net are presented in
this paper. The token of color of GSCPN can be used to stimulate the different
events of message types of business processes. Moreover, Grid workflow service
composition algorithm and reduction algorithm based on GSCPN are proposed.
Empirical results show that the reduced model reduces the complexity of the
qualitative and quantitative analysis of the generated grid workflow service model.
The grid workflow service model based on GSCPN can be used for performance
prediction and to guide the optimization.

Keywords Generalized Stochastic Petri net � Grid workflow service � Service
composition and reduction � Modeling

2.1 Introduction

Service-based application systems are often not based on a simple service, and a
service is not based on an activity. As a qualitative and quantitative analysis of
formal method, GSCPN model has advantages in the description of the service
composition and its interactive behavior. Therefore, for scheduling and integration
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of these services, this paper presents a service modeling algorithm based on
GSCPN for performance prediction and guiding optimization, using which it’s
able to model both service and service composition, and analysis some attributes.

Workflow management systems and workflow modeling and processing tech-
niques have been studied and used for complex business processes [1]. Many
related works have been reported in the modeling of web service and grid service
composition based on Petri nets. Han et al. model web service using Petri nets, and
give the algorithm of combination and simplification of the model, which is
analyzed through chart [2]. Yang et al. presents the model of web service and web
service composition operation based on generalized stochastic colored Petri net
(GSCPN), realizes QoS (Quality of Service) and data representations [3]. Xiong
et al. discusses the model of grid workflow service composition using colored Petri
nets and examples are described [4]. But those documents are lack of descriptions
of details about modeling.

The definition of GSCPN and the activity model based on GSCPN are presented
in Sect. 2.2. Section 2.3 provides an algorithm for service modeling and Sect. 2.4
gives an algorithm for reducing service model. Section 2.5 presents an example of
grid workflow service composition and Sect. 2.6 provides some concluding
remarks.

2.2 Basic Activity Based on GSCPN

Activities constitute a service and the activity is modeled using GSCPN. This
model concludes an input token and an output token for interface information
storage and some transitions which present the internal logic of GSCPN.

Definition 1 Generalized Stochastic Colored Petri net is a 9-tuple GSCPN = (
P

,
P, T, F, C, G, E, k, I), where:

(1)
P

¼ fpsg is a set of colors, where ps represents a parameter of atomic
activity;

(2) P = {pi, po} is a set of tokens, where pi represents the input of atomic activity
and po represents its output;

(3) T = Ti [ Tt is a set of transitions, where Ti represents immediate transition in
which the implementation time can be negligible, Tt represents time transition
in which the implementation requires a certain time and timed transition obeys
negative exponential distribution;

(4) F = {(pi,T), (T,po)} is a set of arcs from P to T and T to P, where input arcs
represent arcs from P to T, and output arcs represent arcs from T to P;

(5) C = {C (pi), C (po)} is a set of color functions representing a mapping from P
to
P

;
(6) G is a set of guard functions, G:T ? BoolExpression, 8t 2 T:Type

(G(t)) = Boolean ^ Type (G(t)) = Boolean^ type ðvar G tð Þð ÞÞ �
P

, where
var (G(t)) represents the variable set of G(t);

14 Y. Yang et al.



(7) E = {E(pi, T), E(T, po)} is a set of arc expression functions, E:F ?
Expression, 8f 2 F:Type(E(f)) = C(p(f))MS ^ Typeðvar E fð Þð ÞÞ �

P

, where
p(f) is the tokens associated with f, and C(p(f))MS represents the multi-set of
C(p);

(8) k is a priority collection in the average implementation rates of timed tran-
sition or instantaneous conflict transition, where timed transition obeys neg-
ative exponential distribution;

(9) I is a set of initialization functions, I: P !
P

, which assign initial color for
each token, generating initial marking M0.

Definition 2 An atomic Grid Workflow activity is a tuple, A = (
P

, P, T, F, C, G,
E,
Q

, I)(see Fig. 2.1), where
P

, P, T, F, C, G, E,
Q

, I have the same definition as
definition 1. pi 2 P represents the input token, of which the set of predecessor
nodes is empty, and po 2 P represents the output token, of which the set of
successor nodes is empty.

Figure 2.1 shows a model of an atomic Grid Workflow activity. This paper
assumes that the transition T will occur when pi conditions are met, and generating po.

2.3 Service Modelling Composition Algorithm Based
on GSCPN

Many simple activities combine to a service having some certain function. Atomic
activities constitute a service through sequence, concurrent, selection and iteration
operation, according to which, the activities composition algorithm of grid service
is given. The composition and reduction of activities is shown in Fig. 2.2.

Algorithm 1 Construction of GSCPN model for an service composed of a col-
lection of activities:

Input: Activity A1, A2, A3… An, including their parameters and predecessor
and successor activities.

Output: GSCPN model for a service composed of a collection of atomic
activities.

(1) A = {A1(i, 2), A2(1, 3), …, An(m, o)}, P = {pi, po}, T = {ti}, E = {E(po, ti),
E(ti, pi)}, where i and o represent the input and output place, GSCPN = A.

(2) For each activity Ai(h, j) Do

IF 9t 2 T, E(t, pi) = /, THEN activity Ai is iterative, which performs for n
times(shown in Fig. 2.3), this iterative composition of activities is modified by

pi T poFig. 2.1 Atomic Grid
Workflow activity A
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following rules: Ai:
P

¼
P

i , Pi = Pi, Ti = Ti [ {tii}, Fi = Fi[{(poi, tii), (tii, pii)},
C = Ci, Ei = Ei[{E(poi, tii), E(tii, pii)}, Gi = Gi[{G(tii)}, Ii = I(pii),

Q

i ¼
Q

i ki ¼ ki.
II IF i = n ? 1, then go to (3), else i þ ¼ 1, Ai (h, j), then go to III.

poh

pii

pij poj

poi

pim

Ti

tij 2

Tj

Aj

thi

A i

Ph

Pi

Pj

Pm

thij tijm

pij pojpii poi

T i t ij Tj

Ai Aj

Pi Pj

t ij

poh

pi i

pi j poj

poi

p i m

Ti t im

t jmTj

A i

A j Ph

Pi

Pj

Pm

tehi

tehj

pii poi
Pi

tii
Ti

tii

Ai

(a)

(b)

(c)

 

(d)

Fig. 2.2 Four kinds of operations of the composition and reduction of activities a Sequence
composition and reduction of activity Ai and Aj b selection composition and reduction of activity
Ai and Aj c concurrent composition and reduction of activity Ai and Aj d iteration composition
and reduction of activity Ai

pi i Ti po i

t ii

Fig. 2.3 Iteration of activity
Ai based on GSCPN for n
times
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III Activity Ah and Ai compose by following rules as shown in Fig. 2.4, between
two activities add an immediate transition thi and two arcs, of which one is from poh

to thi, the other is from thi to pii: IF j [= i THEN
P

¼
P

h [
P

i;P¼Ph
[ Pi;

T = Th [ Ti [ {thi} [ {tij}, F = Fh [ Fi [ {(poh, thi), (thi, pii)}, C = Ch [ Ci,
E = Eh [ Ei [ {E(poh, thi), E(thi, pii)}, G = Gh [ Gi[ {G(ti)}, I = Ih [ Ii,

Q

¼
Q

h [
Q

i , k ¼ k [ ki, ELSE IF j \ i THEN
P

¼
P

h [
P

i;P¼Ph
[ Pi;

T = Th [ Ti[ {thi} [ {tij}, F = Fh [ Fi[ {(poh, thi), (thi,pii), (poi, tij), (tij, pij)},
C = Ch [ Ci, E = Eh [ Ei [ {E(poh, thi),E(thi, pii), E(poi,tij), E(tij,pij)},
G = Gh [ Gi [ {G(ti)}, I = Ih [ Ii,

Q

¼
Q

h [
Q

i , k ¼ k [ ki, return II.
(3) Find out all output tokens poi which have two or more successor transition

nodes, in other words, from which there are two or more arcs, and also the
collection of these arcs as {(poi, tij)}. IF the collection is empty, THEN return (4),
ELSE by successively traversing, for the C (po) of related set of activities {Aj} to
every element (poi, tij) in the collection do pairwise intersect operation.

IF C (poj1) \ C(poj2)\…\C(pojm) = [, and the intersection of the successor
activities collection of Aj1, Aj2…Ajm is not empty THEN get the first element ap,
the collection of transitions pointed to this element as {trp}(r = r1, r2…rn) and the
intersection of the successor activities collection of Sj1, Sj2…Sjm is empty, where
Sjk is a subset of Ajk and a set of activities from activity aj1 to ap, THEN Aj1,

Aj2…Ajm is concurrent. Activities Aj1, Aj2…Ajm are composed by following rules:
delete transitions tik (k = j1, j2,…,jm) and trp(r = r1, r2…rn) and add transitions
tij1jm and tr1rnp, where tij1jm produces proper input for activities Ac1, Ac2…Acn and
tr1rnp realize omposes the output of activities Ac1, Ac2…Acn as the output of the
activities composition. Practically, (k = c1, c2,…,cn,r = r1,r2…rn) (shown in
Fig. 2.5):

pi j pojpi i poi

Th t e hi Ti

A i

pi i po ipih poh

Ah

pi j po jpi i po i

Th thi Ti

A i

pi i po ipi h po h

A h

Pi Pj

Tj

pi j po j … …

A j

t ij

(a)

(b)

Fig. 2.4 The composition of activity Ah, Ai and Aj based on GSCPN a If j [ i, the composition
of activity Ah, Ai and Aj based on GSCPN b If j \ i, the composition of activity Ah, Ai and Aj

based on GSCPN
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T = (T-{tik}-{trp})[{tij1jm}[{tr1rnp}, F = (F-{(poi, tik),(tik, pik)} -{(por, trp),
(trp, pip)})[ {(poi, tij1jm)}[{(tij1jm, pik)}[{(por, tr1rnp)}[{(tr1rnp, pip)}, E = (E-

{E(poi, tik), E(tik, pik)} -{E(por, trp), E(trp, pip)})[{E(poi, tij1jm)}[{E(tij1jm,
pik)}{E(por, tr1rnp)}[{E(tr1rnp, pip)}, G = (G-{G(tik)}-{G(trp)})[{G(tij1jm)
[{G(tr1rnp)};

(4) The algorithm ends, generating GSCPN model of the service.

2.4 Service Modelling Reduction Algorithm Based
on GSCPN

To reduce the complexity of qualitative and quantitative analysis of the service
model and retain the previous relations between activities, the service model
generated from algorithm 1 will be reduced by following algorithm. Replace an
atomic activity model with a node to reduce the number of nodes (Shown in
Fig. 2.2).

Algorithm 2: (1) Replace every activity Ai with a node Pi, Concretely, P ¼
P� Pið Þ [ Pif gF ¼ ðF� pii;Tið Þ; Ti; poið Þf gÞ;E ¼ ðE� E pii;Tið Þ; Ti; poið Þf g;T
¼ T� fTigð Þ; i ¼ 1; 2. . .n:

(2) Replace pii and poi in the relevant collection of arcs and functions with Pi,

Concretely, F = (F - {(poi, tij), (tij, pij)})[{(Pi, tij)}[{(tij, Pj)}, E = (E-{E(poi,
tij), E(tij, pij)}) [{E(Pi, tij)}[{E(tij, Pj)}.
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Fig. 2.5 The parallel operation of the composition of activities
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2.5 Case Study

2.5.1 Modeling

This paper will build GSCPN model for Business Travel, a business process of the
example, Travel. bpel given by [5].

After receiving a travel plan from the client, Business Travel calls Employee
Travel Status activity to check job level of the employee and select corresponding
cabin class. Then parallel call American Airlines activity and Delta Airlines
activity to check the price of two airline tickets and its availability and choose the
lower-priced airline. Finally, inform client of the result of travel plan consultation
about the available ticket or not. According to above algorithms, the model will be
given as follows (Shown in Fig. 2.6).

2.5.2 Analysis

Yang et al. have analyzed and proved the arithmetic properties [3]. The collection
of service operations is closed. In other words, a service model starts from the
input, and are always able to produce output token mark.

The performance analysis of GSCPN model is usually completed by con-
structing isomorphic Markov chain to the model, depending on the meaning of
expressed in the model, analyze the model of survival, security and make per-
formance prediction, thereby find the performance bottleneck of the portfolio of
composite service [6, 7, 8]. The steps are as follows.

U = F ? EG?, where U represents the transition probability matrix of the
reduction Markov chain, F represents the matrix from tangible state to tangible
state, E represents the matrix from tangible state to vanishing state, and
gij = P(r ? j) represents the probability from given vanishing state r to the first
accessible tangible state j. A tangible state is a set of states merely viable for time
transitions, and a vanishing state is a set of states accessible for immediate
transitions.

Y = YU, where Y is a unit row vector, and represents steady state probability.
Set a state i as a reference, then the times for visiting the state j during con-

tinuous visiting the state i, Vij = Yj/Yi. Average residence time STi, is zero if state
i is a vanishing state and is [

P

(kk)]-1, Tk[E(Mi), which is a set of viable tran-
sitions in the state of i, if state i is a tangible state. Then the average cycle time
back to i, Wi =

P

VijSTj and the steady state probability Pj is 0 if state j is a
vanishing state and is VijSTj/Wi if state j is a tangible state.

Analyze above model by the above steps under the condition given by [9], and
then find the same bottleneck activity, invoking and receiving airlines, after
obtaining the average excitation time and the timed transition utilization.
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2.6 Conclusion

For formal verification and qualitative and quantitative analysis of grid services
composite, this paper presents the composition and reduction algorithms of service
model based on GSCPN, which enable it to quickly get its service model for
complex service. Since reduced model reduces almost half of the nodes, it sim-
plifies the analysis, and provides preconditions for making performance prediction
before releasing the composite service and finding performance bottlenecks.
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Chapter 3
A Voice Conversion Method Based
on the Separation of Speaker-Specific
Characteristics

Zhen Ma, Xiongwei Zhang and Jibin Yang

Abstract This paper aims to study independent and complete characterization of
speaker-specific voice characteristics. Thus, the authors conduct a method on the
separation between voice characteristics and linguistic content in speech and carry
out voice conversion from the point of information separation. In this paper,
authors take full account of the K-means singular value decomposition (K-SVD)
algorithm which can train the dictionary to contain the personal characteristics and
inter-frame correlation of voice. With this feature, the dictionary which contains
the personal characteristics is extracted from training data through the K-SVD
algorithm. Then the authors use the trained dictionary and other content infor-
mation to reconstruct the target speech. Compared to traditional methods, the
personal characteristics can be better preserved based on the proposed method
through the sparse nature of voice and can easily solve the problems encountered
in feature mapping methods and the voice conversion improvements are to be
expected. Experimental results using objective evaluations show that the proposed
method outperforms the Gaussian Mixture Model and Artificial Neural Network
based methods in the view of both speech quality and conversion similarity to the
target.

Keywords Voice conversion � Speaker-specific characteristics � Information
separation � K-SVD
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3.1 Introduction

Voice conversion systems modify a speaker’s voice to be perceived as uttered by
another speaker [1]. Voice conversion technology can be applied to many areas.
Definitely, one of the most important applications is the use in the area of text-to-
speech synthesis (TTS) where it hopes to synthesize different speaking style voices
without a large utterance corpus. Besides speech synthesis, however, voice con-
version has other potential applications in areas like entertainment, security and
speaker individuality for interpreting telephony and voice restoration.

Many conversion methods have been proposed since the problem was first
formulated in 1988 by Abe et al. [2]. Generally speaking, the main methods such
as Gaussian Mixture Model (GMM) [3], Hidden Markov Model (HMM) [4],
Frequency Warping (FW) [5] and Artificial Neural Network (ANN) [6] based
methods has gained similarity in converted speech together with quality declines
dramatically. Though many improved methods like bring Global Variance and
Parameter Trajectory in GMM based method has been put forward over the last
few years, and all upgraded in quality to some extent, the conversion results is not
satisfactory for practical application. Therefore, we need to pursue new conversion
methods to achieving high-quality converted speech.

It’s clear that the information separation of speech signals is going to be a new
approach for speech processing. Among the information, the meaning of message
being uttered is of prime importance, and the information of speaker identity also
plays an important role in oral communication. We define these two types of
information as content and style of speech respectively. General knowledge tells
us that human auditory perception system has the ability to identify the meaning of
message and the speaker identity simultaneously, i.e. to separate content and style
factors sophisticatedly from speech signals.

In Popa Victor’s work, the bilinear model was used to model speech, and two
sets of speech parameters, indicating style and content respectively, are achieved
by singular value decomposition (SVD) on speech observations [7]. With the
separation result, voice conversion is realized by replacing the source style with
the target one, while preserving the initial content, i.e. the converted speech is
reproduced based on source content and target style. Based on this literature, in
this paper we use a new method to separate the information of speaker identity.

K-means singular value decomposition (K-SVD) is a signal decomposition
method aims at sparse representation of signals. This method has been successfully
used in image denoising, character extracting and so on. Because of the sparsity
nature and other characteristics, we can use K-SVD to decomposing the vocal tract
spectrum into a dictionary which conveys the personal identity and corresponding
sparse matrix which contains the content information. Taking this into account, we
can use the dictionary to achieve the separation of speaker-specific characteristics
and speech conversion based on substitution of the dictionary.

Combining the identity of speech with K-SVD, we implement voice conversion
using style replacing technique as proposed in Popa Victor’s work. Experimental
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results show that the proposed voice conversion approach outperforms the
traditional GMM and ANN method in terms of both similarity and naturalness,
especially in the case of small size of training dataset.

The paper is organized as follows. In the next section, we briefly introduce the
K-SVD theory. In Sect. 3.3, we describe the voice conversion scheme based on
K-SVD. Next, we make experiments to evaluate the proposed method, and the
results demonstrate the benefits of K-SVD comparing with GMM and ANN in
voice conversion. Finally, we make remarks on the proposed method, and some
potential future research directions are also presented in section V.

3.2 The K-SVD Algorithm

We have witnessed a growing interest in the use of sparse representations for signals
in recent years. Using an overcomplete dictionary matrix D 2 IRn�K that contains

K atoms, fdjgK
j¼1, as its columns, it is assumed that a signal Y 2 IRnðn� KÞ can

be represented as a sparse linear combination of these atoms. The representation
of Y may be approximate, Y � DX, satisfying jjY � DXjj2� e. The vector
X 2 IRK contains the representation coefficients of the signal Y. This sparsest
representation is

ðP0;eÞ min
x
jjxjj0 subject to jjY � DXjj2� e ð3:1Þ

In the K-SVD algorithm [8] we solve (1) iteratively, using two stages, parallel
to those in K-Means. In the sparse coding stage, we compute the coefficients
matrix X, using any pursuit method, and allowing each coefficient vector to have
no more than T0 non-zero elements. Then, we update each dictionary element
sequentially, changing its content, and the values of its coefficients, to better
represent the signals that use it. This is markedly different from the K-Means
generalizations that were proposed previously, e.g., since these methods freeze X
while finding a better D, while we change the columns of D sequentially, and
allow changing the relevant coefficients as well. This difference results in a Gauss–
Seidel-like acceleration, since the subsequent columns to consider for updating are
based on more relevant coefficients. We also note that the computational com-
plexity of the K-SVD is equal to the previously reported algorithms for this task.

We now describe the process of updating each atom dk and its corresponding
coefficients, which are located in the k-th row of the coefficient matrix X, denoted
as xk. We first find the matrix of residuals, and restrict this matrix only to the
columns that correspond to the signals that initially use the currently improved
atom. Let r be the set of indices of these signals, similarly, denote Er

k as the
restricted residual matrix, which we would now like to approximate using a
multiplication of the two updated vectors dk and xk, i.e. The equation converted to:
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jjY � DXjj2F ¼ jjy�
X

N

j¼1

djx
r
j jj ¼ jjðy� djx

r
j Þ � dkxr

kjj
2
F ¼ jjEk � dkxr

kjj
2
F ð3:2Þ

We seek for a rank-one approximation. Clearly, this approximation is based on
the singular value decomposition (SVD), taking the first left and right singular
vectors, together with the first singular value. So we can get the sparse repre-
sentation of speech signals as well as the dictionary.

We can suppose that the personal characteristics are contained in the dictionary
while the content is conveyed in coding matrix due to the dictionary open out the
main identity and inner structure of speech. And for this hypothesis, we will
demonstrate it at the experiment phase.

3.3 Voice Conversion Based On K-SVD

So far, we know that a speech signal can be decomposed to a dictionary conveys
the information related to personal identity and a corresponding sparse matrix
contains the information related to content. Naturally we can replace the source
speaker’s dictionary by the target speaker’s dictionary and then multiply with the
source sparse matrix to implement voice conversion. While this scheme is easy to
realize, there is a cute problem that the result trained by K-SVD is of multiplicity
which means that a vocal track spectral matrix may have different combination of
dictionary and sparse matrix. To settle this problem, we excerpt the means put
forward by XU [9] to introduce partial limitation for the vocal track spectral
conversion which is shown in Fig. 3.1.

There are two basic modes in the voice conversion system. In training mode, we
process the data of source and target speaker (part 1 in Fig. 3.1) and extract the
dictionary based on K-SVD (part 2 in Fig. 3.1). In converting mode, we implement
voice conversion based on dictionary replacement (part 3 in Fig. 3.1). Next, we
will introduce the process of part 1, 2 and 3 concretely.

3.3.1 Data Processing

The source and target speech to be trained are denoted as x and y, in which the
contents are the same. As for the extraction of vocal tract spectral, we take use of
STRAIGHT model which can separate the excitation to vocal tract better to
analyze the speech. The trained speech data analyzed by the STRAIGHT model
and we get the STRAIGHT spectrum of source and target speech are denoted as Sx

and Sy.
Before training, the Sx and Sy must be aligned in time to ensure the coherence of

the coding matrix decomposed at the next step. While the common method
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Dynamic Time Warping (DTW) [2] may lead to the quality declines dramatically
because of having not considered the continuity of the inter-frame when inserting
or removing the sequential frames, we adopt the time-aligned method with pho-
neme label information put forward in [10]. S

0
x and S

0
y denote time-aligned source

and target STRAIGHT spectrum respectively.

3.3.2 Dictionary Extraction

So far, we have got the time-aligned STRAIGHT spectrum, and then we will
extract the dictionary used for conversion.

As illustrated in part 2 of Fig. 3.1, using K-SVD to decomposing S
0

x, we can get
the dictionary Dx and sparse matrix Hx of source speech. If the target speaker’s
STRAIGHT spectrum is analyzed in the same way, it is difficult to ensure the
coherence of the dictionary of the target with the source. Considering the
hypothesis that the sparse matrix is determined by the content information, it is
clearly that the sparse matrix Hx of S

0
y is the same with Hx. Therefore, set Hy ¼ Hx
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Fig. 3.1 Voice conversion system based on K-SVD
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when decomposing S
0
y to get corresponding dictionary of the target speaker

denoted as Dy.

3.3.3 Voice Conversion Based on Dictionary Replacement

As shown in part 3 of Fig. 3.1, in converting mode we should first extract the
STRAIGHT spectrum of the source speech. And then we shall use OMP algorithm
to decompose this spectrum with Dx fixed to get the corresponding sparse matrix
Hconvert

x . So we can achieve the converted STRAIGHT spectrum based on Hconvert
x

and the dictionary Dy accepted at the training mode according to the Eq. (3.3).

Sconvert
y ¼ Dy � Hconvert

x ð3:3Þ

3.4 Experimental Evaluations

3.4.1 Experimental Conditions

We conducted two experimental evaluations. Firstly, in order to demonstrate the
dictionary conveys the speaker-specific characteristics and the sparse matrix
conveys the content information, we use K-SVD to separate the speaker-specific
characteristics with content information. Secondly, in order to demonstrate the
effectiveness of the proposed conversion method, we compared the method against
the GMM and ANN based methods, which are the most popular conversion
techniques in the past few years.

In our experiments, all the data are selected from the CMU ARCTIC databases.
It consists of four different database named SLT, BDL, JMK and AWB uttered by
four different speakers.

The two parameters may affect the conversion result for the K-SVD; they are
the numbers of atoms (K) in the dictionary and the sparsity (t) of the sparse matrix.
It is clear that the reconstruction error can be decreased with the increasing of the
two parameters. However, the result is not always better as the parameters increase
too much. We have found that when the two parameters fill Eq. (3.4)

K ¼ 40; t ¼ 12 ð3:4Þ

The converted voice is the best in quality as well as similarity through many
experiments. Therefore, we set the two parameters as Eq. (3.4) at the next
experiments.
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3.4.2 Speaker-Specific Characteristics Separation

To demonstrating the speaker-specific characteristics are included in the dictio-
nary, we do the work as follow.

Firstly, we select the preceding 10 sentences in BDL and SLT and compute the
STRAIGHT spectrum respectively, the dimensionality of each row vector is 256.
Secondly, getting the dictionary DBDL and DSLT through K-SVD. Then, we choose
the succedent 5 sentences in BDL and SLT to calculate the STRAIGHT spectrum.
At last, computing the reconstructed error with the dictionary settled as DBDL and
DSLT . The reconstructed error is calculated using,

e ¼ 10 log10
1

NS

X

NS

i¼1

si � ŝik k2

,

1
NS

X

NS

t¼1

sik k2

 !

ð3:5Þ

where NS denotes the number of rows in STRAIGHT spectrum, si denotes the i-th
row of the source spectrum, ŝi denotes the i-th row of the reconstructed spectrum.
The results are summarized in Table 3.1.

It is clear that the reconstructed error of dictionary suited to the voice is much
less than the other when analyzing by K-SVD. Therefore, we can assure that the
dictionary trained by K-SVD is certain to containing the speaker-specific char-
acteristics, and we can separate the speaker-specific characteristics effectively.
And according to this, we can implement voice conversion by replacing the
dictionary.

3.4.3 Effectiveness of the Proposed Method

In Fig. 3.2, we can see the source, target and converted speech directly. To con-
trasting the converted result, two subjective listening tests were carried out. One
test is Mean Opinion Score (MOS), which aims to give a score between 1 and 5 to
evaluate speech naturalness, and the other ABX which uses the correct rate of
speaker recognition to evaluate the successfulness of individuality conversion. All
tests were performed by five listeners who have been engaged on speech pro-
cessing research for many years. The results are given in Table 3.2.

From the experimental results shown in Table 3.2, it is easy to see that the
proposed method for voice conversion based on style and content separation
clearly outperform traditional GMM and ANN algorithm based on parameter

Table 3.1 Results of reconstructed error (db)

DBDL DSLT

BDL -18.02 -15.65
SLT -13.23 -19.21
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extraction and mapping. So we can make conclusion that the method would work
with only small size of training data, while GMM and ANN methods does not
because of unreliable estimation of GMM parameters due to insufficient data.

The result also shows that although the proposed method is able to implement
voice conversion in the framework of style and content separation, and has
superior performance. We may conclude that K-SVD has the advantage of pre-
serving the speaker-specific characteristics and taking the inter-frame correlation
into account for separation and conversion.

3.5 Conclusion

This paper presents a voice conversion method based on style and content sepa-
ration, which is solved by K-SVD. And on the basis of successful separating
speaker-specific characteristics, the authors invent a novel method for voice

0 1 2 3 4 5 6

x 10
4

-1

0

1
Source Speech

0 1 2 3 4 5 6

x 10
4

-1

0

1
Target Speech

0 1 2 3 4 5 6

x 10
4

-1

0

1
Converted Speech

Fig. 3.2 Source, target and converted speech

Table 3.2 Results of subjective listening tests

Subjective test Voice conversion methods

Proposed method GMM ANN

Naturalness (MOS) 2.96 2.81 2.77
Individuality (ABX) 0.88 0.74 0.80
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conversion using style replacement. And they also have solved the multiplicity of
the decomposition result of K-SVD in the conversion method. Experimental
results show that the proposed method for voice conversion has superior perfor-
mance than traditional GMM and ANN based algorithm in view of both speech
quality and conversion similarity and naturalness.

The authors present a novel way to realize voice conversion and improve the
conversion performance dramatically which is still a linear combination of style
and content while the complex relationship between observed data and style and
content is not able to be fully described only by linearity. Therefore, in future
studies, researchers will extend the K-SVD to non-linearity to improve the per-
formance of speech style and content separation technique. In addition, the style
and content separation technique will immensely promote the development of
technique in other speech signal processing domain, such as speech recognition,
speaker identification, and low-rate speech coding, etc.
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Chapter 4
The Application of Information Security
on the Computer Terminals
of 3rd-Generation Nuclear Power Plant

Zhiping Song and Yi Luo

Abstract The paper aims to develop a computer terminal solution which suits
with the status of the company to eliminate risks of information security caused by
the huge amount of computer terminals. The research carries out analysis on
Intranet access, standard configuration, information data management, etc. through
introduction of standards fit with national information security requirements. To
make the analysis smooth, the author uses a real example of computer terminal
configuration in a nuclear power plant. Results of implementing the solution in the
real example show that security risk of computer terminals are eliminated, and the
information security level of the company is significantly improved. The config-
uration solution is scientific and effective. It is capable of reducing risks from
computer terminals to enterprise information security, and it can provide reference
to information security construction in companies of the similar situations.
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4.1 Introduction

4.1.1 Status of Information Security of Computer Terminals
in 3rd-Generation Nuclear Power

The Taishan Nuclear Power Plant (TSNP) is co-invested by the China Guangdong
Nuclear Power Group and the Electric De France, and the company is responsible
for the phase I project of constructing and operating the Taishan nuclear power
plant. The power units applied are the CEPR (Chinese EPR) units designed and
constructed with co-efforts of China and France based on the EPR technology
(3rd-generation European Pressed-Water Reactor). The CEPR technology inte-
grates the mature experience of N4 from France and KONVOI from Germany in
engineering, construction and operations, while referring to the domestic system of
standards and the leading practices of CPR1000 nuclear power construction. At
present, TSNP possesses a total of approximately 1,500 computer terminals,
maintained by the Taishan Branch of Center of Information & Technology (CIT)
of the China Guangdong Nuclear Power Group (CGNPG).With the rapid progress
of information construction, computer becomes a necessary tool in daily work and
coming along were unprecedented challenges of information security including
virus, Trojans, hacker attacks, etc. Analysis to TSNP information system shows
that there are typical issues of security including easy access to internet, incon-
sistent configuration, substandard governance and limited guarantee to data
security (see Fig. 4.1). TSNP urgently needs a complete set of security insurance

Fig. 4.1 Status of TSNP network
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solution for computer terminals that fits with the national information security
standards [1, 2, 3].

4.1.2 Risks in Security of Computer Terminals

As the Intranet of the TSNP expands, the amount of computer terminals grows as
well. As a result, the Intranet suffers from increasing information security hazards
from the Internet, e.g. network worms, internet attacks, junk mails, etc. Due to lack
of consistent security management, the virus database could not be renewed on
time. As security patches for operation systems of computer terminals are not
updated on time, the accumulation of risks would finally damage the information
security construction of TSNP.

4.2 Overall Targets and Overall Requirements
of Information Security of Computer Terminals

4.2.1 Overall Targets

Overall targets of the computer terminals information security in TSNP can be
concluded as: construct a scientific, efficient and effective protection system to
address the special requirements of information security in TSNP, and fulfill the
information security objectives through both regulations and technologies. Finally,
we would achieve the target of ‘‘no external access, could not see it after entering
the internal network, could not take it away even if they see it, could not use it
after taking it away, and the operations could be traced.’’

4.2.2 Overall Requirements

Management measures and technological methods are equally important and both
necessary for the information security of computer terminals of TSNP. If the focus
is put on and only on management measures, and advanced technologies are not
adopted, we would rely purely on the conscience of the practitioners. If the staff is
not self-restricted, the management measures will not really work. On the contrary,
if we use technological methods without sound management measures, informa-
tion security will not receive as much attention as necessary, and the technological
methods would block the construction of information security as a result.
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4.3 Overall Solution of Information Security
of Computer Terminals

4.3.1 Management Policy

TSNP shall establish an information security management organization to prepare
the regulations and promote the importance of information security construction.
Responsibilities of this organization shall include:

1. Establish regulations and operation systems suitable for the information secu-
rity control of computer terminals in the special environment of TSNP.

2. Classify the departments in TSNP into different groups and apply stricter
security configuration to computer terminals.

3. The CIT provides suggestions to TSNP over information security, technical
improvement, and other optimization measures.

4. Carry out information security trainings to the staff of TSNP.
5. Monitor the communications of confidential information.
6. Work with the Audit Dept. to carry out inspections over information security

in TSNP.
7. Report the progress of information security construction to the executives of

TSNP and the confidentiality office of CGNPG.

4.3.2 Management of Security of Computer Terminals

Management of security of computer terminals is an important security system,
and will directly affect the success of the construction of information security.

4.3.2.1 Network Admission of Computer Terminals

Purpose: control the access to internet from the intranet, avoid illegal access, and
reduce the risks of virus and hacker attacks to the computer terminals [4, 5].

Measures: Carry out registration management to computer terminals. Com-
puters linked with the intranet of TSNP shall be double certificated for equipment
and user ID. (See Fig. 4.2).

1. Use back office servers to verify if the computer terminals are registered with
TSNP, and satisfy the security standards (computers shall be installed with
network access control software and special certification software), and the
computer will not be linked to the intranet until verified to be qualified.
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2. The users shall put in the domain ID, pass word, and be verified to use internal
information resources. Unregistered or unauthorized accounts will not be able
to link to the intranet. Unsafe computer terminals (include terminal with virus)
will have limited authority in the intranet.

Effects: After applying the Network Admission verification system, we have
gained control over the linkage from external computers to the intranet, and the
risks from external network are reduced. This is the first layer of protection to
information security of the company.

4.3.2.2 Information and Data Management

Purpose: avoid leakage of information and data from various channels.
Measures: manage the means of information and data transferring.

1. Wi-Fi accesses on computer terminals include Wi-Fi network, infrared con-
nections, blue tooth, etc., could be effectively controlled via waterproof strat-
egies, and the utility of Wi-Fi facilities can be counted and reviewed.

2. Printing via computer terminals can be controlled with waterproof strategies,
and the content printed can be traced. Audit measures will be able to check if
the printing involves confidential information.

3. Management of Mobile Storage Mediums.

Only mobile storage mediums registered with the TSNP waterproof system can
be used on a company computer [6].

Fig. 4.2 Network admission of computer terminals in TSNP
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Use automatic encryption measures to protect data in the mobile mediums, so
that the information saved in the mediums would not be leaked when the mobile
medium is lost.

Data exchange: documents on the computer terminals cannot be copied into a
mobile storage medium that is not registered and the data on a registered medium
could not be visited on a computer which is not certified. The confidential agent
can be set up as the only exit of document-exchange. If an ordinary employee
would like to pass a document to a client outside the company, authorization from
the confidential agency is needed.

Effects: Through measures of controlling data and information transferring in
TSNP, we well managed the channels of information and data transferring, and
reduced the risk of information leakage.

4.3.2.3 Inspections and Audit

Target: identify illegal operations on computer terminals through inspections and
audit, and effectively control the behaviors of the terminals.

Content: use waterproof software to record the operations of users, include
linking to the internet, receiving and sending emails, copying documents, and
other computer activities that pass on information, monitor all operations on
computer terminals, and audit the information as necessary. Build up the inspec-
tion and audit architecture of TSNP information security through establishing the
four roles of administrators, auditors, confidentiality agent, and users.

1. Administrators manage the operations of the security system and deploy
security strategies.

2. Auditors are responsible for the monitory, include: monitor the operations of
administrators, check the operation log of computer terminals, manage log
information, release log reports, etc. Auditors carry out audit on operations of
users including creating, deleting, copying and renaming of documents. When a
computer terminal is offline (e.g. notebooks), the security settings are still valid,
ports still under control, and any offline operations will be recorded for
potential audits. Log information provided by auditors would be the evidence
that information security dept. can rely on to deal with illegal operations on
computer terminals.

3. Confidentiality agents are the channel of data between inside and outside the
company. The agents’ review and control data flowing outward assist with
information security affairs and act as the interface of information security.

4. Users are the objects of inspection and audits. Users follow the security strat-
egies deployed by administrators and coordinate with auditors with review of
logs of computer terminals.

Effects: Ever since the inspection and audit solution was carried out in TSNP,
we have effectively controlled the operations on computer terminals, and set up the
second layer of protection to information security of the company.
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4.3.3 Standard Settings of Computer Terminals

Computer terminals are the direct objects of daily operations of users in daily
work. They are a key part of information security and a weak point of defending
risks.

4.3.3.1 Permission of Users

The CIT establishes unique user ID and pass word for each user in TSNP to visit
the internet and there are strict rules over the composition, length, and valid span
of pass words. The rules keep in consistency with the information security stan-
dards of CGNPG. Users have limited user accounts, which could not install or
unload software or modify registries and key settings. Such strict control measures
are adopted so that mis-operations and systems of computer terminals will not used
by malicious software or Trojans [7].

4.3.3.2 Setup of Software on Computer Terminals

All computer terminals of TSNP are installed with genuine software that satisfies
security standards. Consistent technologies are adopted in preparing cloning
packages, so that all computer terminals use the same software. If a user has
special requirements for software, customer service engineers will install the
software after the requirements are approved.

4.3.3.3 Security Setup of Computer Terminals

Using the SEP software, virus with on-line computer terminals are checked
weekly. Virus library of this software is forced to be upgraded by the server, and
risks of virus can be detected in real-time manner through the monitory from
servers. If the virus library of the SEP software on a computer terminal is not
upgraded on time, the terminal would be automatically isolated in the intranet.

Waterproof software is used on computer terminals, and users’ ID and pass
words are used to register into this software so as to identify the users’ identifi-
cations. Only users in the CGNPG group can use resources in the intranet, when
being verified by the waterproof wall.

Necessary patches are forced to be updated on each on-line computer terminal
through background pushing according to the server strategies. This practice
effectively avoids spreading of hole type virus in the intranet, improves security of
the system, and is the 3rd layer of protection to information security of the
company. [8].
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4.4 Conclusion

During the construction of information security of computer terminals of TSNP,
the CIT has kept the management principles advance with time. Continuous
learning and innovation have preserved in scientific and reasonable standards of
information security construction. The researchers firmly believe that the execu-
tion of the solution stated above will help to improve obviously the capability of
information security protection of computer terminals in TSNP. Besides, this
solution will improve the sense of confidentiality of TSNP staff, and would benefit
the information security work. The CIT has kept on working on the construction of
information security of computer terminals, and providing TSNP a safe, reliable,
fast and effective information security platform.
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Chapter 5
Comprehensive Feature Index
for Meridian Information Based
on Principal Component Projection

Jianhua Qin and Chongxiu Yu

Abstract Specifically for quantify and extract meridian information, a compre-
hensive multi-acupoint feature index was given. The feature parameters of single
acupoint were extracted and reconstructed based on AR parameter model. Then
feature weight was obtained by objective weighting method and feature matrix was
weighted. The ideal feature vector was built based on orthogonal transformation of
eigenvalues in meridian feature space. Based on PCP, the distance between each
feature vector and the ideal model vector was calculated, and the projection value
of fixed-weighted feature matrix on ideal feature vector was obtained. The simu-
lation results show that the method can be more stability and higher around 3 % in
the recognition rate than the main acupoint in human multi-acupoint system. The
same results also show that the recognition rates can be coincided with sort results.

Keywords Human Meridian � PCP � Orthogonal transformation � Feature
extraction

5.1 Introduction

Life activities of the human body are an extremely complex process, and somatic
information are transferred and communicated through meridian systems. ‘‘Bio-
logical Cybernetics’’ studies show that, the so-called ‘‘gas, blood’’ in the medicine
meridian theory means ‘‘information carrier’’, ‘‘channels, collaterals’’ corresponds
to ‘‘information channel’’, and ‘‘acupoints’’ corresponds ‘‘information input or
output’’. The majority experts and scholars at present study the relationship
between meridian and human physiology changes based on single acupoint [1].
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The studies show that acupoint has some unique signal features such as high
complexity, uncertainty, multi-level and multi-development. However, the studies
also show that some acupoints are closely related to body functions, and others are
very low or even irrelevant to physiological functions. Furthermore, the acupoints
are affected by the internal rules, the external stimuli, and other factors. So the
single acupoint features are not very good at reflecting the whole meridian.

Statistics believe that everything has its particularity, contingency, and ran-
domness, but not chaotic, not rules. Learn from extraction idea for multi-lead EEG
feature [2, 3], and cluster and discriminant analysis [4, 5], this paper constructs a
new comprehensive multi-acupoints feature index for channels and collaterals that
identifies the physiological changes of the human body based on the principal
component projection method (PCP).

5.2 Extraction and Reconstruction to Single Acupoint

According to the traditional Chinese medicine theory, each channel and collateral
line has a certain number of acupoints which are the response points of human organ
and physiological state and play a important role to adjust channels-and-collaterals
and viscera-and-blood. Therefore, the acupoint feature parameters are established.

The time sequence parameters model method is a mature method in physio-
logical signals of meridian and acupoint, and especially the AR parameter model is
commonly used to extract the feature parameters of acupoint [6, 7]. The formula of
the AR parameter model is given by:

sðnÞ ¼ �
X

p

m¼1

amsðn� mÞ þ uðnÞ þ wðnÞ ð5:1Þ

where u(n), s(n), w(n) denote the input excitation signal, the output impedance
signal, and the white noise sequence. Here, p is the model order, and am is the AR
model parameter with the order for p.

Order p is a key problem to accurately reflect somatic state. When order number
is very low, the AR spectrum is too smooth to reflect the spectrum peak. And when
order number is very large, the AR spectrum is instability and easily produce false
peak. In this paper, the AR model order is obtained by AIC criterion, and optimal
order estimation is 39 based on a large number of meridian impedance samples.

The AR model parameters in formula (1) are directly used as the signal feature
in the traditional feature extraction method. But the number of model parameters
are very large, and at the same time each parameter only express the partial
information of the system, which inevitably leads to reduce the classification
capacity. So the model parameters are not very suitable for channels and collat-
erals diagnostic, and need to be reconstructed. The reconstructed feature is
obtained by AR spectrum. Figure 5.1 shows the AR spectrum for three acupoint
impedance samples.
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As can be seen from Fig. 5.1, AR model spectrum line is relatively smooth with
multiple peaks in the frequency domain. The peaks are prominent and accurate
with overcoming spectrum lines leak, emergence of side-lobe, low-resolution, and
submerged by weak signal. It shows that AR model spectrum is conducive to the
automatic computer extraction of feature parameters. And under the frequency less
than 2 Hz, the spectrum line also decreases monotonically and is not well in
reflecting acupoint differences. So amplitude maximum peak between 2–16 Hz is
selected as feature peaks, and the frequency and the amplitude of the center cite in
2–16 Hz are extracted and named as center frequency and center peak. The energy
of the frequency part, in which the frequency is higher than the frequency in the
feature peaks, is named for high frequency energy, and then the high frequency
energy is represented as high frequency percentage in the total frequency energy.
Thus the feature vectors of acupoint impedance signal are composed of the five AR
spectral features. Experimental results show that the feature vector can be very
well in reflecting the signal features, and reduce the calculation and classification
for the next step.

5.3 Comprehensive Feature Extraction for Channels

Firstly, the number of the feature-extracted acupoints in human channel line is set
to m, and each acupoint has been described to the AR spectral feature vector

(a*
0 ¼ a01; a

0
2; � � � ; a0n

ffi �

). Thus sample matrix for the channels features may be
written as:

X ¼

x11 x12 � � � x1n

x21 x22 � � � x2n

� � � � � � � � � � � �
xm1 xm2 � � � xmn

2

6

6

4

3

7

7

5

¼ ðxijÞm�n ð5:2Þ

0 2 4 6 8 10 12 14 16
40

50

60

70

80

Frequency(Hz)

P
ow

er
 S

pe
ct

ru
m

 M
ag

ni
tu

de
(d

B
) Sample 1

Sample 2

Sample 3

Fig. 5.1 AR spectrum for
three meridian impedance
samples of a tester

5 Comprehensive Feature Index for Meridian Information 43



where i, j are the vector number and the acupoints number. Here, the eigenvector
of the i-th acupoint corresponds to the i-th row of X (xi1, xi2���xin), and the j-th
column acupoint feature corresponds to the j-th column of X (x1j, x2j���xmj). The j-th
column acupoint feature means the evaluation index value of the j-th feature
acupoints.

In the sample matrix composed of the multi-acupoints and multi-features,
feature types are very big difference, and thus the features are standardized. Based
on the linear function, the formula (2) is normalized and transformed to the new
feature sample matrix, which is expressed as:

yij ¼

xij� min
1� i�m

ðxijÞ

max
1� i�m

ðxijÞ�min
1� i�m

ðxijÞ
max
1� i�m

ðxijÞ�xij

max
1� i�m

ðxijÞ�min
1� i�m

ðxijÞ

8

>

>

>

<

>

>

>

:

where yij meet to yij [ (0,1).
When the proportion of the single-acupoint features in multi-acupoints compre-

hensive features is larger, the single-acupoint features contain more information, and
are stronger to be identified. So feature weight is introduced to denote the attention
degree of the single acupoint features in the multi-acupoints. In the channels and
multiple acupoints system, feature weight (kij) of the single-acupoint (xij) is:

kij ¼ xij=
X

m

i¼1

xij ð5:3Þ

The discrepancy between each acupoint is directly reflected by the difference
degree of information entropy in the meridian system. In order to facilitate
comparison and analysis, the information entropies for each acupoint are nor-
malized and the result is:

Hj ¼ �
�

X

m

i¼1

kij In kij

�

=In m ð5:4Þ

Then, feature weights of the j-th features are obtained based on objective
weighting method and expressed as:

wj ¼ ð1� HjÞ=
X

m

j¼1

ð1� HjÞ ð5:5Þ

Features matrix Y is weighted by using the feature weights (wj). Let zij = wijyij.
Where Z = (zij) n9m is weighted feature matrix and the feature vector for acu-
points is:

d
*

i ¼ ðzi1; zi2; � � � ; zimÞ; ði ¼ 1; 2; � � � ; nÞ ð5:6Þ
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The correlation between acupoints in the meridian system often causes mutual
interference and overlapping to feature information, and thus the relative position
of feature vector is difficult to analyze objectively. This may be solved by the
orthogonal transform method that can filter duplicate information of the acupoints.

Set up: Feature values of weighted feature matrix are expressed as
k1; k2; . . .; km (It satisfies the inequality: k1� k2� � � � � km), and correspond to
the flat feature vector for a1; a2; . . .; am. Let A = fa1; a2; . . .; amg and the
weighted feature matrix are orthogonal transformed by Z. Thus the modified
weighted feature matrix is obtained by equation U = ZA = (u)m 9 n, and
denoted as:

d
*0

i ¼ ðui1; ui2; � � � ; uinÞ; ði ¼ 1; 2; � � � ;mÞ ð5:7Þ

where d
*0

i is the influence value of the i-th acupoint in the meridian syndrome.
Here, if the influence value is higher, the influence of acupoint is stronger.

Conversely, if the influence value is smaller, the influence of acupoint is weak.
First of all, take the optimal features as reference features, and maximum

feature parameters in the channels system are used to construct the optimal feature
vector. The feature vector is named to the ideal acupoint feature vector, and
expressed as

Z
*

¼ ðz*1; z*2; � � � ; z*nÞ0 ð5:8Þ

The expression (8) is united and then the following equation is obtained.

Z
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n
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*
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Secondly, the projection value of modified weighted feature matrix in the
reference feature vector is obtained by the PCP method and expressed as:

Di ¼ d
*0

iZ
*

d ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

z*
2
1 þ z*

2
2 þ � � � þ z*

2
n

q

X

n

j¼1

Z
*

juij ð5:10Þ

where Di is the projection value set that is the channels comprehensive features.

5.4 Experimental Simulation and Analysis

In the experiment, the experimental objects are 25 normal volunteers with
25–35 years age and under the before and after strenuous exercise state. The
measurement for each volunteer is repeated by 50 times in each state. In the
experiment, the stimulation point and the reference electrode point are placed in
Daling acupoint of Jueyin Pericardium Channel and Tianquan acupoint. And the
received electrodes are placed in Shaoshang, Yuji, Taiyuan, Jingqu, Lieque,
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Kongzui, Chize, Xiabai, Tianfu, Yunmen and Zhongfu acupoint of Taiyin Lung
Channel of Hand. The excitation signal in the experiment is the multisine (it is the
periodic current signal superimposed by multiple positive (I) sine wave), in which
sampling frequency for the excitation signal is 1 kHz, and the received signal is
voltage signal [8]. The part result was given by Tables 5.1 and 5.2. (Due to limited
space, only the results of six testers were listed).

In order to analyze the multi-acupoints feature index, the Elman Neural Network
method is used to recognize the comprehensive feature vector of multi-acupoints
and the feature vector of Shaoshang, Chize and Tianfu acupoint. In the simulation
experiment, status output is set up for 0 with the before-exercise state and for 1 with
the after-exercise state, and permissible error of status output is 0.2. It means that
the output result in 1 ± 0.2 is considered to be the moving state. In addition, the first
10 sets of data in each target are as learning samples and the last 40 sets are testing
samples. The recognition results are shown in Figs. 5.2, 5.3. In Figs. 5.2, 5.3, the
ordinate and the abscissa are the recognition rate and the test personnel number.

As can be seen from Figs. 5.2 and 5.3, the average recognition rate of the multi-
acupoints feature that is above 95 % under the before-exercise state and above
94 % under the after-exercise state, is about 3 % higher and more stable than the
single acupoint in the same state. It can also be seen from Figs. 5.2 and 5.3, the
recognition rate in Tianfu acupoint is higher than Shaoshang acupoint and Chize
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acupoint. It indicates that the feature weight of Tianfu acupoint in the channel
(Taiyin Lung Channel of Hand) system is higher than other two acupoint, which is
coincide with the PCP sort of the whole channel. The same result is also proven in
other channel.

5.5 Conclusion

Inspired by cluster and discriminant analysis, a comprehensive multi-acupoint
feature index method is established based on PCP method in this paper. Feature
weight and orthogonal transformation are introduced to this method, and then
principal component analysis method and projection method are merged organi-
cally to solve acupoint difference-degree in channels and collaterals system,
mutual interference and overlapping of information feature and unit schedule for
acupoints feature in a different time or space. The recognition results based on
Elman Neural Network show that the recognition rate of this method is more stable
and about 3 % higher than the single acupoint. And at the same time, the recog-
nition rate of single acupoint coincides with the PCP sort. It sets up the foundation
for further identification of human disease states based on the meridian signal.
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Chapter 6
The Centralized Maintenance Mode
of SAP System Based on Finance Shared
Service Center

Heng Cheng and Ye Wang

Abstract In order to support those companies which use SAP as their ERP
management software to develop the Finance Share Service Center (SSC), the
centralized maintenance mode is strongly recommended. In this paper, by intro-
ducing the disadvantage of common decentralized maintenance mode, elaborating
the structure of the SAP centralized maintenance mode and analyzing this mode’s
effectiveness, the SAP centralized maintenance mode is proved to be a better
solution to resolve the conflicts and difficulties between SSC and the companies
accepting SSC services. Thus, SAP centralized maintenance mode is able to
provide a better and safer SAP maintenance service to SSC.

Keywords Finance shared service center (SSC) � The centralized SAP mainte-
nance mode � The organizational system � The maintenance tool platform � The
maintenance management regulation system

6.1 Introduction

With companies expanding constantly and business environment becoming more
complex day by day, the management of company faces greater challenges. In
order to control operating cost, enhance financial control intensity, prevent risks
both in finance and business more effectively and obtain more long-term com-
petitive advantages, Finance Shared Service Center (hereinafter referred to as
‘‘SSC’’) makes the debut as a new management mode.

In this paper, the SSC means such a distributed management mode: it will
utilize the information technology and integrate relevant business processes; its
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purpose is to optimize organizational structure, standardize business processes,
improve operational efficiency, cut down operating cost or create values; it can
provide professional service with the market perspective for internal and external
customers [1].

Obviously, SSC’s dependency on information systems and requirements for
maintenance supports are very high. In addition, while SSC is expanding, the
integration of information systems will also increase and the application of the
information technology will be wide and deep. The relation between SAP system
and other systems is shown as Fig. 6.1. All these will put great challenges on the
maintenance of SAP system for those companies which use SAP system as their
ERP management software. If these companies take the usual way of decentralized
mode as SAP system maintenance, the difficulties listed below will be inevitable
for SSC and the companies accepting SSC services, and even for the maintenance
of SAP system.

Firstly, according to the statistic data, as the number of companies accepting
SSC service increases, about 80 % of the SAP system maintenance tasks are
accomplished by the SAP maintenance group in the SSC, the rest are accom-
plished by the maintenance group in the companies accepting SSC services.
Therefore, it will cause unbalance in task distribution between the SAP mainte-
nance group in SSC and that in the companies accepting SSC services. This will
lead to the difficulty in allocation of consultants to each maintenance group when
the maintenance tasks are uneven and heavy. In addition, when the consultant in

Fig. 6.1 The relation between SAP system and other systems based on SSC
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one group is changed, if the successor can’t be competent for the job immediately,
it will cause serious effect both in the service quality and user’s satisfaction.

Secondly, because maintenance consultants are dispersed in SSC and the
companies accepting SSC services, it is easy to cause the lack of necessary
experience sharing, knowledge exchange and information feedback in the main-
tenance group, then finally cause information isolation.

Thirdly, when the number of the companies accepts SSC services increases,
decentralized maintenance mode will increase maintenance costs continuously [2].

Furthermore, because each maintenance group pays attention only to the main-
tenance tasks of themselves, they will lack of the macro and global consciousness. It
is likely to affect SAP system both in the security and the global controlling.

Therefore, for the company that has equipped SSC, it is inevitable to adopt the
centralized SAP maintenance mode when developing finance shared business.

6.2 The Centralized SAP Maintenance Mode
Based on Finance Shared Service Center

What kind of centralized maintenance mode will meet the needs to SSC?
In general, there are four types of maintenance tasks in SSC: dealing with daily

problems, doing user authorizations, fixing program bugs and realizing user’s
demands. Therefore, the centralized SAP maintenance mode that meets SSC’s
requirements should fulfill the following needs [3]: completing tasks according to
schedule [4], completing works in more efficiency and with high satisfaction from
user. That means it is necessary to take three aspects into account when building
the centralized SAP maintenance mode, setting up the organizational system,
building the maintenance tool platform [5], and establishing the maintenance
management regulation system.

6.2.1 Setting Up the Organizational System

The setting up of the organizational system includes two aspects: design of
organization and personnel structure, design of relevant post responsibilities.

(1) For the organization and personnel structure design, and according to SAP
maintenance tasks, the centralized SAP maintenance group should be designed
to include the foreground maintenance, the background supporting, the expert
group and the dispatcher who allocate the tasks. The personnel structure is
shown as Fig. 6.2.

(2) For the settings of post responsibilities, as each maintenance consultant has
different abilities to resolve different requirements, they should be allocated
maintenance tasks according to their abilities. According to this principle, the
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maintenance consultant should be divided into three levels from junior, mid-
level to expert.

(a) The junior consultants usually deal with daily business problems and user
authorizations by telephone, the maintenance platform and e-mail. According
to dispatcher’s arrangement, the junior consultants will complete the diagnosis
and fixing of program bugs, and realizing demands on schedule.

(b) The mid-level consultants make the diagnosis and fixing of program bugs,
evaluate and realize the more difficult demands on SAP System, especially
those maintenance tasks that are inter-module or inter-system. Of course,
when the junior consultants can’t handle the case, the mid-level consultants
are obligated to assist or guide the juniors to do it.

(c) The experts must ensure that SAP system is safe and reliable, control the risks
towards SAP from configuration changes and customized programs, prevent
from effect the multi-system operation of SSC and improve the overall
maintenance ability of the centralized SAP maintenance group. Therefore, the
experts should focus on evaluating the SAP system solutions comprehensively
from the technical point, reviewing adequately configurations and the pro-
grams of SAP to find out any conflicts or errors. When necessary, they need
organize some kinds of the system tests, such as the regression testing. In
addition, the experts have the responsibility to organize regular experience
sharing and knowledge exchange, to build up knowledge repository of
maintenance problem handling solutions [6] and improve the maintenance
management regulation system. Furthermore, when lower level and mid-level
consultants can’t deal with some problems, experts need to organize discussion
with consultants involved and decide the final solutions.

(d) The main work of dispatcher is to evaluate the difficulty of the maintenance
tasks received from users, and determine the task schedule, then assign tasks to
the appropriate consultants. Certainly, dispatcher also needs to analyze the
processing of tasks and trace the progresses. Thus, it is more suitable to choose
dispatcher from mid-level consultants.

Fig. 6.2 The organization and personnel structure of the centralized SAP maintenance mode
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6.2.2 Building the Maintenance Tool Platform

For the purpose of utilizing resource sufficiently and completing the maintenance
tasks of SSC efficiently and timely, it is necessary to build a maintenance tool
platform so that maintenance tasks can be dealt with in workflow mode. The
workflows can be created in accordance with maintenance task classification.
When users initiate relevant workflows, the consultants in the centralized SAP
maintenance group start to work according to the corresponding workflow steps.
The platform ensure that each maintenance task can be recorded and traced from
initiation, confirming, distribution, processing, testing to going-live, shown as
Fig. 6.3. Furthermore, this ensures tasks will be completed by consultants
according to schedule, and all kinds of relevant reports can be generated about
maintenance task statistical data. In this way, knowledge repository will be created
gradually by accumulating problem handling solutions continuously.

In the structure of maintenance tool platform is shown as Fig. 6.4.

6.2.3 Establishing the Maintenance Management
Regulation System

In order to fulfill the needs of SSC’s development and strengthen the foundation of
the organizational system and the maintenance tool platform as well as guarantee
each maintenance task which completed by the rules, the maintenance

Fig. 6.3 Diagram of post responsibility and task execution
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management regulation system must be established. In the regulation system, the
organization and personnel structure of centralized SAP maintenance group, the
post responsibility and the maintenance service catalog should be well defined.
Regulation should be set up for user authorization of SAP system, for SAP system
go-live management of program bug fixing and demand realization, for the tran-
sition from implementation stage to maintenance stage, for knowledge exchange
management, and for the management of knowledge repository of maintenance
problem handling solutions, etc.

6.3 Effectiveness Analysis

By optimizing the organization and personnel structure of centralized SAP
maintenance group, establishing the maintenance tool platform and improving the
maintenance management regulation system, the centralized SAP maintenance
mode brings more benefits to the SSC’ s development in the aspect of information
system building.

First, it helps improving maintenance work quality and user’s satisfaction [7].
By deploying consultants and arranging maintenance tasks reasonably, it ensures
the rational utilization of maintenance human resources, improves the response
speed and increases the user satisfaction to SSC.

Second, it helps strengthen maintenance capability. Decentralized maintenance
mode easily leads to information isolation. The centralized SAP maintenance

Fig. 6.4 The structure of maintenance tool platform

56 H. Cheng and Y. Wang



mode can be a good way to avoid such a situation because it can decrease the
waste of resources in configuration or program development to SAP system. In
addition, by training the consultants regularly and comprehensively, organizing
experience exchange and knowledge sharing constantly, improving the knowledge
repository of maintenance problems handling solutions, it can improve consul-
tants’ ability in analyzing and resolving problems and eventually lift the overall
maintenance service level.

Third, it helps cut down the maintenance cost continuously [5]. Because the
centralized SAP maintenance mode makes more reasonable arrangement for
maintenance consultants, it can ensure that the maintenance tasks will be com-
pleted on schedule, in more efficiency and with higher success rate. It also enables
consultants to have more spare time and effort to learn deeper knowledge, this will
final bring the enhancement in human resource efficiency [8] and cut down
maintenance cost.

The fourth, it is good to strengthen global control intensity to SAP system [9].
Because the centralized SAP maintenance group resolves problems or decides
solutions in a macro and global perspective, they can analyze demands compre-
hensively and unify system solutions perfectly, prevent cross influence between
SAP system and other systems or between different SAP modules. So it can ensure
SAP system’s safety and prevent risks to the maximum extent.

6.4 Conclusion

As the concept and content of SSC are changing constantly, the centralized SAP
maintenance mode is subject to change as well. It should be optimized in mode,
workflow management and structure design continuously. In addition, it is nec-
essary to create and optimize training and promotion mechanism, strengthen
consultant echelon and establish the knowledge repository of maintenance prob-
lems handling solutions.

If we firmly push forward the optimization of the centralized SAP maintenance
mode, it is sure that the centralized SAP maintenance group will provide the best
and safest service to SSC and obtain the double win with SSC’ s development.
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Chapter 7
An Improved Method of Polyphase Filter
Banks Channelization

Min Li and Fengming Bai

Abstract In order to solve the large amount of data of polyphase filter banks
channelization, a new method is used in this paper. The method greatly simplifies
the complexity of the channel filter banks channelization, in the extraction rate to
the original 2 times and reduces the need for processing data transmission rate.
This method has a better signal real-time processing ability and good application
prospect. Through the simulation experiment, this method proves to have a good
feasibility.

Keywords Polyphase filter � Filter banks � Channelized receiver

7.1 Introduction

Current channelization is usually used in the If or RF. From the existing engi-
neering examples, we often rely on parallel filter banks to realize channel not more
than 6 [1], but through the use of software to achieve the channelized receiver, the
command to deal with the channel is often more than 6 [2]. In this case, if we still
use the traditional parallel multichannel structure, it will inevitably lead to the
receiver hardware platform too large [3], decreased the stability. Due to the limit
of Nyquist sampling theorem, receiver high speed A/D conversion data rate is at
least two times for processing bandwidth, so directly use DSP to process such data
flow is very difficult, we should reduce the data rate. Based on the current DFT
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filter banks and polyphase channelization method, we can temporarily alleviate the
problem [4], because in the actual process, the signal we encountered in general is
real signal. On this premise, this paper combines the real signal frequency spec-
trum characteristics, according to the given channel frequency division scheme,
based on the concept of polyphase filter, derivate and set up a channelized model.
Finally, a simulation system is established, it shows that the scheme is correct
under the simulation.

7.2 Multiple Sub-Band Channelized Model

As we know, the spectrum of real signal is symmetrical, in order to reduce the use
of bandwidth, the real signal channel can be redevided. The spectrum expression is
given as follows:

xk ¼
ffi

k � 2A� 1
4

�

� 2p
A

ð7:1Þ

xk is 0 to K-1 sub-band normalized angular frequency, A is the data extraction
ratio.

After channel partition, we can put the whole frequency band into a plurality of
sections, then move to zero frequency nearby, this can be achieved by low-pass
filter [5]. Because after the shift, the signal is a complex signal, we can extract the
signal of sub-filter 2A times. Combined with the concept of polyphase filter, we
can get new polyphase filter channel structure, allow each subband signal parallel
output. The amount of calculation is reduced to the original One Ath, it also
greatly improves the ability of real time signal processing.

7.3 Polyphase Decomposition of Filter

From the Fig. 7.1 we can get that channelized receiver extraction is after filtering,
so the data retained only the 1/A when A is big enough, the computational effi-
ciency is the main problem of the hardware implementation.

Here we introduce the polyphase decomposition of the filter. We suppose a
lowpass filter transfer function H0 zð Þ, It’s A with polyphase form can be expressed
as

H0 zð Þ ¼
X

A�1

l�0

z�lEl zA
� �

; ð7:2Þ

El zð Þ is the lth polyphase components;
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El zð Þ ¼
X

1

n¼0

el n½ �z�n ¼
X

1

n¼0

h0 lþ nA½ �z�n; 0� l�A� 1 ð7:3Þ

In order to simplify, we use WkA
A ¼ 1 instead of Z can express a moved subfilter

frequency response, then we can get the Kth sub filters corresponding to the
frequency of the A band polyphase decomposition:

Hk zð Þ ¼
X

A�1

l¼0

z�lW�kl
A El zAWkA

A

� �

¼
X

A�1

l¼0

z�lW�kl
A El zA

� �

ð7:4Þ

If WKA
A ¼ 1 is used in the equation, then last expression can be used in matrix

form:

Hk zð Þ ¼ 1 W�k
A W�2k

A � � � W� A�1ð Þk
A

h i

E0 zA
� �

z�1E1 zA
� �

z�2E2 zA
� �

..

.

z� A�1ð ÞEA�1 zA
� �

2

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

5

ð7:5Þ

7.4 Real Signal Completely Polyphase Decomposition
Filtering Banks Channelized Structure

Through the above analysis, because of the introduction of the polyphase
decomposition, we can implement this structure before A times extracted device to
improve the efficiency of the operation. But two times decimation filter is still at
the back of the first level multiplier. So from the hardware implementation point of

2A 

2A

( )nS

( )nhLp

( )nhLp

( )nhLp 2A↓

↓

↓

nje 0ω

nje 1ω

nj Ae 1−ω

( )my2

( )my0

( )my1

Fig. 7.1 Real signal filter
low pass implementation
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view, it will increase the complexity. If some processing makes 2 times decimation
can also work before the first multiplier, it can get more efficient polyphase filter
structure. Here we only analysis from the filter by a branch. By polyphase
decomposition, we can get Fig. 7.2.

Implementation of polyphase filter design steps: first, according to the input
data rate and the actual filter indicator, we can design prototype low-pass filter;
second, calculate the prototype filter orders and coefficients. Finally, use the fol-
lowing formula calculated for each subset of polyphase filter coefficient

hk mð Þ ¼ h m � 2Aþ kð Þ;m ¼ 0; 1; 2; � � � ; ð7:6Þ

The improved structure is mainly used for baseband processing module, the
channelized structure of each branch has an alternate symbol converter, and it can
be collected after the data alternation symbol, achieved after the fixed-point data
bitwise which can save a large number of multipliers.

7.5 Complexity Analysis

In order to illustrate the effectiveness of this method better, we aim at the existing
methods of contrast complexity analysis. Firstly, we suppose the entire filter banks
cost function for M, which the output of each channel is a data by multiplication
times, then, direct to achieve a uniform filter banks complexity cost function

M ¼ 4A2K
Df þ 4A2. The expression of A is for channel partition number, Df is the
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Fig. 7.2 Real signals completely polyphase decomposition filter banks structure diagram
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prototype filter transition bandwidth, and because the transition bandwidth digital
filters and filter order inversely, here we make K as the filter order and transition
bandwidth reciprocal correspondence factor, while using the traditional multiphase
filter banks cost function: M1 ¼ A log2 Aþ 4K

Df þ 8A. According to the above

analysis, the structure of the cost function: M ¼ A log2 Aþ K
Df þ 7A. In this paper,

by comparing the new design structure, the computational complexity significantly
lower, so it is more suitable for hardware implementation.

7.6 Simulation Results

According to the above analysis, we can establish a 32 channel analog system.
Samples of the input signal frequency FS is 1, Samples are 8192, normalized
bandwidth is 0.5, the prototype filter design using MATLAB FIRPMORD and
FIRPM function determined by the FIR filter, order number is 1024, these
parameters are used to determine the future of simulation experiments. At first, we
produce a raised cosine pulse, and then it is modulated separately to each channel.
In order to analyze conveniently, here we simplify the processing. The raised
cosine pulse signal is modulated into four signals,then added to form the multi-
phase filter banks input signal, a four modulated signal normalized frequencies are
0.0625, 0.125, 0.1875, 0.25, through the real signal channel division we find that
they should be observed in 9th, 11th, 13th, 15th channel. The experimental results
are shown below: (Fig. 7.3).

Fig. 7.3 Output waveform
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We can find from the figure, the design of structure function is correct, if not
simplified, the processing in accordance with 32 channels, each channel outputs
much data. Direct to achieve a uniform filter banks need the number multiplication

M1 ¼ 4A2K
Df þ 4 � A2 ¼ 135168 Real signal polyphase filter banks need the number

of multiplication M2 ¼ A log2 Aþ 4K
Df þ 8A ¼ 4512.

The design of multiphase filter banks need for multiplication times
M ¼ A log2 Aþ K

Df þ 7A ¼ 1408. From the calculation amount, it is just real signal

multiphase filter banks 1/3 only, so, this design structure is more convenient for
hardware implementation.

7.7 Conclusion

In this paper, through theoretical analysis and simulation experiments, researchers
present a signal complete decomposition of the polyphase filters channelized
method. It has lower computational complexity and higher efficiency, also greatly
reduces the complexity. It will be widely used in the sub-band separation system.
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Chapter 8
An Approach for Large Scale Retrieval
Using Peer-to-Peer Network Based
on Interest Community

Shuang Feng, Shouxun Liu and Yongbin Wang

Abstract Conventional multimedia information retrieval systems use a central
system to store and index multimedia data. Inherent limitations of such a central
approach surface many problems, such as insufficient bandwidth, server over-
loading and failures. In order to retain the original system and control the cost, the
paper shares the access pressure of central servers by constructing a peer-to-peer
network based on interests. A user’s interest is computed by mining this user’s
search behaviour periodically. Then researcher form a peer-to-peer network based
on interests by clustering peers with similar interests. Centralized server will push
relevant multimedia information to certain communities on time. By this way, uses
can further clear what they want, and useless retrievals on servers will be
dramatically decreased. The experimental results evaluate the average search path
length of unstructured P2P network, semi-distribution P2P network and the P2P
network based on interest community and demonstrate the efficiency of the
approach.

Keywords Interest community � Peer to peer �Multimedia retrieval � User profile
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8.1 Introduction

With the rapid development of information technology, multimedia applications
have been widely used in people’s daily lives. The need of developing effective
and efficient multimedia information retrieval technologies has been identified in
recent years. Due to the large amount of computational power needed for the
searching and processing of multimedia data, distributed multimedia information
retrieval has attracted researchers’ attentions [1]. But there are still many original
retrieval systems with central servers. As more and more multimedia objects are
collected and the scale of the applications grows, the inherent limitations of such a
central approach surface, such as insufficient bandwidth, server overloading and
failures [2].

The rapid development of P2P technology made it as one of the most disruptive
tools for the construction of large-scale distributed system over Internet. P2P
adopts a distributed and decentralized architecture, and each peer of P2P is equal
and acts as both a server and a client, so P2P removes the drawback of the structure
of central server.

Compared with breadth-first search in the network, retrieval efficiency can be
greatly improved if peers which most probably contain relevant data are visited
first. The assumption is that every peer has its own topics of interest. These
interested topics are the reflection of the interests of the user behind the peer. The
user is also more likely to query multimedia data on the topics that he/she is
interested in. The multimedia information retrieval process can be used to facili-
tate relation establishment between peers in the network. The relevancy judgment
of the results returned made by the querying peer can be seen as an assessment to
the information retrieval performance of their corresponding data sources. In this
way, we model the multimedia information retrieval network as a social network
and propose a multimedia retrieval model based on P2P and a recommendation
system based on interests to decrease the access of central servers.

The remainder of this paper consists of five parts. In Sect. 8.2, related work is
introduced. In Sect. 8.3, an interest-based P2P system architecture is presented.
Section 8.4 describes the calculation of user profile. Section 8.5 shows algorithm
of community evolution. Section 8.6 is the evaluation of our approach. Finally,
conclusions are presented in Sect. 8.7.

8.2 Related Work

To reduce the number of query search messages in the P2P network, many
algorithms propose the concept of groups or clusters in P2P networks [3–5]. The
nodes with more powerful resources (in term of processing power, memory and
bandwidth) are the suitable candidates for the role of server, whereas, less pow-
erful nodes become clients [4]. A new protocol was proposed for building and
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repairing of overlay topologies based on the formation of interest-based superpeers
[5]. An interest-based superpeer algorithm creates groups or societies that have
common interests. A semantic community establishing method based on consid-
eration of semantic similarity degree is proposed, trust degree and active strength,
which improves the structural and resource-located veracity of P2P resource
organization [6]. SOSPNET maintains a superpeer network topology that reflects
the semantic similarity of peers sharing content interests [7]. Superpeers maintain
semantic caches of pointers to files, which are requested by peers with similar
interests. Client peers, on the other hand, dynamically select superpeers offering
the best search performance. There has been work in community construction in
P2P networks [8, 9]. Four sources of self-construction of P2P communities,
namely, ontology matching, attribute similarity, trust, and link analysis were
introduced to form community [8]. In communities for sharing academic papers,
each peer computes its trust in the peers with whom it interacts [9].

8.3 Superpeer Overlay Network

To take full advantage of the client’s ability, we build a P2P overlay network on
internet to alleviate the pressure on servers. Relevant peers are clustered based on
their historical behavior on the retrieval server, called interest community. By this
way, the network is divided into different interest communities. Each of com-
munity elects a superpeer and a backup superpeer, they are responsible for
cooperative management of their own community. IS will sent heartbeat infor-
mation on time so that it knows weather communities work well. SP will also sent
heatbeat information to IS if there have some changes in the community. IS will
push recommendation multimedia information to certain communities on time. By
this way, uses can further clear what they want and useless retrievals on servers
will be dramatically decreased. The Architecture is shown in Fig. 8.1:

There are five entities in our system, they are:

Area0 Area1

Area2

SP

OP
BSP

ISRS

Fig. 8.1 Overall system
architecture of the proposed
scheme
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• RS (Retrieval Server): Store all the information of multimedia materials,
responsible for generating commendation file and responding client requests for
the retrieval.

• IS (Index Server): Create and maintain community information dynamically.
• SP (Superpeer): Each community in P2P overlay network elected a superpeer

based on the capacity of the node dynamically. SP is responsible for getting
commendation file from IS and maintaining its community work well.

• BSP (Backup Superpeer): In order to avoid the problem of single point failure,
SP designated a backup superpeer based on the capability and reputation of
nodes in its community, BSP maintained the community information with SP
cooperatively. When SP can’t serve the community, BSP will take over the
community and start updating mechanism.

• OP (Ordinary Peer): OP can join or exit the retrieval network. Each OP stores
the information of RS, IS and community details such as SP and BSP.

8.4 User Profile Construction

Personalized social search can be achieved by utilizing historical query data from
people in a community with similar interests.

Definition 1 Assuming each multimedia file has a topic and the number of topics
is limited, the similarity of peers is defined as the similarity of a set of weighted
topics.

SimðP1;P2Þ ¼ Simð\Ti; ki [ ;\Tj; kj [ Þ; i ¼ 1; 2; . . .. . .m; j ¼ 1; 2; . . .. . .n

¼
X

n

j¼1

X

m

i¼1

SimðTi; TjÞ � ðki; kjÞ ð8:1Þ

where Pi is the peer, Ti is the topic, ki is the weight of Ti, it can be calculated as
follows:

ki ¼
Ni

Pn
j¼1 Nj

ð8:2Þ

where Ni is the number files belongs to Ti among all the files.
Many methods have been developed to measure the similarity of concepts. Our

content summary of a peer is calculated based on the method proposed by Yuhua
Li et al. [10], as follows:

SimðTi; TjÞ ¼ f1ðlÞf2ðhÞ ¼ e�a � e
bh � e�bh

ebh þ e�bh
ð8:3Þ
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where l is the shortest path length between topics, h is the depth of subsumer in the
hierarchy semantic nets, a and b are parameters scaling the contribution of shortest
path length and depth, respectively.

8.5 Algorithm of Interest-Based Community Evolution

The algorithm, which is used to build the relationship between interest-based
superpeer and clients, is shown in the Fig. 8.2. When the user searches multimedia
on central servers for the first time, user’s interaction will be recorded. By ana-
lyzing these, we can calculate the user’s profile Pi. According to Pi, IS will sort all
the communities through formula (3), mentioned in user profile construction.
Compared Pi with SP0, if there is no change, it means community SP0 is still the
most suitable one for Pi. Otherwise, we select SPj where SPj is most suitable for
Pi. Pi asks for joining community SPj. If it is OK, the community SPj will check if
Pi is able to be new SP according to its capacity. If so, both the community and IS
status will be updated. If Pi can’t join SPj due to connection problems, IS will
choose another SP for Pi until SP is NULL. If SP is NULL, a new community will
be created.

FormCommunity ()
{

ip =CalUserProfile ();

SP = Sort Community ( ip );

if (!CompareComm( ip , 0SP ))

{

while ( SP !=NULL)
{

select jSP where jSP is most suitable for ip ;

if ( !JoinComm( ip , jSP ))

{ SP = SP - jSP ; continue ;}

else
{

if ( CanBeSP( ip ))

{UpdateComm (); UpdateIS () ;}
UpdateSP ();

}  
}
FormNewComm();

}

Fig. 8.2 Algorithm of
interest-based community
evolution
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When the system extends, the retrieval server must adjust two parameters, Kmax

(the max number of communities) and Nmax (the max number of peers in a
community). By merging or partitioning the communities, the communities can be
adjusted dynamically, so that the scale of communities is average and each peer is
connected to the community with common interests. The RS can control the
network scale and the communities’ partition, and enhance the controllability and
availability of P2P overlay network.

8.6 Evaluations

We use P2PSIM as our evaluation tool. P2PSIM is a P2P simulation on Linux
which can simulate kademlia, chord for P2P, and can simulate more P2P protocols
by extending protocols and verify their functionalities. In our experiments, we
generated 128, 256, 521, 1024, 2048 ordinary peers separately. Then we assigned
ten queries to each peer randomly. Based on these queries, the similarity of each
peer can be calculated according to formula (3). We also assume that peers with
common interests share similar files. The max number of peers in each community
is 50. Then we set a value to each peer that represents the capacity of the peer.
Superpeer and Backup Superpeer are elected based on the capacity. All the results
are the average value of five separated experiments. Figure 8.3 shows the average
search path length of unstructured P2P network using flooding algorithm, tradi-
tional semi-distribution P2P network and P2P network based on interest com-
munity. From the figure, we can find out that the average search path length of our
approach was dramatically decreased.

Fig. 8.3 The average search length of three kinds of P2P networks
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8.7 Conclusion

High-load and high-concurrency ask for a very high capacity of server. In this
paper, authors proposed an approach for large scale retrieval by using peer-to-peer
network based on interest community. Social information is acquired from a social
network service application. Members in a community share certain interests.
Communities are under the control of superpeers and backup superpeers. The
central server will send relevant recommendation information to communities so
that the users can further clear what they want and reduce useless retrieval
dramatically.
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Chapter 9
A RouterUpdate Method for Tor
Anonymous Communication System

Tianbo Lu, Bing Xu, Shixian Du, Lingling Zhao
and Xiaomeng Zhang

Abstract Among all the anonymous communication systems, Onion Routing is
most widely used. Tor affords users with anonymous service in communication. It
can be used in running anonymous web browsing and announcement, real-time
communications, IRC, SSH and other TCP applications. After analyzing the
source code of the Tor system, this paper introduced the network layout, working
flow, the RouterUpdate method of establishing a virtual circuit and data sending or
receiving in Tor system. The method helps Tor client using the relay nodes which
have been stored to connect the internet of Tor without connecting the list server.
Then the paper introduced a method to help the Tor client using all the applications
whether or not using the SOCKS.

Keywords Anonymous communication � Onion routing � Tor � SOCKS �
Directory server

9.1 Introduction

Information vulnerabilities gradually become a security hidden danger to people’s
life in net. Anonymous communication is an effective method to guard users’
privacy, which can protect bilateral identities and communication relations from
being obtained by attackers.

Based on MIX [1], an idea of multiple step objective route, transmitting data via
many middle nodes is proposed. Onion routing is an efficient method in anony-
mous communication [2–4]. Tor, a second generation of onion routing, has been
widely used [5–10]. Tor is used to keep watch on flow filter and sniff analysis,
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making communication in overlay network composed of onion routers, and to
realize anonymous external links, anonymous hide and so on. As Tor is a network
of virtual passageways, it makes an anonymous foundation of a series of appli-
cation. So people can share information in public networks without caring privacy
may be violated. As Tor disperses user flow to many different places in internet,
there is no single point that links a user and his destination. In this way, Tor helps
decline risk of simple and high-level flow analysis.

The paper is organized as follows. Section 9.1 gives an overview of Tor.
Section 9.2 presents the overall structure and the primary flow. Section 9.3 mainly
shows the design and related algorithms of store routing nodes. Section 9.4
introduces the design and application about rewriting network function.

9.2 Overall Architecture

The procedure to build a virtual circuit is shown in [4]. Based on the introduction,
let us make a summary of a primary Tor process.

In an anonymous system, the user who wants to hide his identity should start
OP process, which is responsible to build communication links and encrypt and
decipher data. It obtains node information from Directory Server and selects one
from the set of Tor nodes to consult secret keys, and last it builds a safe infor-
mation channel with the former node. The building process conforms to short-term
Diffe-Hellman secret key exchange protocol, as well as the TLS which guards the
privacy of information channels and the security of information retransmission
further. Then all data should be transmitted in this channel. Next OP goes on
expanding to other Tor nodes via the built channel and exchanging secret key to
build a multilayer encrypted channel. Data should be encrypted according to the
order of Tor nodes from the later layer to the former one. During the transmission
process, every time encrypted data passes a Tor node, it will be deciphered. It
won’t stop until the data of the last node has been transmitted to the destination. In
the process data goes back from destination, it will be encrypted one time when
passing a Tor node, deciphered when arriving at OP and transmitted to the
application program finally. As each Tor node only has its own encrypting and
deciphering keys, external attackers and Tor cooperators won’t obtain the plaintext
of the communication data only if they could obtain secret key of all nodes in the
route.

9.3 RouterUpdate Method Based on Voting Mechanism

As the available onion router list and the neighboring network information are
obtained from the directory server, when a directory server cannot be connected
for some reason, the Tor OP cannot get node information and it would be difficult
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to connect to Tor network, thus losing the ability for anonymous communication.
This has been the defects of Tor against certain network firewall.

9.3.1 RouterUpdate Method Design

The RouterUpdate (RU) method is divided into several steps.

• The routerlist initialization and load.

Loading part of this method is after the Tor initialization and before read the
network information document on the directory server. After Tor OP sends request
information to the directory server, if it is unable to obtain the document, the
method will automatically select the network and routerlist in the loading docu-
ment. After that, Tor OP can create virtual circuit through the routerlist.

• Analyze and collect the ORs in the current Tor network, dynamically selecting
the optimized OR and adding into the pre-defined global list.

By checking the current storage router node information, the status of the Tor
network relay nodes in the records will be inspected. The Tor relay node with
better efficiency and performance will be elected by screening algorithm of RU
method. Then, the nodes filtered out will be stored in the temporary routerlist.

• The third step is periodically writing a custom OR global list into the hard disk,
and optimizing the store files.

In the main loop of the system, set a timer and counter. When the timer times
out, RU will automatically write data to disk and counter will be plus one. When
the number of writes in counter records is greater than 3, the counter will be
cleared automatically, and store files in the disk will be optimized.

9.3.2 Custom Routerlist Loading

• Loading Point Processing

In the Tor system design, there is a pattern for the load of the routerlist.
A typical loading process occurs in the initialization process, as follows:

(1) The system will try to load the network status recently used. (2) After an
available network status document is obtained, the Tor client will load the OR
indicated in the document into the client’s routerlist after some necessary checks,
and check the available nodes and download the RC of some OR if needed. (3)
After the nodes loaded is the creation of the virtual circuit and the subsequent
operation.
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• Disk Data Reading

Client will access a file with the similar format of the default store file on disk.
The default file name is ‘‘cached-best Routers’’. At this point, the client needs to
define a metadata for store files operation to save the corresponding document, and
to associate the router lists in files and programs. In this example, the client will
define it as:

desc_store_t
fname_base: holds the name of the description file
fname_alt_base: holds the name of the backup file
mmap: point to the file data entry
description: This document textual description
type: the type of document
journal_len: the length of the document log
store_len: the length of the document.

• File Reading

Reading the file occurs during the router list initialization. RU method can
read the file when the routing list is not assigned. The client will connect the
global list and the predefined store file by setting desc_store_t during the ini-
tialization. Note that the initialization of the list and desc_store_t is carried out
simultaneously.

9.3.3 Real-time Data Collection

• Store in the main loop

The Tor client will periodically maintain some everyday events. Every time
unit, Tor will run some detection and maintenance work. Collection of router state
is exactly suitable for periodic operation, so the client will add this feature to
run_scheduled_events with the daily maintenance function. This program will be
called once at intervals of 1 s.

• Collection standards

On the basis of the optimized node located, the client will maintain a
smartlist with MAX_NUM_BESTNODES size to record the ORs which have
the max bandwidth in all ORs, dynamically stores in the temporary router list.
Bandwidth here is the average of known bandwidth and maximum acceptable
bandwidth.
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9.3.4 Writing into Disk

Each time after the collection and analysis of data, and every standard time passed,
it will write standards-compliant nodes to disk.

9.3.5 Optimizing File

Because the client has been writing router information, the store file is bound to
storage repeated even invalid router information. When loaded it will result in the
router list bloated and inefficient. System optimizes the router information every
three time to write, and every time system load the file, and automatically opti-
mizes the routing information.

9.4 Expand Tor SCOKS Agency

Some application programs which do not support SOCKS can’t use the anonymous
service afforded by Tor and other services. The method of ‘‘Extend for Tor’’ (EFT)
in this paper aims to allow those application programs to access the network by
Tor as agency, but won’t alter those programs.

9.4.1 The Design of EFT Method

EFT method can modify dynamically linked libraries by setting the LD_PRE-
LOAD environment variable, so that make it point to custom library of EFT
method. If resetting default dynamically linked libraries at exit, this can run Tor, at
the same time, and can let it automatically load in each progress space of exe-
cutable program.

In the library file, this module rewrite normal connect function and select
function, as the Fig. 9.1 shows.

• About the process of establishing connection

EFT method make an application automatically call connect function which is
defined by module when building TCP connection, so as to submit right of control
to Tor OP, rather than rock-bottom protocol. Later, application can firstly establish
connection with Tor OP, and then establish connection with destination address.
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• About the process of data transmission

This method can make rewritten select function inform Tor OP at first and
submit the right of control to Tor when the state of data flow which is concerned
with Tor system, instead of previous SOCKS. So the data flow is forced to go
through Tor OP.

9.4.2 The Implementation Process of EFT Method

• Set range of application of Tor OP

Tor client need to be able to distinguish local network from external network.
User can declare local address gateway and external address gateway by himself.
By default, local address is localhost, others are external address. In addition, User
can also declare corresponding address to use Tor OP by himself. And we can
declare it in the file of PROXYconfig (Fig. 9.2).
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• Data sending and receiving

The basic strategy of data sending is shown in the above figure. Tor OP plays a
role in connecting the sender and receiver.

Under the request of receiving data, if client may use the disposal way of no
blocking, in turn, the module should rewrite select function.

• About select function

It will achieve the monitoring of related SOCKET. When SOCKET need to
read and write, module will know it by its defined select function and submit the
message to the corresponding function to deal with. Notice that data firstly send to
the Tor OP, then according to the destination address, Tor OP send it through
virtual circuit.

9.5 Conclusion

Based on the study of source code of Tor system, the article analyzes anonymous
communication system of Tor and its principle and introduces the design and
application about rewriting network function. As it is difficult for Tor users to do
further work in the condition that it could not be connected to Directory Server,
this paper suggests collecting network data in User and sponsoring the connection
project autonomously. However, there are still some points to be improved, such
as information collection of User, collection algorithm and security of Tor system.
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Chapter 10
Management of Construction Schedules
Based on Building Information Modeling
Technology

Lianying Zhang, Xiang Zhang and Teng Ma

Abstract As construction projects becoming increasingly large and complex, the
traditional methods of schedule management largely undermine the improvement
of management level. However, the integration of Building Information Modeling
(BIM) and scheduling information can help maintain control of scheduling goals
and enhance project performance. This paper proposes a BIM-based construction
schedule management framework and establishes a model to integrate scheduling
information in life cycle. Moreover, information retrieval and integration and core
supports for realizing the model are also examined. The study extends the existing
research of construction schedule management, and can be used as guidance for
BIM-based schedule management practice.

Keywords BIM �Construction management � Schedule management � Scheduling
information management model

10.1 Introduction

The traditional methods of construction schedule management have several
problems that hamper the collaboration between project participants and the
maintenance of project schedules. These problems include dispersed and inaccu-
rate project information, inefficiency of rearranging the schedules and low-level
visualization of the schedule management system [1]. Moreover, as construction
projects becoming increasingly large and complex, the industry demands for more
efficient schedule management system that facilitates successful accomplishment
of projects at a minimum waste of resources. Many previous studies recommend
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that Building Information Modeling (BIM) technology can be used as an efficient
tool of providing visual information such as design parameters, project data and
3D model [2]. Yet, the studies regarding integration of project schedule to BIM
model fail to view the system in the perspective of project life cycle. Therefore,
this paper aims to propose a BIM-based schedule management system that con-
siders life cycle of project. In addition, information retrieval and integration in
BIM-based schedule planning and the core supports for BIM-based schedule
management are also discussed in the paper.

10.2 BIM and BIM-Based Scheduling

According to Eastman et al. (2008), BIM is a process that define objects para-
metrically, and when related object changes the parameters also changes in
accordance with the rules embedded in them [2]. And Kymmell (2008) defines
BIM as a project and process simulation that allows making adaptations of the
simulation parameters in a virtual environment that contains all the information
required [3].

A number of studies indicate that BIM can considerably boost construction
performance. Suermann (2009)’s research indicates that the implementation of
BIM can substantially improve management of project schedule and quality [4].
Zuppa et al. (2009) also suggest the positive impact of BIM on project’s schedule,
quality, and cost [5]. Aslani and Chiarelli (2009) describe the advantages and
beneficial of BIM, and they emphasize that for contractors, BIM facilitate tracking
and managing changes, preparing for schedules and estimates [6]. Korman et al.
(2008) conduct case studies to show that effectively using BIM requires integrating
extra knowledge rather than resolving physical problems [7].

Regarding the integration of construction scheduling to BIM, many different
approaches are found in previous academic studies and industry practices [8–12].
Ospina-Alvarado and Castro-Lacouture (2010) find that the existing literature with
respect to the use BIM for scheduling purposes can be classified into ‘‘use of the
model to generate the schedule as part of BIM’’ and ‘‘Link of the model to an
external schedule for visualization’’ [13]. Other researches explore how to realize
BIM-based 4D management model, especially integrate schedule information to
BIM. Tse et al. (2005) propose a method to model objects and interfaces in BIM
[14]. Fu et al. (2006) research on integrating information such schedule, cost,
project, risk and energy saving, and provide a blueprint of the development of nD
models in the future [15]. Zhang and Wang (2003) develop a 4D-MCPRU project
management system, and realize the link between AutoCAD and Microsoft Project
scheduling in both directions [16]. Nepal et al. (2009) propose several approaches
for querying information from IFC-based BIM model [17]. Weise et al. (2009)
develop a 4D simulation package called ‘‘scheduling assistant’’ which allows to
import complete IFC models regarding 4D information, and apply it to Microsoft
Project as a plug-in using IFC-interface [18].
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10.3 BIM-Based Schedule Management System

10.3.1 The Establishment of BIM-Based Schedule
Management System Framework

The management and control of schedule is one of the essential works of entire
construction project management. The traditional schedule management system
mainly relies on manual operation. The main problems exist in this system are: the
overall system design concept is vague; the scheduling information is poor in
visualization, availability, timeliness and accuracy; and unfavorable to system self-
organization and self-running. This paper propose using Autodesk Revit to acquire
available data to establish the BIM-based schedule management system in a pat-
tern of ‘Model-View-Controller’ [19], as shown in Fig. 10.1.

Realization of Model layer: using Autodesk Revit to build 3D BIM, and export
the graphics data in the model to DWG format graphics files. Then, Autodesk
Revit and API are used to assist secondary development to export property data of
the 3D model to a SQL Server database, and connect the graphic data and the
property data one-on-one through producing distinctive building components ID.
Meanwhile, independent construction schedule setting modules are developed to
store construction scheduling data stored in the SQL Server database.

Realization of View layer: Displaying construction schedules based on
Autodesk DWG Design Review, and display specific information of building
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Fig. 10.1 BIM-based project schedule management system
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component through property sheet control, for example, components’ ID, start and
finish times, materials, quantities and construction plans and specifications.

Realization of Controller layer: Development of independent construction
schedule control modules and control current duration. Then compare start and
finish times of every building component, and judge whether the setting compo-
nent should be displayed. To control display or hidden state of every components
and send messages to the View layer.

When construction scheduling information has been input into the 3D BIM,
property information of a building component in the graphic module of Autodesk
Revit will be obtained such as duration, labor, and resources. If one building
component is selected in the View window, the graph of the component will be
highlighted, and corresponding property bar in building component properties
toolbar will also be highlighted, therefore construction procedure of the compo-
nent are easy to be controlled. And if construction schedules are found to be
different with the expectations, we can adjust the durations of related objects and
current construction state, the system will automatically update the database,
and refresh the 4D model, and it is convenient to check the current duration and
schedule, and facilitate construction management.

10.3.2 BIM-Based Scheduling Information
Management System

The establishment of basic framework provides architectural support for BIM-
based schedule management system, yet in order to effectively implement it into
construction schedule plan and daily activities, a powerful scheduling information
management system is required.

The management of construction project information involves many partici-
pants, such as owner, designer, contractor, supplier, operator, government, and
financial institution. There are huge amount of information, and the exchange of
information are complicated, and the traditional way of information management
is low efficient and arrange in disorder. To transfer construction scheduling
information between all participants smoothly, and to be available for management
departments, a project integrated control system must be built. This system is
BIM-based platform, and it views project activities as basic objects based on
computer network, and construct scheduling information processing platform that
is under collaboratively management and control. Thus, the scheduling informa-
tion can be shared and collaboratively managed across different departments,
corporations and areas. So the key to construct BIM-based schedule management
system model is to change the traditional way of information transformation and
sharing, and integrate scheduling information of different project phases and
participants effectively in the purpose of realizing the project information man-
agement in full life cycle.
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To establish the BIM-based schedule management system, the difficulties are
the creation, management, and sharing of BIM information. Currently, the main
method to store BIM information to build data storage center based on IFC
standards, and allow visit and revise of distributed, heterogeneous application
systems to realize information integration.

This paper proposes creating BIM-based information management model in all
project phrases by using information sub-models as kernels. The basic principle of
the idea is to create information sub-models in all project phase, i.e. project
planning phase, project design phase, construction phase, operation phase, in
according to the need of the project management. Every information sub-model
evolves automatically, and can retrieve, extend, and integrate data from the sub-
model of previous phrase, and then create the sub-model of the present phrase.
As the project continues, scheduling information model in full life cycle is created,
as shown in Fig. 10.2.

From the project planning phase to the project design phase, then to the
construction phase and operation phase, the project schedule is integrated step-by-
step, and in the end, the complete project schedule is formed. In every project
phase, the system will define information exchange model of the specific
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application in that phase, and realize data integration and sharing by retrieving and
integrating information sub-models.

10.3.3 Information Retrieval and Integration in BIM-Based
Schedule Planning

The data in construction project schedule reflects durations of building objects and
their overlapping relationships, and describe the state of the 3D model. For project
schedule management, that data is the base of the 4D construction information
model. Therefore, the organization and management of construction schedule data
is one of the important steps of BIM information management system.

Construction site management is a complex and dynamic process with many
unexpected changes, which contains huge amount of data of different kinds. And
as the progress of the project, the amount of data is continuously accumulated, so
high demand is required to manage those data in BIM information management
system. Moreover, construction project is a complex system of high integration,
and it involves different departments, types of work, resources, labor. Although the
sources of data are complicated, every participant needs to obtain and share these
data. After considering the above factors, we propose using SQL Server to store
and retrieve schedule management information in database.

Data transfer and function calls between schedule and SQL Server database are
programming by C language. In the process of project implementation, schedule
data are collected, they are entered into Microsoft Project that automatically track
the progress of project, and obtain usage information about schedule, resources
and cost. The follow-up task duration, material, and labor are adjusted according to
the situation at that time, and the updated schedule will feedback to the database of
SQL Server.

10.3.4 Core Supports for BIM-Based Schedule Management

Software and basic technology that are used to load scheduling information in BIM
model include: Autodesk Revit (3D Architecture, Structure and MEP modeling
tool), Microsoft Project (project schedule planning tool), SQL Server (key
development technologies for realizing schedule management system), IFC stan-
dard (realizing BIM data exchange and sharing).

In this paper, we propose using Microsoft Project to create project schedule
management file. Project scheduling information are stored in database of SQL
Server by using C language programming and API of Microsoft Project, and at the
same time, scheduling information of standard file format in SQL Server are
imported to Autodesk Revit by using API of Autodesk Revit. Moreover, BIM sub-
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models data are imported to Autodesk Revit in IFC file format, and their property
information are loaded to the schedule response nodes, so that BIM-based 4D
project schedule model is established, as shown in Fig. 10.3.

10.4 Conclusion

Previous researches about project schedule and BIM model integration are unable
to view the system in the perspective of project life cycle. This paper proposes
using a BIM-based schedule management model that considers life cycle of pro-
ject. Researchers try to establish BIM-based schedule management system
framework by using a ‘Model-View-Controller’ pattern. It is the extension of the
current research of using BIM for scheduling purposes. However, the real appli-
cation of the model still needs to be further studied.

The application of BIM-based schedule management demonstrates its unique
advantages and benefits, and it can substantially improve traditional schedule
management methods. Although the application of BIM technologies in China has
just started, its application is bound to have a profound impact on the construction
industry.
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Chapter 11
P-Hub Airline Network Design
Incorporating Interaction Between Elastic
Demand and Network Structure

Lie Han and Ning Zhang

Abstract This paper innovates the p-hub airline network median design method.
Researchers present a new mathematical programming model, which incorporates
the interaction between elastic demand in air passenger market and airline network
structure. The model optimizes both the ticket prices and the profit of airline
company, and subsequently determines the passenger volume influenced by dif-
ferent network structure. The effectiveness and practicability of the model are
demonstrated by a realistic example of Chinese airline network which includes 15
major airports. Numerical analysis result indicates that hub locations tend to select
the airports which have bigger passenger volume.

Keywords Traffic planning � Hub-and-spoke network � Elastic demand � Profit
maximization

11.1 Introduction

The hub-and-spoke (HS) airline network, which includes hub and non-hub airports
simultaneously, has already become major operational mode in mature aviation
markets of developed countries. Hubs are special facilities that serve as switching,
transshipment and sorting. When we design a HS airline network, we need to
choose a fixed number P hub from all airports and allocate the remaining airports
to these hubs. This design problem is known as p-hub median problem. The
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research of p-hub began with the pioneering work of O’Kelly, which gave a
programming formulation of the single allocation p-hub median problem [1].
Campbell formulated the multiple allocation p-hub median problems firstly as a
linear integer programming [2]. Skorin-Kapov et al. demonstrated that the LP
relaxation of Campbell formulation leads to highly fractional solutions [3].
Mingguo Bai et al. developed an appropriate attribute index system to select spare
hubs, and then applied the shortest path algorithm to design the HS network of
fifteen Chinese airports [4]. Carello et al. investigated the cost of installing routes
on the edge [5]. Yaman studied a problem which she named the uncapacitated hub
location problem with modular arc capacities [6]. Yaman et al. investigated the
capacitated version of problem, which the capacity of a hub is defined as the
amount of traffic passing through the hubs [7].

These researches all attempted to find the best network design which has
minimal total cost, based on the hypothesis that the volume of travelers were fixed.
They have not considered that HS networks are absolutely different from tradi-
tional point-to-point (PP) networks in the transportation cost, flying routes, travel
time and route distance. These differences will certainly affect the amount of
travelers, which contradicts with the hypothesis of fixed number of travelers. For
the reason to remedy this critical drawback, an original mathematic optimization
model of p-hub median problem has been developed in this paper, which considers
the interaction between elastic demand and network structure. The effectiveness
and practicability of this model is proved by an example constructing a HS airline
network containing 15 major airports in China.

11.2 Basic Assumptions of Airline Markets

In the airline market, every O-D pair is an independent submarket. The amount of
travelers are dependent on the total travel cost including ticket price and travel
time cost. Without loss of generality, we assume that the amount of travelers can
be calculated by

qij ¼ hij þ kij pij þ tij

ffi �

; ð11:1Þ

where qij is the amount of travelers in the submarket between airport i and j (ij
submarket). kij is the elastic demand coefficient, and kij\0. hij is the number of
possible customers in ij submarket. pij is the ticket price between airport i and j; tij

is the travel time cost. Let pij denote the profit of airline company in ij submarket,
which can be expressed by

pij ¼ pij � doij

ffi �

qij; ð11:2Þ

where dij is the straight distance between airport i and j: Because the cost of
transporting, a single traveler is correlative with the length of travel route. So dij
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can measure the cost of transporting a single traveler. And pij is measured by unit

of length, either. When tij þ cij� � hij

kij
in ij submarket, the airline company cannot

obtain any profit from this submarket, and they will abandon this submarket. In
this case, pij ¼ pij ¼ qij ¼ 0:

11.3 Parameters of the Point-to-point Airline Network

We use superscript 0 to denote PP network. The time cost in PP network t0
ij can be

expressed by

t0
ij ¼ cdij; ð11:3Þ

where c is the translation coefficient between time cost and travel length. If there
are some travelers in ij submarket, namely q0

ij [ 0; then substituting Eqs. (11.1),
(11.3) into Eq. (11.2) yields

p0
ij ¼ p0

ij � dij

� �

hij þ kij pp0
ij þ cdij

� �� �

; ð11:4Þ

Solving the maximization of Eq. (11.4) with variable p0
ij, i.e., the first-order con-

dition op0
ij=op0

ij ¼ 0, yields that when the profit reaches its peak value, we have

p0
ij ¼ dij �

q0
ij

kij
; ð11:5Þ

And substituting Eq. (11.5) into Eq. (11.2), the maximal profit for the airline
company is

p0
ij ¼ �

1
kij
ðq0

ijÞ
2; ð11:6Þ

In the case of travel demand in ij submarket q0
ij ¼ 0, we can simply assume that

there is not any potential customers in this submarket, i.e. hij ¼ 0. Substituting
Eqs. (11.5), (11.6) into Eq. (11.4) and rewriting the equation, parameter hij can be
expressed by

hij ¼
2q0

ij � kijðcþ 1Þdij; if q0
ij [ 0;

0; if q0
ij ¼ 0;

(

ð11:7Þ

.
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The total profit of whole PP airline network p0 can be calculated by

p0 ¼
X

i

X

j

p0
ij ¼ �

X

i

X

j

1
kij
ðq0

ijÞ
2; ð11:8Þ

11.4 Parameters of the Hub-and-Spoke Airline Network

We use superscript 1 to denote HS networks and we adopt the strict uncapacitated
multiple allocation HS network structure. There are n airports in which the set of
origins, destinations and potential hub locations are identified.

Because the HS network concentrates the traveler flow through the hubs, which
generates the economy of scale, there are the cost discounts in HS network.
að0\a� 1Þ is the discount factor between hubs, and bða� b� 1Þ is the discount
factor between non-hub and hub. As general setting of p-hub research, a and b are
known as parameters. The transportation cost in HS networks is

c1
ijkm ¼ bdik þ adkm þ bdmj ð11:9Þ

The time cost of each traveler in HS networks is

t1
ijkm ¼ c dik þ dkm þ dmj

ffi �

ð11:10Þ

In the HS networks, travelers of ij submarket transship at hub k and m. Combining
Eqs. (11.1), (11.2), the airline company’s profit in the ij submarket p1

ijkm is
expressed by

p1
ijkm ¼ p1

ijkm � c1
ijkm

� �

q1
ijkm ¼ p1

ijkm � c1
ijkm

� �

hij þ kij p1
ijkm þ t1

ijkm

� �� �

; ð11:11Þ

Solving the maximization of Eq. (11.11) with variable p1
ijkm, i.e., the first-order

condition op1
ijkm=op1

ijkm ¼ 0, we obtains that when the profit reaches its peak value,
the ticket prices are calculated by

p1
ijkm ¼

�
hij

2kij
� 1

2
t1
ijkm þ

1
2

c1
ijkm; if c1

ijkm þ t1
ijkm\� hij

kij

0; if c1
ijkm þ t1

ijkm� �
hij

kij

8

>

>

>

<

>

>

>

:

ð11:12Þ

Substituting Eqs. (11.9), (11.10), (11.12) into Eq. (11.1) yields that the amount
of travelers is calculated by

q1
ijkm ¼

hij

2
þ kij

2
t1
ijkm þ

kij

2
c1

ijkm; if c1
ijkm þ t1

ijkm\� hij

kij

0; if c1
ijkm þ t1

ijkm� �
hij

kij

8

>

>

<

>

>

:

ð11:13Þ
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11.5 Model and Numerical Example

On the basis of above analysis, we provide our mathematic optimization model for
designing the HS network:

max p1 ¼
X

i2N

X

j2N

X

k2N

X

m2N

Xijkm p1
ijkm � c1

ijkm

� �

q1
ijkm; ð11:14Þ

s:t:
X

k2N

Hk ¼ P; ð11:15Þ

X

k2N

X

m2N

Xijkm ¼ 1; 8i; j 2 N; ð11:16Þ

Xijkm�Hk; 8i; j; k;m 2 N; ð11:17Þ

Xijkm�Hm; 8i; j; k;m 2 N; ð11:18Þ

Hk 2 f0; 1g; 8k 2 N; ð11:19Þ

Xijkm 2 f0; 1g; 8i; j; k;m 2 N: ð11:20Þ

where N ¼ 1; 2; 3; . . .; nf g, is the set of all n airports in the airline network.
p1

ijkm; c
1
ijkm; q

1
ijkm in Eq. (11.14) are calculated by Eqs. (11.9), (11.10), (11.12),

(11.13). Hk is a 0� 1 variable, when node k is a hub airport, Hk ¼ 1, otherwise
Hk ¼ 0.Xijkm is a 0� 1 variable, when the flying route from node i to node j need
to transship at hub k and m, Xijkm ¼ 1, otherwise Xijkm ¼ 0. According to the
features of the air passenger transportation, we limit that transshipment times are
less than or equal to 2.

The objective function (11.14) is the total profit of the HS network. Constraint
(15) ensures the number of hubs is P. Constraint (11.16) ensures that there is only
one flying route between airport i and j. Constraint (11.17) and (11.18) ensure all
flying routes transship at hubs only. Constraint (11.19), (11.20) are 0-1 variable
constraints.

To prove the effectiveness and practicability of this optimization model, we select
15 Chinese airports to design the HS airline network. The set of airports is quoted
from the Ref. [4], which is (1) Beijing, (2) Shanghai, (3) Shenyang, (4) Zhengzhou,
(5) Xi’an, (6) Wulumuqi, (7) Nanjing, (8) Hangzhou, (9) Changsha, (10) Wuhan,
(11) Chengdu, (12) Guangzhou, ( 13) Haikou, (14) Kunming, (15) Xiamen. The
model (11.14)–(11.20) is a NP-hard problem. We adopt the software GAMS to solve
the model directly. The initial data of the traveler volume in point-to-point network
q0

ij and straight distances of each O–D pair dij is quoted from the Ref. [8]. We report
the calculation results in Table 11.1.

We calculated several sets of results under a series of parameters to analyze the
influence of different parameters. By observing the calculation results in
Table 11.1, several principles are obviously revealed. Firstly, when parameter kij
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Table 11.1 The calculation results

P a b c 8kij Hub airports p0

(108 yuan)
p1

(108 yuan)
p1=p0 (%)

1 0.8 0.9 0.1 -0.1 10 2611.87 2205.86 84.46
2 0.8 0.9 0.1 -0.1 1,9 2611.87 2518.97 96.44
3 0.8 0.9 0.1 -0.1 1,2,12 2611.87 2640.04 101.08
4 0.8 0.9 0.1 -0.1 1,8,11,12 2611.87 2781.12 106.48
5 0.8 0.9 0.1 -0.1 1,2,10,11,12 2611.87 2834.18 108.51
6 0.3 0.4 0.1 -0.1 10 2611.87 3598.85 137.79
7 0.3 0.4 0.1 -0.1 1,9 2611.87 3825.23 146.46
8 0.3 0.4 0.1 -0.1 1,4,12 2611.87 3876.71 148.43
9 0.3 0.4 0.1 -0.1 1,7,11,12 2611.87 4056.01 155.29
10 0.3 0.4 0.1 -0.1 1,2,10,11,12 2611.87 4112.73 157.46
11 0.8 0.9 0.1 -0.5 1 522.37 413.60 79.18
12 0.8 0.9 0.1 -0.5 1,12 522.37 580.54 111.14
13 0.8 0.9 0.1 -0.5 1,2,12 522.37 687.32 131.58
14 0.8 0.9 0.1 -0.5 1,2,11,12 522.37 759.59 145.41
15 0.8 0.9 0.1 -0.5 1,2,11,12,15 522.37 785.27 150.33

Fig. 11.1 The hub-and-spoke airline network of 15 Chinese cities
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increases, namely, the elasticity of demand intensifies, the hubs tend to select the
airports which have bigger amount of travelers. Because in this case, travelers are
more sensitive to total cost. The hubs with more travelers may save more trans-
portation costs. Secondly, when the elasticity of demand intensifies, the profit of
HS network is remarkably bigger than PP network. Finally, when the discount
factors become small, namely, the economy of scale becomes more obvious, the
hubs tend to select the airports which positions are closer to geographic center of
gravity. And reduced discount factor results in less total transport cost.

On the basis of calculation results, the best structure of airline network can be
obtained. Figure 11.1 shows the design of Chinese airline network by above
method with P ¼ 5; a ¼ 0:3; b ¼ 0:4; 8kij ¼ �0:1; c ¼ 0:1. In this case, hubs are
Beijing, Shanghai, Wuhan, Chengdu and Guangzhou.

11.6 Conclusion

Although HS airline networks take advantage of economies of scale and scope,
foster hub airports, optimize resource of aviation industry, HS airline networks can
also influence the transportation cost, flying routes and travel time, and further
influence the airline company’s profit and customer demand. When airline com-
panies construct their hub-and-spoke networks, they must trade off various factors
for maximizing the net profit.

This paper merges operational behavior of airline company and p-hub median
problem together, presents a effective design method of HS network, which not
only accords with the real environment, but also reflects the process of decision
making. By applying 15 Chinese airports, researchers construct a HS airline net-
work, which can provide reference for Chinese aeronautic transportation planning.

Acknowledgments This research is supported by the National Natural Science Foundation of
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Chapter 12
Aggregation Operators of Interval Grey
Numbers and Their Use in Grey
Multi-Attribute Decision-Making

Honghua Wu and Yong Mu

Abstract In this paper, authors propose a fast and efficient ranking method for
interval grey numbers based on the idea of mean value and mean square deviation
in statistics. If the degree of greyness of grey number is very small, the interval
grey number is then big when the kernels of the interval grey numbers are equals.
Authors extend data information weighted arithmetic averaging (WAA) operator,
ordered weighted averaging (OWA) operator and hybrid weighted averaging
operator (HWA) operator, meanwhile they propose interval grey numbers WAA
operator, interval grey numbers OWA operator, and interval grey numbers HWA
operator. According to these operators, authors develop an approach to solve grey
multi-attribute multi-person decision-making problems, in which the attributive
weights are completely known and the attributor values are interval grey numbers.
Finally, an illustrative example is given.

Keywords Grey multi-attribute decision making � Interval grey number �
Ranking method � Aggregation operators of interval grey numbers

12.1 Introduction

In 1982, Deng Julong proposed the theory of gray system [1], which has been
widely used in modern society and various fields [2, 3]. In theory of gray system,
the most basic element is interval grey number, and then the operation and ranking
on interval grey number have long been touted [4–9]. At present, the research of
interval grey number is mainly on the interval grey number operation axiom,
algorithms and new grey algebraic system, while its application research is less
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involved. With the deepening of the research on the gray system theory and the
expansion of its application scope, effective aggregation operators of interval grey
numbers is becoming more and more important. It is necessary to discuss this
problem because it cannot meet the actual need merely relying on the grey number
basic algorithms.

Data information aggregation operator is an important research content in the
modern information science and decision science, which has been widely used in
decision analysis, fuzzy control, artificial intelligence, expert system, database
system etc. [10–12]. WAA operator and OWA operator [13] are two kinds of
common data information aggregation operators. The main difference between
WAA operator and OWA operator is that the former weights on each data and then
aggregates on the weighted data, while the later ranks the set of data first, and then
weights and aggregates, whose weight is only based on the corresponding position.
Because of the one-sidedness of WAA operator and OWA operator, Xu Zeshui
proposed hybrid weighted averaging operator (HWA) [14] in 2003, which can not
only take the importance degree of each data into consideration, but it can also
reflect the data location importance degree. However, these operators are applied
only to data and information with real expression conditions.

This paper is organized as follows: in Sect. 12.2, we propose a fast and efficient
ranking method of interval grey numbers based on the ideal of mean value and
mean square deviation in statistics. In Sect. 12.3, we extend data information
WAA operator, OWA operator and HWA operator, meanwhile we propose
interval grey numbers WAA operator, interval grey numbers OWA operator,
interval grey numbers HWA operator. In Sect. 12.4, we develop an approach to
solve grey multi-attribute multi-person decision–making problems. Finally, an
illustrative example is given to demonstrate the feasibility and superiority for our
ranking method and our approach in Sect. 12.5.

12.2 The Comparison of Interval Grey Number

The grey number is a certain interval or an uncertainty number under general count
set in practical application. More formally, let ‘‘�’’ be the grey number. Both
lower bound and upper bound of grey number called interval grey number, written
as � 2 ½a; b�.

The ranking method for grey numbers is crucial for the uncertainty of grey
decision-making. In the paper [7], Xie Naiming proposed a ranking method for
grey numbers with their probability distributions. The ranking steps of three
parameters interval grey numbers are set in paper [16]. However, there is a few
studies of ranking method for interval grey numbers without knowing information
of grey numbers at present.

In order to demonstrate our ranking method, we will introduce the concept
related to grey number firstly.
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Definition 1[3] Suppose interval grey number � 2 ½a; b�; a\b

(1) If � is a continuous grey number, so �_ ¼ 1
2 ðaþ bÞ is kernel of the grey

number.
(2) If � is a discrete grey number, ai 2 ½a; b�ði ¼ 1; 2; � � � ; nÞ are all possible

values of grey number, so �_ ¼ 1
n

P

n

i¼1
ai is kernel of the grey number.

Definition 2[3] Suppose interval grey number � 2 ½a; b�; a\b is random number

having distribution information, so �_ ¼ Eð�Þ is kernel of the grey number.

Definition 3[6] Suppose the background or field of interval grey number is
X; lðXÞ is the measurement for interval grey number, thus

g0ð�Þ ¼ lð�Þ=lðXÞ

is the degree of greyness of interval grey number, marked g0.
By � � X and the character of the measurement, the definition of 3 meet the

standard, thus

0� g0� 1

The degree of greyness of grey number reflects the degree of uncertainty. If g0

is closer to 0, the uncertainty of degree of greyness of grey number is smaller; if g0

is closer to 1, the uncertainty of degree of greyness of grey number is bigger.
Obviously, if lðXÞ ¼ 1, then g0ð�Þ ¼ lð�Þ.

Definition 4[6] Suppose the kernel of the gray number � is �_ , the degree of

greyness of grey number � is g0, thus �_ ðg0Þ is the simplified form for interval grey
number.

The kernel �_ and the degree of greyness g0 of grey number are similar to mean
value and mean square deviation in statistics respectively. As we know, efficient
estimator is to estimate sample dispersion of sampling distribution. Sample dis-
persion is small, the result is best. Based on this idea, if the degree of greyness of
grey number is very small, the interval grey number is then big under the kernels
of the interval grey numbers are equals.

Based on the above analysis, we propose a fast and efficient ranking method for
interval grey numbers based on the kernel and the degree of greyness of interval
grey numbers.

Definition 5 Suppose the interval grey numbers �1 2 ½a; b� �2 2 ½c; d�, �
_

1 and

�_ 2 are the kernel of �1 and �2, g0
1 and g0

2 are the degree of greyness of �1 and �2,

so If �_ 1\�
_

2, thus �_ 1\�
_

2; If �_ 1 ¼ �
_

2, thus (1) if g0
1 ¼ g0

2, thus �1 ¼ �2; (2) if
g0

1 \g0
2, thus �1 [�2; (3) if g0

1 [ g0
2, thus �1\�2.
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Example 1 The interval grey numbers �1 2 ½8; 18�;�2 2 ½�2; 18�;�3 2 ½2; 14�
on the field X 2 ½�2; 20�. If we take the interval length as the measure of grey
numbers, please rank them.

Solution: According to the known conditions, we can calculate the measure of
X, �1;�2;�3, lðXÞ ¼ 20� ð�2Þ ¼ 22, lð�1Þ ¼ 10, lð�2Þ ¼ 20, lð�3Þ ¼ 12;

The kernels and the degree of greyness are �_ 1 ¼ 13;�_ 2 ¼ 8;�_ 3 ¼ 8; g0
1 ¼ 0:45;

g0
2 ¼ 0:95; g0

3 ¼ 0:54. According to definition 5, thus �1 [ �3 [�2.

12.3 Aggregation Operators of Interval Grey Numbers

For the sake of convenience, we give the interval grey number algorithm firstly.

Definition 6 Suppose �1 2 ½a; b�; a\b;�2 2 ½c; d�; c\d, and k is a arithmetic
number, thus �1 þ�2; k� are interval grey numbers also, and

�1 þ�2 2 ½aþ c; bþ d�; k� 2 ½ka; kb�

Axiom 1 [6] (the degree of greyness reduction axiom) The degree of greyness of
sum, difference, product, quotient for two interval grey numbers that have different
degree of greyness is not less than degree of greyness of the larger interval grey
number.

We usually take degree of greyness of large interval grey number as degree of
greyness of the result.

Based on the above algorithm, we give interval grey numbers WAA operator,
interval grey numbers OWA operator, and interval grey numbers HWA operator.

Definition 7 Suppose �i 2 ½aibi�ði ¼ 1; 2; � � � ; nÞ is a set of interval grey numbers,
and GWAA : Rð�Þn ! Rð�Þ

GWAAkð�1;�2; � � � �nÞ ¼ k1 �1 þk2 �2 þ � � � þ kn�n ð12:1Þ

where Rð�Þ is the set of all interval grey numbers, k ¼ ðk1; k2; � � � ; knÞT is the

weight vector of interval grey numbers�iði ¼ 1; 2; � � � ; nÞ, ki 2 ½0; 1�,
P

n

i¼1
ki ¼ 1, the

function GWAA is called interval grey numbers WAA operator, marked GWAA.

The characteristic of GWAA operator: to weight each interval grey number for
a set of interval grey number (i.e. there are weighted on proper weights according
to the importance of each interval grey number), and then to aggregate the

weighted interval grey number. Specially, if k ¼ ð1n ; 1
n ; � � � ; 1

nÞ
T , GWAA operator

degenerate interval grey numbers arithmetic average operator GWA:

GWAð�1;�2; � � � �nÞ ¼
1
n

X

n

i¼1

�i ð12:2Þ
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Theorem 1 Suppose �i 2 ½aibi�ði ¼ 1; 2; � � � ; nÞ is a set of interval grey numbers,
and GWAAkð�1;�2; � � � �nÞ is also an interval grey number, and

GWAAkð�1;�2; � � � �nÞ 2 ½
X

n

i¼1

kiai;
X

n

i¼1

kibi� ð12:3Þ

g0½GWAAkð�1;�2; � � � �nÞ� ¼ _
n

i¼1
g0ð�iÞ ð12:4Þ

Definition 8 Suppose �i 2 ½aibi�ði ¼ 1; 2; � � � ; nÞ and GOWA : Rð�Þn! Rð�Þ

GOWAxð�1;�2; � � � �nÞ ¼ x1 �rð1Þ þx2 �rð2Þ þ � � � þ xn�rðnÞ ð12:5Þ

where ðrð1Þ; rð2Þ; � � � ; rðnÞÞ is permutation of ð1; 2; � � � ; nÞ; �rði�1Þ ��rðiÞ; ;

i ¼ 2; 3; � � � n; x ¼ ðx1;x2; � � � ;xnÞT is the weight vector associated on function

GOWA, xi 2 ½0; 1�;
P

n

i¼1
xi ¼ 1: The function GOWA is called interval grey

numbers OWA operator, marked GOWA. Specially, if x ¼ ð1n ; 1
n ; � � � ; 1

nÞ
T , GOWA

operator degenerates interval grey number arithmetic average operator GWA.

Theorem 2 Suppose �i 2 ½aibi�ði ¼ 1; 2; � � � ; nÞ is a set of interval grey numbers,
and GOWAxð�1;�2; � � � �nÞ is an interval grey number also, and

GOWAxð�1;�2; � � � �nÞ 2
X

n

i¼1

xiarðiÞ;
X

n

i¼1

xibrðiÞ

" #

ð12:6Þ

g0½GOWAxð�1;�2; � � � �nÞ� ¼ _
n

i¼1
g0ð�iÞ ð12:7Þ

where �rðiÞ 2 ½arðiÞ; brðiÞ�ði ¼ 1; 2; � � � nÞ is ranking i in ð�1;�2; � � � ;�nÞ.

Definition 9 Suppose �i 2 ½aibi�ði ¼ 1; 2; � � � ; nÞ is a set of interval grey numbers,
and GHWA : Rð�Þn ! Rð�Þ

GHWAx;kð�1;�2; � � � �nÞ ¼ x1 �01 þx2 �02 þ � � � þ xn�0n ð12:8Þ

where x ¼ ðx1;x2; � � � ;xnÞT is the weight vector associated on function GHWA,

xi 2 ½0; 1�;
P

n

i¼1
xi ¼ 1;�0iði ¼ 1; 2; � � � ; nÞ is ranking i in a set of weighted interval

grey numbers ðnk1�1; nk2�2; � � � ; nkn�nÞ; k ¼ ðk1; k2; � � � ; knÞT is the weight

vector for �iði ¼ 1; 2; � � � ; nÞ; ki 2 ½0; 1�;
P

n

i¼1
ki ¼ 1; n is a balanced factor. The

function GHWA is called interval grey numbers HWA operator, marked GHWA.

The characteristic of GHWA operator: not only we can consider the importance
of each interval grey number, but we can also embody the importance of the
interval grey number location.
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Theorem 3 Suppose �i 2 ½aibi�ði ¼ 1; 2; � � � ; nÞ is a set of interval grey numbers,
and GHWAx;kð�1;�2; � � � �nÞ is also an interval grey number, and

GHWAx;kð�1;�2; � � � �nÞ 2 ½
X

n

i¼1

xia
0
i;
X

n

i¼1

xib
0
i� ð12:9Þ

g0½GHWAx;kð�1;�2; � � � �nÞ� ¼ _
n

i¼1
g0ð�iÞ ð12:10Þ

where �0i 2 ½a0i; b0i�ði ¼ 1; 2; � � � ; nÞ is ranking i in ðnk1�1; nk2�2; � � � ; nkn�nÞ.

12.4 Grey Multi-attribute Multi-person
Decision-making Problem

Because any gray number � can be expressed � 2 ½a; b�, the decision information
can be expressed the interval grey number [17]. According to GWAA operator,
GOWA operator and GHWA operator, we develop an approach to solve grey
multi-attribute multi-person decision-making problems, in which the attributive
weights are completely known and the attributor values are interval grey numbers.

We denote D ¼ fd1; d2; � � � ; dtg as the set of decision maker, k ¼ ðk1; k2;

� � � ; ktÞT is weight vector of decision maker, kk 2 ½0; 1�;
P

t

k¼1
kk ¼ 1. The project

Ai 2 A attribute value for Sj 2 S are interval grey numbers �ðkÞij 2
½aðkÞij ; b

ðkÞ
ij �ða

ðkÞ
ij � bðkÞij ; ði ¼ 1; 2; � � � ; n; j ¼ 1; 2; � � � ;m; k ¼ 1; 2; � � � ; tÞ; which are

given by decision maker dk 2 D. We get decision matrix Rk ¼ ð�ðkÞij Þn	m

ðk ¼ 1; 2; � � � ; tÞ.
Step 1 Normalize the decision matrix Rk ¼ ð�ðkÞij Þn	m ðk ¼ 1; 2; � � � ; tÞ. In order

to eliminate the differences of attribute values of alternatives in the dimension and

increase comparability of different projects, we normalized �ðkÞij 2 ½a
ðkÞ
ij ; b

ðkÞ
ij � using

the gray range transform [17], as following.
On the cost index value

xij ¼
b
j � bij

b
j � a
j
; yij ¼

b
j � aij

b
j � a
j
ð12:11Þ

On the benefit index value

xij ¼
aij � a
j
b
j � a
j

; yij ¼
bij � a
j
b
j � a
j

ð12:12Þ
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where a
j ¼ min
1� i� n

faijg; b
j ¼ max
1� i� n

fbijg ðj ¼ 1; 2; � � � ;mÞ. The normalized

decision matrix is R0k ¼ ð�
0ðkÞ
ij Þn	m. where �0ðkÞij 2 ½xij; yij�ði ¼ 1; 2; � � � ; n;

j ¼ 1; 2; � � � ;mÞ.
Step 2 Aggregate attribute value �0ðkÞij aðk ¼ 1; 2; � � � ; tÞ for project Ai using

GHWA operator. We get aggregated attribute value �0ij,

�0ij ¼ GHWAx;kð�0ð1Þij ;�0ð2Þij ; � � � �0ðtÞij Þ ¼
X

t

k¼1

xk�0ðrðkÞÞij ð12:13Þ

where x ¼ ðx1;x2; � � � ;xtÞT is the weight vector associated with function

GHWA, xk 2 ½0; 1�;
P

t

k¼1
xk ¼ 1; �0ðrðkÞÞij rank i in the set of weight vector

ðtk1�0ð1Þij ; tk2�0ð2Þij ; � � � ; tkt�0ðtÞij Þ, n is a balanced factor. We get multi-person deci-
sion matrix R0 ¼ ð�0ijÞn	m.

Step 3 Aggregate attribute value for the rank of multi-person decision matrix
R0 ¼ ð�0ijÞn	m using GWAA operator. We get aggregated attribute value �0i,

�0i ¼ GWAAð�0i1;�0i2; � � � ;�0inÞ ¼
X

m

j¼1

wj�0ij ð12:14Þ

where w ¼ ðw1;w2; � � � ;wmÞT is attribute weight vector, wi 2 ½0; 1�;
P

m

i¼1
wi ¼ 1:

Step 4 Compute the kernels �_
0
i and the degree of greyness g0ð�0iÞ of aggregated

attribute value �0i.
Step 5 Use definitions 5 ranking �0i ði ¼ 1; 2; � � � ; nÞ, so we can get the result.

12.5 Example Analyses

Example 2 [15] If a company’s board of directors consist of d1; d2; d3, weight

vector for d1; d2; d3 is k ¼ ð0:5; 0:3; 0:2ÞT . They want to choose a project form
A1;A2;A3;A4, so they score A1;A2;A3;A4 (range from 0 to 100) on investment
cycle ðS1Þ, investment risk and loss value ðS2Þ, fixed assets investment ðS3Þ, and
management cost ðS4Þ. In order to determine the weight of attributes, the board of
directors issued a survey. Judgment matrixes are given by 12 experts respectively.

They obtained attribute weight vector w ¼ ð0:2; 0:3; 0:3; 0:2ÞT using the Delphi
method and analytic hierarchy process [7]. We get three decision matrixes that are
given in the following table, trying to determine the best investment project.
Tables 1, 2, 3.

Step 1 Normalize the decision matrix Rk ¼ ð�ðkÞij Þn	m ðk ¼ 1; 2; 3Þ using for-
mula (12.11). We get normalized decision matrix R01, R02, R03. We can get interval
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grey number simplified form by the kernels and the degree of greyness of the
interval grey number. So we get simplified representation matrix form normalized
decision matrix.

Step 2 Aggregate attribute values �0ðkÞij ðk ¼ 1; 2; 3Þ for project Ai using GHWA

operator. We get aggregated attribute value �0ijði ¼ 1; 2; 3; 4; j ¼ 1; 2; 3; 4Þ. x ¼
ð0:4; 0:3; 0:3ÞT is a set of weight vector associated with function GHWA. We get
multi-person decision matrix

R0 ¼

½0:59; 0:74� ½0:14; 0:41� ½0:05; 0:25� ½0:77; 1:04�
½0:05; 0:24� ½0:62; 0:86� ½0:7; 0:89� ½0:45; 0:61�
½0:68; 0:77� ½0:41; 0:64� ½0:46; 0:58� ½0:39; 0:56�
½0:44; 0:65� ½0:59; 0:83� ½0:64; 0:84� ½0:33; 0:48�

0

B

B

@

1

C

C

A

Step 3 Aggregate attribute values for the rank of multi-person decision matrix
R0 ¼ ð�0ijÞn	m using GWAA operator. We get aggregated attribute value
�0iði ¼ 1; 2; 3; 4Þ,

�01 ¼ ½0:33; 0:56� �02 ¼ ½0:49; 0:70� �03 ¼ ½0:48; 0:63� �04 ¼ ½0:52; 0:73�

Step 4 Compute the kernels �_
0
iði ¼ 1; 2; 3; 4Þ of aggregated attribute value �0i:

Table 1 The decision matrix given by decision maker d1

S1 S2 S3 S4

A1 [82, 87] [85, 95] [92, 96] [60, 70]
A2 [90, 100] [75, 85] [60, 70] [70, 75]
A3 [60, 70] [75, 80] [95, 100] [65, 70]
A4 [75, 82] [67, 73] [50, 60] [85, 89]

Table 2 The decision matrix given by decision maker d2

S1 S2 S3 S4

A1 [60, 65] [75, 80] [90, 95] [65, 68]
A2 [84, 86] [60, 65] [70, 75] [82, 85]
A3 [60, 64] [70, 77] [66, 69] [90, 95]
A4 [65, 73] [80, 86] [89, 93] [64, 70]

Table 3 The decision matrix given by decision maker d3

S1 S2 S3 S4

A1 [68, 72] [78, 83] [80, 92] [66, 73]
A2 [82, 86] [68, 70] [72, 75] [78, 84]
A3 [88, 93] [84, 90] [73, 77] [92, 96]
A4 [85, 88] [70, 75] [72, 76] [86, 90]
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�_
0
1 ¼ 0:445�_

0
2 ¼ 0:595�_

0
3 ¼ 0:555�_

0
4 ¼ 0:625

Compute the degree of greyness g0ð�0iÞði ¼ 1; 2; 3; 4Þ of aggregated attribute value
�0i using formula (12.10) and formula (12.4).

Step 5 Rank �0iði ¼ 1; 2; � � � ; nÞ using the kernels �_
0
i and the degree of greyness

g0ð�0iÞði ¼ 1; 2; 3; 4Þ, so we can get the result, A4 � A2 � A3 � A1. Therefore, A4

is the best investment project.

12.6 Conclusion

The operation and ranking method for interval grey numbers is the starting point of
the research of the grey system theory, which plays an important role in the
development of the grey system theory. Based on the kernel and the degree of
greyness of interval grey number, authors propose a fast and efficient ranking
method, which can perfectly solve the ranking problem for interval grey numbers.

In this paper, authors propose GOWA operator, GWAA operator, and GHWA
operator. Those operators extend the research field of information aggregation, and
provide an efficiency approach for grey multi-attribute decision-making problems.
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Chapter 13
The Information Discovery Service
of Electronic Product Code Network

Siwei Zheng and Ge Yu

Abstract Aiming at the problem of low query efficiency and delay of Object
Naming Service (ONS), an improved Chord algorithm is used in this paper. By
introducing an improved Chord algorithm for information discovery service of
EPC network, this paper classifies neighboring nodes into a group, stratifies all the
nodes according to the different performance, and selects more powerful nodes as
the super nodes to manage ordinary nodes in the same region. The results of
simulation experiments show that the query hops and network delay are both
reduced while query efficiency is improved to a certain extent. Improved Chord
algorithm can effectively solve the problem of ONS query bottlenecks, thus the
query efficiency in information discovery service of EPC network is improved.

Keywords EPC network �Object naming service �Chord algorithm � Super node �
Discovery service

13.1 Introduction

In 1999, in support of the Uniform Code Council (UCC), the concept of the
Electronic Product Code (EPC) was proposed in the automatic identification
Laboratory (Auto-ID Labs) [1] established at the Massachusetts Institute of
Technology (MIT), whose purpose is to form an open network where worldwide
items can achieve real-time information sharing, that is EPC network [2].

EPC network consists of five parts: Electronic Product Code (EPC), Information
Identification System (ID System), EPC Middleware, Information Discovery
Service, EPC Information Services (EPCIS). In EPC network, the item information
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is randomly stored in any information server in scattered, so the key issues which
EPC Network Information Discovery Service needs to solve is to how to retrieve
the relevant information of specific items in the unpredictable information servers
efficiently and accurately. At this time it will use Object Naming Service (ONS),
which can provide a query service to EPC Information Services according to EPC
code, and ultimately realize the users’ access to the relevant information. But the
existing ONS has some defects: ONS is a resource query service depending on the
root ONS server, so when more and more query requests come, the root ONS
server will be overloaded. Once the root ONS server collapses, the entire query
system will face paralysis, which will severely restrict the query efficiency. But
EPC network that will be built in the future will host information sharing of global
items, the sheer numbers of query requests that it will face can be imagined. It can
be seen, in EPC Network, an efficient information discovery service is particularly
important. This paper will propose an information discovery service based on DHT
network, and try to solve the disadvantage of low query efficiency and delay in the
existing ONS and improve query efficiency of EPC network [3].

13.2 P2P Network Search Technology

13.2.1 DHT

Distributed Hash Table (DHT) [4] is a data structure that can effectively achieve
storage, management, and query of data in the distributed system or P2P network.
Whose principle is that all the nodes in the network is constructed into a hash
table, and splited into one by one fragments, then these fragments are stored in
physical connected nodes according to certain rules (These rules include Chord,
Pastry, CAN, etc.), and each node will maintain a fragment of the entire hash table,
which is called a node routing table. In this way, the resource query of entire
network is realized by one by one node routing table. This query idea using hash
table has become increasingly widespread in network query.

13.2.2 Chord Algorithm

Chord is a resource search algorithm proposed by the Massachusetts Institute of
Technology based on DHT. Given a keyword, then the keyword is mapped to a
node, usually it is denoted as (k, v), k refers to the keyword identifier, which is
obtained through the hash operation of resource keyword; v is called node iden-
tifier, which is the hashed value of IP address of the node. In the compatible hash,
the keywords are all stored in the position called a successor node—successor (k),
which represents the first node of node identifier that is equal to k or immediately
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after k. All the identifiers will be arranged in a circle, and the value follows from 0
to 2m-1. In order to make two nodes will not hash to the same identifier, usually m
must be long enough [5, 6].

Each node has its own routing table (Finger Table) with m entries at most. The
i-th item of the node n in the routing table is successor node s with a distance of
2i-1 at least to node n in the circle, that is, s = successor (n ? 2i-1) = (n ? 2i-1)
mod 2m, 1 B i B m (count modulo 2m). Through maintaining the routing table,
each node can query any other nodes via information of some nodes in the routing
table. And more close from the node in the Chord circle, more information the
node will know.

13.3 Application of Chord Algorithm in Information
Discovery Service of EPC Network

Chord algorithm has the advantage of achieving quick query resource location, but
there are still some questions: (1) It does not use all the nodes discriminatively
according to the differences of node performance, and makes the high-performance
nodes do not be fully utilized, while the low-performance nodes are used overload,
which seriously affects the efficiency of the query and the stability of the network.
(2) It does not consider the actual physical topology between nodes. Chord
algorithm makes each node mapped to a logical space, after the nodes are hashed,
the actual physical topology will lose. It causes that the nodes which are close in
the physical network may be very far apart after mapped function, and ultimately it
will lead to a repeat path and take up network bandwidth.

Based on Chord algorithm, information discovery service of EPC Network
takes into account the different performance and actual physical topology of the
nodes. According to the difference of node performance, all the nodes are divided
to super node layer (Super Node, SN) and ordinary node layer (Ordinary Node,
ON). At the same time, the node’s IP address is grouped by CIDR (Classless Inter-
Domain Routing), and the nodes that are close in the physical address are divided
into a group.

13.3.1 The Stratification of Nodes

Through using the idea of Chord algorithm and regarding information servers
storing related information of items as independent distributed data nodes.
According to the difference of node performance, all the nodes are divided to super
node layer (Super Node, SN) and ordinary node layer (Ordinary Node, ON). At the
same time because there are a large number of hierarchies in the real world, the
division can be match with the actual business model. Super nodes bear the task of
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query and transmission, and have three tables: index record table, routing for-
warding table and query cache table. Index record table stores a section of key-
word index managed by super nodes and the position of the object of the key value
in the area centered on super nodes. The requester can quickly locate in the related
ordinary node through index record table and obtain the related address infor-
mation service of data node. Routing forwarding table stores routing information
between the super nodes. Query cache table stores node information of recent
multiple queries [7].

13.3.2 The Grouping and Join in of Nodes

Through CIDR (Classless Inter-Domain Routing), the node’s IP address is
grouped. With respect of traditional network protocol address, CIDR can improve
the utilization of the IP address better, and can shorten the routing table. CIDR
allocates network address based on variable length block, and uses the various
length prefix to instead of the network number and subnet number of classification
address. In the improved model, the nodes which have the same upper 16 bits of
the IP address are divided into a group, and the nodes that are close in the physical
address are divided into a group.

When a new node wants to add to the hierarchical network, first, make the
comparison on the upper 16 bits of IP address of nodes, if the upper 16 bits already
exists, the new node will join the group, and register its own resource information
to the super node, and otherwise the new node will create a new group.

13.3.3 Resources Release

(1) Each node in the network uses its own IP address to make hash operation and
obtains a node identifier ID.

(2) First, the items to be networked use theirs own EPC codings to make hash
operation, and the results are recorded as Key. This Key value maps detailed
items information through Chord routing algorithm to the ordinary node that is
nearest the node identifier ID.

(3) At the same time, the ordinary node will release resource information to the
super node that is responsible for the management of the area. Through Chord
routing algorithm, super node build the index record of Key value in the
corresponding super node, which is the mapping relationship between the Key
value and node Identifier ID.
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13.3.4 Resources Query

Once the query request is issued, nodes in the network will raise a query based on
Chord routing algorithm:

(1) Once nodes receive the user’s query of Key = Hash (EPC encoding), firstly
they will research the node that is closest to the Key value in the ordinary
nodes in their own area. Then they send the received query request to that
request node.

(2) If the resource needed is not found in the ordinary node layer, the node will
continue to send query request to the super node in its own area. When this
super node receives the query request, it will continue to forward query
request to other super nodes.

(3) When a message is sent to a super node, it will initiate a query in the area
where the super node is. The super node will first check whether there is an
index matched with the Key value in its own query cache table and index
record table, if there is, then it will return the resource address of the source
query node. Otherwise, the super node will send query request to another super
node which is closest to the Key value.

(4) After the super node receives the resource query request, if the matched
information with the Key value can be found in the index record table, the
query request node will receive the query request issued by the super node.
Otherwise, it will return a query failed information.

(5) According to returned query information, the user will directly query related
resources of items from nodes storing item information, and obtain detailed
item information.

(6) After be successfully queried, the super node in the area where the query is
issued will record the Key value of this time and the node information. The
benefit of the query is that when other nodes query the same Key value again,
the system does not need to find information in the network of other areas, and
can directly obtain the Key value and corresponding node’s IP address through
query cache table. It reduces query hops, and improves the query efficiency.
Figure 13.1 shows the model of information discovery service based on Chord
algorithm.

13.4 Experiments and Analysis

The paper generates the simulation by NS2, and makes a performance compare
within ONS query algorithm, Chord routing algorithm and improved Chord
routing algorithm used in EPC network from two aspects of average query hops
and average query delay respectively.
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The experiment adopts 5 different node numbers (2000, 4000, 6000, 8000,
10000), and each node stores 20 documents. Experiment will be carried out 10
times for each set of values.

As can be seen from Fig. 13.2, with the growth of the number of nodes, the
average query hops of Chord algorithm and improved Chord algorithm are also
growing, but they do not dramatically increase, and remain in a relatively stable
range. The average query hops of Chord algorithm increase in the proportion of
O ln Nð Þ with the increase of the number of nodes N. Improved Chord algorithm
curve is more flat than Chord algorithm curve, and its average query hops is few.
This is because that the node division according to the physical position makes
nodes in the same network segment are divided in the same group, and the hier-
archical Chord model makes that each super node is responsible for ordinary nodes

Ordinary node layer

Area 3

Area 2

Area 1

Super node layer

Fig. 13.1 Information
discovery service based on
Chord algorithmChord
algorithm

Fig. 13.2 Comparison of
average hops on two models
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of the area, so access speed between nodes in an area becomes fast, and it reduces
query hops, finally query efficiency has been significantly improved to a certain
extent.

As can be seen from Fig. 13.3, the average query delay of information dis-
covery service based on improved Chord algorithm is around 150 ms. With the
increase of the number of nodes, the value is in a flat range. This is because when
the nodes issue the query request, they are no longer dependent on the central
node, but exchange data among the nodes, and grouped node routing reduces
forwarding times of the entire network, so the number of nodes have few influence
on the query time. The average query delay of ONS gradually increases as the
number of nodes increase, this is because the query mechanism of ONS depends
on the root servers, once the query request is too large, the request will wait in line,
at the same time, ONS will experience two address resolution processes of ONS
returning the URI address and DNS returning the IP address, which results in a
delay of the query.

13.5 Conclusion

Aiming at the problem of overload in ONS root server, this paper presents an
improved Chord algorithm of information discovery service. Improved informa-
tion discovery service has the following advantages: (1) facing the information
resolution of a large number of items, it has high performance in load balancing,
avoiding the bottleneck problem of root ONS. And average query delay has
reduced by 25 % than ONS. It demonstrates that it can meet the massive query
needs of EPC network. (2) The nodes are grouped according to the physical
topology, discovery algorithm only forwards information among the super nodes,
and super nodes and neighboring ordinary nodes constitute an autonomous area,

Fig. 13.3 Comparison of
average delay on two models
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which all improve query efficiency to some extent. (3) Query cache table in the
super node is also conducive to quickly locate to the previous query node infor-
mation. The items information in the EPC network are related to the commercial
interests and privacy, so security protection mechanisms play an important role in
information discovery service of EPC network. The next step is to study the
security problem of information discovery service.
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Chapter 14
Modeling Goals for Information System
by a Heuristic Way

Bin Chen, Qiang Dong and Zhixue Wang

Abstract In order to construct goals model completely, a heuristic way is
proposed in this paper based on multiple views. A meta-model is proposed for
guidance of modeling of organizational view, business view and goal view. In the
meta-model, the relationship among actor, task and goal in meta-model shapes an
iron triangle and establishes basis of the heuristic way for goal modeling. In this
way, goals can not only be constructed directly by decomposition of goals, but also
be elicited indirectly by analysis of the purpose of every task appearing in business
view and by asking actors appearing in organizational view why they do the work
they undertake. For illustration, a case about a hospital management information
system is offered to illustrate idea of this method. This heuristic way is very
practical for goal modeling, which can be seen as a helpful complement for
directly goal modeling.

Keywords Information system � Goal modeling � Heuristic way

14.1 Introduction

In goal-oriented requirements engineering practice, goals provide rationales for
requirements of information system. Analysts often elicit functional and non-
functional requirements from analysis of stakeholders’ goals [1]. But there are still
many vacancies about a systematical and effective way on how to acquire goal
model. For goals of information system, it is often directly constructed as a
hierarchy from high level to low level [2, 3]. But in practice, it is very idealistic
because few stakeholders can describe all goals undertaken by the stuff in an
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enterprise. Furthermore, stakeholders don’t prefer to directly describe abstract
goals but to describe concrete operational scenario. To solve this problem, a
heuristic way is presented in this paper for goal modeling based on multiple views
guided by a meta-model. A case about a hospital management information system
is offered to illustrate idea of this method. UML notations are directly adopted to
illustrate the construction of meta-model and case study.

14.2 An Enterprise Meta-Model for Guiding Goal
Modeling

An enterprise represents circumstance in which information system will run. For
information system requirements modeling, multiple views can be used for
describe the characteristics of the enterprise, which commonly include goal view,
organizational view and business view. For guiding multiple views modeling, an
enterprise meta-model is offered firstly. A view can be seen as a projection of
meta-model. Concepts and relations in a view are instances of meta-concepts and
meta-relations in meta-model. Only minimal and necessary concepts, relations and
constrains for requirements modeling are included in the enterprise meta-model.
Contrast to complicated jargons in a specific domain, the enterprise meta-model
affords a good communication bridge for stakeholders and analysts to understand
each other. Concepts space of the enterprise meta-model is illustrated in Fig. 14.1
adopting UML notations. For restriction of paper length, not all details but meta-
concepts and meta-relations of the meta-model are presented below.

Fig. 14.1 Concepts space of enterprise meta-model
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The enterprise meta-model include eight abstract meta-concepts. (1) hActori.
An actor represents an active entity in an organization, which can perform some
task to achieve some goal. (2) hBeliefi. A belief represents a fact which actors
should obey in some domain. A belief constrains performance of tasks and
achievement of goals. (3) hTaski. A task represents a serial of activities adopted
for achievement of some goals. (4) hGoali. A goal represents a situation or a state
expected to be achieved for satisfying users’ needs or solving problems in the
enterprise. There are two kinds of goals including soft goal and hard goal [4]. (5)
hResourcei. A resource represents a physical or information entity needed in
performance of some task or achievement of some goal. (6) hEventi. An event
represents change of some state in the enterprise. An event expresses dynamical
dependency between tasks, which happens when some state is reached or some
task performs or some situation is satisfied. (7) hPositioni. A position represents a
place where a task is performed or a resource is acquired.

There are thirteen kinds of meta-relations among meta-concepts. (1) Special-
ization relation describes abstract concept is specialized as concrete concept. (2)
‘‘Part-of’’ relation describes whole is partitioned as parts. (3) ‘‘Means-end’’ rela-
tion between task and goal describes some tasks are means to achieve some goal.
(4) ‘‘Perform’’ relation between actor and task describes some actor can perform
some task. (5) ‘‘Constrain’’ relation between belief and goal or task describes a
belief constrains a task, a goal or an actor. (6) ‘‘Own’’ relation between actor and
resource describes an actor owns a kind of resource. (7) ‘‘Bear’’ relation between
goal and actor describes an actor has a responsibility to achieve a goal. (8)
‘‘Trigger’’ relation between task and event describes an event may trigger per-
formance of a task. (9) ‘‘Generate’’ relation between task and event describes an
event may be generated by performance of a task. (10) ‘‘Locate’’ relation between
position and task or resource describes performance of a task locates somewhere or
a kind of resource locates somewhere. (11) ‘‘Dependency’’ represents dependency
relation between actors to accomplish their responsibilities because every actor
only has limit capabilities. (12) ‘‘And/Or’’ [5] represents decomposition of goal,
which describes a father goal may be decomposed into some sub-goals in an ‘‘and’’
way or an ‘‘or’’ way. (13) ‘‘Affect’’ represents achievement of one goal may affect
achievement of the other goal. There are two ‘‘affect’’ relation. ‘‘Support’’ relation
includes sufficient support relation and necessary support relation. ‘‘Denial’’
relation includes sufficient denial relation and necessary denial relation [6].

14.3 Mechanism and Process of a Heuristic
Way for Goal Modeling

In meta-model presented above, goals can be borne by actors because ‘‘bear’’
relation exits between actor and goal, and goals can be achieved by tasks because
‘‘means-end’’ relation exits between task and goal. So goals can not only be
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constructed directly by decomposition of some high level goals, but also be
elicited indirectly by analysis of the purpose of every task appearing in business
view and by asking actors appearing in organizational view the reason why they do
their work. This heuristic way is indirect but very practical for goal modeling,
which can be seen as a helpful complement for directly goal modeling. A program
of hospital management information system (HIMS) is used to illustrate the
modeling process. In order to achieve comprehensive electronic management and
improve service capability and efficiency, HIMS utilizes advanced medical
facilities. For restriction of paper length, not all details are given in the case.

(1). Organizational View Modeling

Organizational view describes static organizational characteristics of an
enterprise, which includes two kinds of models: organizational structure model and
actor dependency relationships model.

1. Organizational structure modeling

From social viewpoint, an enterprise can be regarded as an organizational
network. According to partition of responsibilities, larger group may be decom-
posed into smaller groups until individuals appear. Finally, a hierarchy shapes in
the organizational decomposition. For example, a hospital is made up of many
groups, such as administrators department, common services department, poli-
clinic, residency department, etc. These groups are made up of smaller groups.
Figure 14.2 describes the decomposition of policlinic department. Arrow lines
with blue diamond represent ‘‘part-of’’ relationships; rectangles represent groups;

Fig. 14.2 Organizational structure modeling
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and little people heads represent individuals. Hereinto, director doctor is also a
kind of doctor, but he or she can lead other doctors.

2. Actor dependency relationships modeling

For fulfilling some tasks, actors may cooperate with each other. For getting
some resources, actors may need the help of others who own the resources. So
dependency relationships shape. Of course, organizational rules actors abide and
goals actors bear should be analyzed in the course of modeling. The dependency
relationships between members in policlinic group are illustrated in Fig. 14.3.
Policlinic administrator can perform tasks such as print registration or payment
bill. Patient depends on administrator to perform tasks such as print registration
and payment, and depends on doctor or photo device to diagnose diseases. These
are all called task dependency. Doctor affords a prescription for patient, which is
called resource dependency.

(2). Business View Modeling

Business view describes dynamic behavior characteristics of an enterprise,
which also includes two kinds of models: tasks decomposition model and activity
flow model.

Fig. 14.3 Actor dependency relationships modeling
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1. Tasks decomposition modeling

For an enterprise, daily business is comparatively stable. Top tasks are often not
less than five. Tasks decomposition can start from top tasks and doesn’t finish until
basic actions which are indecomposable or don’t need to decompose. In the
example of HIMS, daily business in a hospital includes some basic tasks such as
‘‘policlinic’’, ‘‘hospitalization’’, ‘‘pharmacy management’’ as well as support tasks
such as ‘‘administration’’, ‘‘common service’’. These tasks can be decomposed into
more concrete sub-tasks. For example, father task of ‘‘policlinic’’ can be decom-
posed into sub-tasks such as ‘‘registration’’, ‘‘diagnose’’, ‘‘treating’’, ‘‘auditing’’,
‘‘payment’’ and ‘‘drug taken’’. There are ‘‘Part-of’’ relations between father task
and sub-tasks denoted with solid diamond arrows. Furthermore, ‘‘diagnose’’ can be
classified as ‘‘image diagnose’’ and ‘‘manual diagnose’’. There are specialization
relations between father task and sub-tasks denoted with a hollow triangle arrows.
Figure 13.4 shows that.

2. Activity flow modeling

In order to describe the performance details of of a task, activity flow is used to
show the performance order of sub-tasks and actors who participate in the sub-
tasks, and resource the sub-tasks utilize, and events triggering the sub-tasks or
generated by the sub-tasks, position where the sub-tasks perform. Of course, goals
means-ended by tasks and domain properties or organizational rules constraining
tasks should be analyzed in the course of modeling. Figure 14.5 shows activity
flow modeling for policlinic. Activities of ‘‘policlinic’’ include ‘‘registration’’,
‘‘diagnose’’, ‘‘auditing’’, ‘‘payment’’ and ‘‘drug taken’’. Input of ‘‘registration’’
activity is a medicine insurance card; output of ‘‘registration’’ activity is a regis-
tration bill. The medicine insurance card and registration bill are all resources. If a
patient wants to perform ‘‘policlinic’’ activity, he or she should make a registration
with his or her medicine insurance card in a registration room firstly. The regis-
tration room is the position of performance of ‘‘registration’’ activity. Then an
auditing clerk accomplishes the ‘‘registration’’ activity throughout medicine
insurance policlinic system according to the patient’s medicine insurance card.
The patient, auditing clerk and medicine insurance policlinic system are all actors
who perform the ‘‘registration’’ activity cooperatively.

Fig. 14.4 Tasks decomposition for policlinic

120 B. Chen et al.



(3). Goal View Modeling

Goal view describes intentional characteristics of an enterprise, which includes
one kind of models. That is the goal model. Goal model is often hierarchical which
is constructed directly from some high level goals to low level goals. Of course,
domain properties or organizational rules constraining achievement of goals
should be analyzed.

1. Construct elementary goal model in goal view

Simultaneously with constructions of business view and organizational view,
goal view is constructed by analysis of business documents and talking with
stakeholders. In goal view, some high level business goals about system-to-be can
be found firstly from stakeholders, especially from enterprise administrators. An
elementary goal model can be gradually constructed in a top-down way by
decomposing higher level goal into lower level goals. This goal model may be
incomplete and new goals may be found indirectly in the other two views

Fig. 14.5 Activity flow modeling for policlinic
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meanwhile. For example, a high level goal ‘‘Policlinic Treatment’’ can be refined
as sub-goals ‘‘Registration’’, ‘‘Work-up’’ and ‘‘Drug Taken’’ by a ‘‘And’’
decomposition way. The sub-goal ‘‘Registration’’ can be refined farther as goal
‘‘identity authentication’’ and goal ‘‘Registration Bill Gotten’’. The sub-goal
‘‘Work-up’’ can be refined farther as goal ‘‘Diagnose’’ and goal ‘‘Prescription
Gotten’’. The sub-goal ‘‘Drug Taken’’ can be refined farther as goal ‘‘Payment
identification’’ and goal ‘‘Drug gotten’’. In Fig. 14.6, rectangles and lines deco-
rated with black color show the elementary goal model. Hereinto, dotted lines with
arrows labeled with ‘‘� And�’’ represent ‘‘and’’ decomposition between father
goal and sub-goals.

2. Elicit goals from organizational view

Because ‘‘bear’’ relation between actor and goal exists in meta-model presented
above, some goals can be elicited heuristically by asking actors why their
dependency relations are shaped after organizational structure model and depen-
dency model are constructed basically in organizational view. In this way, some
new goals may be found and supplemented into goal view. By analysis of actor
dependency relationships just described in Fig. 14.3, some goals can be elicited
such as ‘‘Registration’’, ‘‘Auditing Prescription’’, ‘‘Payment Identification’’,
‘‘Diagnose By Image’’, ‘‘Diagnose By Manual’’, ‘‘Nursing Treatment’’, ‘‘Pre-
scription Gotten’’, ‘‘Drug Gotten’’, ‘‘Registration Bill Presentation’’, ‘‘Payment
Bill Presentation’’, ‘‘Identity Authentication’’. Five new goals appear except the
goals appear in the elementary goal model such as ‘‘auditing prescription’’,
‘‘registration bill presentation’’, ‘‘payment bill presentation’’, ‘‘diagnose by
image’’ and ‘‘diagnose by manual’’, which should be correspondingly supple-
mented into the elementary goal model. In Fig. 14.6, rectangles and lines deco-
rated with red color show that. Hereinto, Real lines with triangle arrows labeled
with ‘‘� Or�’’ represent ‘‘or’’ decomposition.

3. Elicit goals from business view

Because ‘‘means-end’’ relation between task and goal strictly exists in meta-
model presented above and there is no reason for existence of task which has no
any purpose, goals can be elicited heuristically by asking what purpose every task
wants to achieve. In business view, business model can be constructed by con-
tinual decomposition of tasks from high level to low level. Accordingly, high level
goal can be elicited by high level task, and low level goal can be elicited by low
level task. In this process, some new goals may be found and supplemented into
goal view. By analysis of tasks decomposition described in Fig. 14.4 and activity
flow in Fig. 14.5 for policlinic, some goals can be elicited such as ‘‘Policlinic
Treatment’’, ‘‘Registration’’, ‘‘Diagnose’’, ‘‘Auditing Prescription’’, ‘‘Payment
Identification’’, ‘‘Drug Gotten’’, ‘‘Identity Authentication’’, ‘‘Registration Bill
Presentation’’, ‘‘Registration Payment Identification’’, ‘‘Diagnose By Image’’,
‘‘Diagnose By Manual’’. Only the goal ‘‘Registration Payment Identification’’ is
new in current goal model, which must be supplemented into the goal model. In
Fig. 14.6, rectangles and lines decorated with green color show that.
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14.4 Conclusion

For information system requirements modeling, multiple views can be used to
describe the characteristics of the enterprise, which commonly include organiza-
tional view, business view and goal view. With guidance of meta-model proposed
in this paper, analysts can not only directly construct goals in a top-down way, but
also heuristically elicit goals from organizational view and business view. With
this method, analysts can construct goal model completely.
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Chapter 15
Environment Monitoring System
Based on Internet of Things

E. Tang, Fu Chen and Quanyin Zhu

Abstract In order to obtain the remote environmental parameters, the sensor
module and the mobile software is designed for a new environment monitoring
system based on Internet of Things (IOT) in this paper. SHT10 digital humidity,
temperature sensor and TSL2561 light-to-digital converter are used to get the
environmental parameters such as the temperature, the humidity and the lumi-
nance. IOT technology is used to transform the parameters data to remote server
through GPRS network, and SIM900 chip is opted to accomplish GPRS function.
Ajax and mobile platform are combined to make sure that the environment data on
the server can be easily accessed. Experiments demonstrated that by using Ajax in
the web application, the time to reach the information reduced a lot, and the users
can monitor the environmental parameters easiest via their mobile cell.

Keywords Environment monitoring � Internet of things (IOT) � Ajax � Mobile
platform

15.1 Introduction

Production environment monitoring and control is very important in realizing
industrial automatization and high efficiency. With the development of the Internet
of Things, currently, most environment monitoring systems are using a distributed
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framework [1]. Wireless Sensor Network (WSN) technology is used in some other
monitoring systems [2]. But WSN network’s transmit distance isn’t very long, the
problem doesn’t exist in General Packet Radio Service (GPRS) network because
GPRS network based on GSM, so the transmit distance is almost unlimited. GPRS is
the shorted form of GPRS, it is a breakthrough of GSM net-works only circuits
witched provided thinking mode, and realize packet switching only by increasing the
functionality entities and transforming part of the existing base- station system [3].

Recent years, with the fast development of the mobile platform, the mobile
platform has become the most popular way to obtain information people need.

Ajax technology is the most important way to design a Web 2.0 application.
Web 2.0 enables the design of highly interactive User Interfaces (UIs) for web
applications [4].

15.2 Principle of Ajax

Ajax is an acronym for asynchronous JavaScript and XML. With Ajax, Web
applications can send data to, and retrieve data from, a server asynchronously (in the
background) without interfering with the display and behaviour of the existing page.

The comparison between the traditional mode and Ajax mode for Web appli-
cations is shows in Fig. 15.1.

In the traditional web application, user’s actions in the interface trigger an
HTTP request back to a web server. The server does some processing and then
returns an HTML page to the client with a HTML page format. While user has a

Fig. 15. 1 Comparison
between the traditional mode
and Ajax mode
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request, the server will return a whole page to handle the request, then the user has
to wait for a long time even if there is only a few simple data interaction [5].

In the application based on Ajax, when the user client needs some little data,
Ajax engine will trigger request and the server return the client end response with
XML format or JSON format. Ajax engine only refresh those part of the page
which are changed by using DOM object model, thereby saving a great deal of
time and enhancing the work efficiency [2].

15.3 The Android Mobile Platform

Android is a Linux-based operating system primarily designed for mobile devices
such as smart phones and tablet computers utilizing ARM processors. It is
developed by the open handset alliance, led by Google. Android became the
world’s leading smart phone platform at the end of 2010 [6]. For the first quarter of
2012, Android had a 59 % smart phone market share worldwide [7].

Because of the android devices and other smart phones, mobile platform has
become the largest way to obtain information; the original PC lost its position be-
cause of the big size and weight. People now can get the information they want
more efficiently by using smart phones like android devices.

15.4 IOT Technologies

IOT is the sensor equipment to the power grid, railways, bridges, tunnels, roads,
buildings, water supply systems, dams, oil and gas pipelines as well as household
appliances and other real objects, to link up via the Internet, and then run a
specific program to reach remote control or direct communication between things.
IOT is connected through the interface with the wireless network through the
device in the various types of objects on the Radio Frequency Identification
(RFID), sensor, two-dimensional code, ‘‘smart’’ objects, people and objects
communicate and dialogue, communication and dialogue between objects one to
another can also be achieved, this object linking network known as the ‘‘Internet
of Things (IOT)’’.

IOT extends Web 2.0 but clearly raises the question of our ability to develop
ever more powerful tools. Either object becomes ‘‘actors/partners’’ acting under
our control with their associated software intelligence: that is to say not only
assistants but especially counsellors, policy makers, organizers or economic
agents.
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15.5 System Design

The proposed environment monitoring system is separated by two parts, one is the
hard-ware which contains the sensors, the microprocessor and GPRS module, the
other is the software, which contains a B/S based platform designed by ASP.NET,
and a mobile application for Android platform.

The general architecture of the system is shown in Fig. 15.2.
The environmental parameters are gained by the sensor module, than the data

would sent to the remote server thought the Internet using GPRS technology, the
user could get the update environmental parameters by using PC or a smart phone,
and the administrator could add or delete the user.

15.5.1 System Flow Chart

The proposed system working produce is shown in Fig. 15.3.
When the system running, the environmental parameters was gained by the

sensor module, the original parameters data was sent to the remote server through
the GPRS network, the data handled by the server and stored in the database, the
web services also provided by the server, so the environmental parameters is easily
obtained by the users through the web or the mobile platform.

Fig. 15.2 The general
architecture of the proposed
system
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15.5.2 Detail Design

15.5.2.1 The Sensor Module

The sensor module of the system contains a MCS-51 microprocessor, a SHT10
digital humidity and temperature sensor, a TSL2561 light-to-digital converter and
a SIM900 GPRS module, the architecture of the module is shown in Fig. 15.4.

SHT10 digital humidity and temperature sensor is the low cost version of the
reflow solderable humidity sensor series [8]. It provides a high-accuracy RH and
temperature measurement. It has a 0–100 % RH of RH operating range and a -40
to +125 �C (-40 to +257 �F) of temperature operating range.

TSL2561 light-to-digital converter provides a 1-40000Lux luminance measure
range [9].

SIM900 is a quad-band GSM/GPRS module that works on frequencies GSM
850 MHz, EGSM 900 MHz, DCS 1800 MHz and PCS 1900 MHz. SIM900

Fig. 15.3 The flow chart of
the proposed system

Fig. 15.4 The architecture of
the sensor module
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features GPRS multi-slot class 10/class 8 (optional) and supports GPRS coding
schemes CS-1, CS-2, CS-3 and CS-4 [10].

The charge of controlling the two sensors to gain the environmental parameters
is taken by MCS-51 microprocessor, the information will sent to the remote server
though GPRS module over a RS-232 interface.

The environmental parameters was transmitted by GPRS network, so the power
consumption is an important problem to the system. In the sensor module, there
was a trickle charge timekeeping chip called DS1302, the chip is used to provide
the real time, and the users can set the sampling frequency of the sensor module.
And the whole module was in sleep mode between the two sampling processes.
Besides these the sensor module also has a lithium battery and a photovoltaic cell
to ensure the power supply of the whole system.

15.5.2.2 The Web Application

The web application is built by ASP.NET and SQL Server 2008 on Windows. It’s
separated into two parts: one of them is a Windows service which runs background
to handle the data sent by the sensor module: the other one is the front web
application which provides several functions to the user.

The functions provided by the web application are shown in Fig. 15.5.
At the sensor overview page, all the active sensors will be displayed in the

content. When the mouse moved on some sensor’s area, the sensor tracking dialog
will be displayed, and the display effect is provided by a jQuery plug-in called
power float. Ajax engine gets the latest sensor data from the remote server, then
display the dialog to show the most recently environmental parameters from the
sensor module.

The display style of the floating dialog is shown in Fig. 15.6.
There are two user groups in the web application, one is the administrator, the

other is the common user, the administrator has all the permissions of the system,
like add a sensor or a user, and only the administrators have access to change the

Fig. 15.5 The functions of the web application
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system configuration like sampling frequency and the system local time, etc. The
common users only have the permission to access the environmental parameters.
The username and the password are stored in the database, and the password is
MD5-encrypted.

15.5.2.3 The Android Application

The newest version now is Android 4.1, considering the version compatibility,
Android 4.1 may not be a good choice to develop application, and Android 2.3 was
used at a wider range, so Android application was developed for Android platform
2.3, which means the application can run on devices running Android 2.3 or later
versions.

Several functions are provided by the application, the main function is to check
the sensor’s data when the user logged in the application and choose the sensor.
And the sensor’s status and the update environmental parameters will be shown at
the screen. The running status of the application is shown in Fig. 15.7.

Fig. 15.6 The display style
of the floating dialog

Fig. 15.7 The android
application
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15.6 Conclusion

Depend on hardware and software design, mobile platform subverts the way
people obtaining information. It provides an easier way to get needed information
than PC. With development of sensors, MCU, Web 2.0, Ajax, and IOT technol-
ogies, researchers proposed an environmental parameters monitor system which
can support users. Users only need to take more care of the experience instead of
the information itself. This paper makes an easier and practical way to obtain the
environmental parameters by mobile cell.
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Chapter 16
Utility Theory Based Approach
for Converged Telecommunications
Applications

Muhammad Athar Saeed, Li Jian and Sadia Murawwat

Abstract Convergence of heterogeneous products and services is now a leading
phenomenon of telecommunications industry. These new and innovative con-
verged applications are able to meet the diversified but pooled demands of the
subscribers, so their demand is rapidly increasing. In this paper researchers have
done both qualitative and quantitative analysis to find out subscriber satisfaction
levels for these services. This analysis is based on utility theory, probability theory
and Bayes theorem. The aim of this analysis is to find out subscribers’ satisfaction
levels and their willingness to pay for converged applications for decision making
by manufacturers and service providers. The research found that cost effective
converged application with maximum satisfaction is preferred by consumers and
will play leading role in expansion of this market in future.

Keywords Utility theory � Convergence � Subscriber’s satisfaction � Telecom-
munication applications

16.1 Introduction

Evolution for refinement driven by the motive of to bring more ease and comfort in
human lives is as old as existence of human beings. Inventions by man are good
example of it. In telecommunications sector, span of thousands of years from
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ancient times’ conveying messages through fire lighting and drum beating to
telegraphy in the recent past and modern mobile telephony and other state of the
art telecom products in today’s world contains the quest for evolution for refine-
ment for ease and comfort. Since last two decades, huge developments have been
made in this sector. Analog devices evolved to digital, wired to wireless, then
wireless extended to mobile and nomadic access, narrowband transmission to
broadband [1]. Many technologies play significant role in this mobile evolution.
xG continues its developing process to meet new requirements from 1G, 2G, 2.5G,
2.75G, 3G and 3G+. WiFi, WiMAX, LTE all are strong competitors in this
struggle. These all advancements have now changed dimension to the phenomena
of convergence. However for telecommunications operators, it is continuously
evolving subscriber’s demand to communication, customization, convenience and
personalization [2].

Our research is on the application layer and in the next two sections we discuss
convergence and the vital players of this layer. In Sects. 16.4 and 16.5, we have
used utility theory approach to quantize the satisfaction level of our subscribers
and results are mentioned in Sect. 16.6 while Sect. 16.7 concludes this paper.

16.2 Convergence

According to International Telecommunication Union (ITU) recommendation
Q.1761, convergence is a mechanism by which an IMT-2000 user can have his
basic voice as well as other services through a fixed network as per his subscription
option [3]. In opinion of European Telecommunication Standards Institute (ETSI),
Fixed Mobile Convergence (FMC) is concerned with the provision of network
capabilities which are independent of the access techniques.

An important annex of this rule is related to inter-network roaming; subscriber
should be able to roam between diverse networks and to be able to use the same
steady set of services through those visited networks [4]. Some examples of
mobile/WLAN convergence are:

• WLAN/GPRS ‘Handover’ declared by Nokia
• WLAN/GSM VoIP terminal publicized by Motorola
• NTT DoCoMo: FOMA–WiFi
• BT ‘‘Fusion’’: GSM–WiFi
• France Telecom ‘‘Business Anywhere’’: GPRS–WiFi
• O2 Germany ‘‘surf@home’’: UMTS–WiFi
• Korean KT & KTF ‘‘OnePhone’’: CDMA–Bluetooth
• Dual Phone, by Deutche Telekom’s T-Com.

Convergence is depicted in Fig. 16.1.
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16.3 Key Players of Application Layer

In this section, we discuss three key players at application layer of any telecom
environment namely subscribers, applications and devices measurement described.

Subscriber is any person availing the services of telecom network on payment.
Their classification for research purpose is available in literature based on Age
(Teenagers, Young, Adults, Old), Gender (Male, Female), Network access type
(TDMA, CDMA, OFDMA), Network scale (PAN, LAN, MAN, WAN, GAN),
Application type (Voice, Video, Combination of both), Technology (Fixed,
Wireless, Mobile, Nomadic) and Market (Home, Enterprises, Corporate) but not
limited to these.

Applications of telecommunication networks are being provided since 1970’s
starting from analog and then 1990’s voice and in late 1990’s with text and voice
under 2.5G technology and progressing continuously 3G and 3G+. The drive
behind is more and more data rate technically named as broadband. International
Telecommunications Union (ITU) recommendation I.113 has defined: ‘A broad-
band as a transmission capacity that is faster than primary rate ISDN at 1.5–2 Mbits/
s’ [5]. Federal Communications Commission (FCC) defined in 1999: ‘Broadband is
200 kbits/s (0.2 Mbit/s) in one direction, the lower end of the broadband spectrum
to be 200 kbits/s and advanced broadband is at least 200 kbit/s in both directions’
[6] however in 2010, it defined as ‘‘high-speed, switched, broadband telecommu-
nications capability that enables users to originate and receive high-quality voice,
data, graphics, and video telecommunications using any technology’’ [7].

Future network requires multimode device that can be connected and switched
between networks based on different technologies, including cellular, WiFi, DSL/
Cable, Bluetooth, UWB and more. Qualcomm is behind the multimode dimension
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Fig. 16.1 Converged network platform
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by developing power efficient chipsets that integrate a growing array of func-
tionality and supporting many access technologies while LG and Samsung are
launching their own chipset. Multimode devices have a key position in the com-
mercialization of LTE. Commercial launch of LTE with multimode devices is
taken off.

16.4 Utility Theory Based Approach

It is human instinct that possession and consumption of goods give pleasure or
satisfaction. In economics, this pleasure or satisfaction is named utility. Jeremy
Benthan (1784–1832) gave the idea to measure pleasure and pain in his famous
book ‘Introduction to the Principals of Morals and Legislation’ in 1780s which laid
the foundation stone of the utility theory and this theory was further developed by
William Stanley Jevons and others in mid 19th century. The theory assumes/
postulates that consumer derives satisfaction from goods, wants to maximize the
satisfaction, income is limited, and the satisfaction increases as per law of
diminishing marginal utility and utility is measureable [8]. It is human behavior
that he wants to maximize the satisfaction but his income is constrained. To
analyze this behavior, the concepts of indifference curve and budget constraint in
economics are helpful.

Indifference curve shows different combinations of two commodities that gives
same level of satisfaction or in other words set of various quantities of two goods
which are equally desirable. The indifference curves have the properties: i. farther
from origin preferred to closer ones, ii. There is an indifference curve through
every possible bundle, iii. Indifference curves cannot cross and iv. Indifference
curves slope downward [9].

Budget constraint is important concept in utility theory and shows various
combinations of goods that a consumer can buy given his income and price of
goods. In [10] budget line is defined as ‘a line showing the possible combinations
of two goods that a consumer can purchase’.

After mapping the indifference curves and budget line, we can find out the point
where consumer satisfaction is maximized. Graphically it will be the intersection
of budget line and the farther most indifference curve from origin.

16.5 Applying Utility Theory Approach to Convergence
of Telecom Net-work Application

In view of human behavior of maximizing the utility given the limited resources, a
telecom subscriber would naturally want to get more and more benefit and satis-
faction from telecom application, device or network by spending certain amount of
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money and utility theory help here to find the solution. For our purpose, some
important factors that contribute to the approach and analysis are following.

The term ‘subscribers’ is used instead of consumers and they are of three types
i.e., home or individuals, enterprise and corporate. Each kind spends a range of
their income for the purpose of execution of applications. A general framework for
their respective budget has been taken for analysis (Table 16.1).

Voice and video are taken as two goods for our utility analysis and their
different combination encompasses various applications’ demands. Satisfaction
level means the quantified utility level. Our range of satisfaction is depicted in
following table.

Satisfaction levels are classified as ‘E’, ‘G’,‘F’ and ‘P’. In first type, the
bandwidth and data rate required by the application request is equal or greater than
needed. There is no delay and all parameters for Quality of Service (QoS) are
maintained by network. Hence leading to conclusion that subscriber satisfaction
level is ‘E’. In second and third alternative, satisfaction level is not as much of ‘E’
but still satisfaction and is denoted as ‘F’ and ‘G’ in Table 16.2. ‘P’ type sub-
scriber is unsatisfied.

Indifference Curves are named as satisfaction curves in this analysis and shows
different combinations of two commodities that gives same level of satisfaction.
When a subscriber’s satisfaction level changes, the curve also changes otherwise
not. These curves for satisfaction levels ‘E‘, ‘G’ and ‘F’ are shown in Fig. 16.2 and
labeled as ‘SE’, ‘SG’ and ‘SF’ respectively. As long as the subscriber has same
satisfaction level, his curve is same. These curves never touch zero levels. ‘SE’,
‘SG’ & ‘SF’ hold all combination of video and voice units at respective satis-
faction levels of ‘E’, ‘G’ and ‘F’. At level ‘P’, there is dissatisfaction, so, satis-
faction curve is not drawn. For plotting these curves, the different combinations of
voice and videos are used and units for both goods i.e., video and voice are kbits/
sec.

Table 16.1 Wireless mobile
application and sample data
rate

Application Data rate

VoIP 4–64 kbps
Interactive gaming 50–85 kbps
Music, Speech, Video Clips 5–384 kbps
Web browsing, email, instant messaging,

telnet, file download
0.01–100 Mbps

IPTV, movie download, P2P video sharing [1 Mbps

Table 16.2 Wireless mobile
application and sample data
rate

Level Satisfaction status

00 Poor (P) Unsatisfied
01 Fair (F) Partially satisfied
10 Good (G) Partially satisfied
11 Excellent (E) Satisfied
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Budget constraint is very important in telecommunications. If the applications
are executed with good quality of service and cheap rates then it is attracted by
common subscribers so it is a significant factor in implementing and penetration of
any network. If the converged network is providing all its services at very high
rates that are not affordable to its subscribers then convergence phenomenon for
wireless mobile applications will not be a success story. Figure 16.3 shows budget
line for purchase of two commodities namely voice (Vc) and video (Vd):

Let ‘N’ is the amount in dollars for purchase and the cost/kbps of Vc is PVc and
cost/kbps of Vd is as PVd. The straight line connecting N/PVc and N/PVd will be
the budget constraint of a subscriber with defined ‘N’ dollar for purchase of units
of Vd and Vc. This line shows the combination of Vd and Vc that a subscriber can
get in the given budget. Different subscribers such as individuals, enterprises and
corporations have different budget constraints for access of broadband applications
and their budget lines are straight with certain ratios of voice and video units.

Optimal solution to choose between different combinations of voice and video
given the budget constraint of the subscriber lies at intersection point between
budget line and satisfaction curve. In Fig. 16.4, points ‘x’, ‘y’ and ‘z’ contains
different quantities or units of voice and video but they give same level of

Fig. 16.2 Satisfaction curves
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Fig. 16.3 Budget lines
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satisfaction to the subscriber as all three points lie on the same satisfaction curve.
However, Point ‘y’ is intersection point with budget line while points ‘x’ and ‘z’
lies above the budget line and hence not attainable at this level. Therefore sub-
scriber will opt for point ‘y’.

16.6 Analysis and Results

Analysis is done in this section to aid our idea of quantizing satisfaction through
utility theory. Analytical approach is scientific aspect that leads to decision
making. Previous section shows the qualitative analysis, whether subscriber is
satisfied, unsatisfied or partially satisfied depending upon the execution level of
his/her request. Once we know the preference level of the particular group of
subscribers, it is helpful for the telecom service provider to design and offer
products keeping in view of the groups’ specific requirements and price level.

Now we quantify and analyze the relation of satisfaction and change in budget
and first we define some probabilities in this regard.

P(S) = Probability of satisfaction, P(PS) = Probability of partial satisfaction,
P(US) = Probability of un satisfaction, P(S|BI) = probability of satisfaction given
the budget increase or Probability that increase in budget will be favourable for
satisfaction, P(PS|BI) = probability of partial satisfaction given the budget
increase or Probability that increase in budget will be favourable for partial

Fig. 16.4 Satisfaction
maximization point
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satisfaction, P(US|BD) = probability of un satisfaction given the budget decrease
or Probability that decrease in budget will be favourable for un satisfaction.

Based on results obtained from survey, we have calculated the following
probabilities:
i. Probability of satisfaction P(S) = 0.3
ii. Probability of un satisfaction P(US) = 0.2
iii. Probability of partial satisfaction P(PS) = 0.5
iv. Probability of satisfaction given the budget increase P(S|BI)P(S|BI) = 0.7
v. Probability of partial satisfaction given the budget increase P(PS|BI) = 0.2
vi. Probability of un satisfaction given the budget decrease vi. P(US|BD) = 0.6
vii. Joint probability of Satisfaction and budget increase

P(S&BI) = P(S|BI). P(S) = (0.7) (0.3) = 0.21
viii. Joint probability of partial Satisfaction and budget increase

P(PS&BI) = P(PS|BI). P(PS) = (0.2) (0.5) = 0.15
ix. Joint probability of un-satisfaction and budget decrease

P(US&BD) = P(US|BD). P(US) = (0.6) (0.2) = 0.12

16.7 Conclusion

The research concludes that the global adoption of converged telecom applications
depends on many factors. Service operators, vendors and manufacturers aim to
promote fixed and mobile converged applications. This utility theory based
analysis highlights the fact that service provision without subscriber satisfaction
and adoptability is nothing. The approach emphasizes on application layer plat-
form, shedding light on one of the important issues of convergence-subscriber
satisfaction. Less cost converged solution with maximum subscriber satisfaction
would be deployed. In conclusion, subscriber preference, contentment and inclu-
sion of budget factor are important aspects to be considered in making telecom-
munication converged application thriving.
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Chapter 17
Open the Black Box of Information
Technology Artifact: Underlying
Technological Characteristics Dimension
and its Measurement

Yuan Sun, Zhigang Fan, Jinguo Xin, Yiming Xiang and Hsin-chuan
Chou

Abstract Previous research suggests the great importance of scrutinizing the
information technology (IT) artifact itself. Yet, there is still limited attention to
meet that goal. In this research, authors employed multiple research methods to
investigate the technological characteristics dimensions, mainly including groun-
ded theory method, focus group in-depth interview, content analysis, panel expert
judgments and survey method. The results indicate that the complexity, utilitarian,
hedonic, communication, flexibility, reliability, integration, accessibility, timeli-
ness, accuracy, completeness, currency, format and stability are the critical and
universal technological characteristics dimensions. Corresponding measurement
items were also developed and illustrated. The findings have the potential to be
applied in future investigations on the technological characteristics of IT artifact.
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17.1 Introduction

IT usage research has examined a wide range of technologies, such as word
processing software, electronic mail, spreadsheets, microcomputers, world wide
web, expert system, debugging software, telemedicine, group support system,
computerized physician order entry systems, web-based transactional system, blog
system, content management system, enterprise resource planning system and etc.
However, these studies have not differentiated different kinds of information
technologies (IT) artifacts. Hence, the underlying technological characteristics
remain taken for granted, unspecified, unexamined, and under-theorized.

Orlikowski and Iacono [1] lamented the lack of theorization of the IT artifact in
the information system (IS) field, and then identified five categories of information
technology conceptualizations based on the coding of the 188 articles: the tool
view, the proxy view, the ensemble view, the computational view, and the nominal
view. The ensemble view was the most comprehensive one, focusing on the
dynamic interactions between people and technology—construction, implemen-
tation, organization and the deployment of technology in society. In this paper, we
adopt the ensemble view to investigate the underlying technological characteristics
dimension of IT artifact and develop its corresponding measurement.

17.2 Literature Review

Although the IS researchers have realized the importance of theorizing and
incorporating IT artifacts with current theories in IS research, only a few explicit
attempts have been made. Leifer [2] pointed out that computer-based information
systems could be categorized into decentralized systems, centralized systems,
distributed systems and stand-alone systems. Ngwenya and Keim [3] distinguished
group decision support system as synchronous and asynchronous one. King and He
[4] categorized types of information system usage into job-related, office, general
(such as email and telecom) and internet and e-commerce. Osrael et al. [5] clas-
sified the service-oriented systems into stateful and stateless categories. Lau et al.
[6] considered that the negotiation agents system can be divided into adaptive and
non-adaptive classes.

Based on the literature review, we have found that most of the current studies
just employ a simple category to explore the black box of information technology
artifact. Hence, the underlying technological characteristics dimensions of IT
artifact and their measurement items are needed to investigate. As we know,
different information system serves different purposes in our personal, social, and
work lives. For example, enterprise resource planning systems help to improve our
work performance, online games provide us with entertainment, videoconferenc-
ing improves us with communication or collaboration function, and etc.
Depending on those purposes, we can conclude that technologies have three kinds
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of technological characteristics: utilitarian, hedonic, and communication. Other
potential technological characteristics can be considered are complexity [7],
flexibility [8] and etc. Some information technologies serve multiple purposes, and
have multiple technological characteristics. For example, group support systems
can represent utilitarian by improving work performance, as well as communi-
cation by using as a tool for group members to discuss and collaborate with each
other. Above identified technological characteristics from the literature review are
the footstones for further investigations.

17.3 Research Methods

Based on initial potential technological characteristics identified from the literature
review, we employed Ontology Theory (OT) [9] and General System Theory
(GST) [10] to generate a series of important technological characteristics of IT
artifact and establish their underlying dimension structure. We got twenty five
important technological characteristics after above step. Then we used Grounded
Theory (GT) [11] method to refine the dimension structure and the corresponding
technological characteristics. After that, we got fourteen technological character-
istics, and then conducted the focus group in-depth interview and content analysis
to extract and purify the critical items to measure each technological character-
istics dimension of IT artifact. And then we further refined these critical mea-
surement items by integrating the measurement items from the related literatures
and by panel expert judgments. Finally, we employed the pilot and large-scale
survey to verify and refine the measurement items. We employed factor analysis to
examine the validity of the measurement, and used Cronbach’s alpha to examine
the reliability.

17.4 Results and Discussions

The final technological characteristics dimension of IT artifact, their definition and
measurement items are listed in the Table 17.1. The final technological charac-
teristics are the ones that can be assessed by users. Other technological charac-
teristics which cannot be assessed by users, such as scalability (refers to the extent
to which provisioned computing resources can dynamically adjust to variable
loads such as changes in the number of users, required storage capacity, and
processing power [12]) are not included in this study.

To examine the technological characteristics dimension of IT artifact and their
measurement items, we needed to reach out as many and diversified survey par-
ticipants using different kinds of information technology as possible in the final
large scale survey. Hence, we employed an online survey method through a
popular local online survey web site. As an incentive, respondents who fully
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completed the questionnaire had a chance to win various prizes by lucky draw.
Finally, we got a useful sample of 103 university students and 121 enterprise
employees. Respondents were 55.36 % male and their average age was 33.9 years.
To assess the reliability of the measurement instrument, we computed the
Cronbach’s alpha for all variables [13]. The values of all Cronbach’s alpha in our
study were between 0.89 and 0.94, thus passing the reliability test. The items
for all variables were submitted to factor analysis to assess the validity of the
measurement instrument. The extraction procedure was Principal Components
using the varimax method for factor rotation. The analysis produced 14 compo-
nents accounting for 62.23 % of the variance. There were no significant cross-
loads, and the minimum load exceeded 0.71 for all items, indicating high construct
validity. Each technological characteristic was composed of a single variable.
Therefore, the reliability and validity of the measurement instrument conceivably
indicated that our technological characteristics dimensions of IT artifact and their
corresponding measurement items were of high quality, and could be used in the
future study investigating the technological characteristics.

Based on all technological characteristics dimension of IT artifact identified
above, authors classify them into two groups, i.e., triggers group and contextual
constraints group. For triggers group (including flexibility, reliability, integration,
accessibility, timeliness, accuracy, completeness, currency, format and stability),
technological characteristics play the role of mediation in the interactions between
users and technologies. The technological characteristics in this group emphasize
that IT-supported task can be considered as an important factor influencing the
user IT usage. And the technological characteristics can indirectly influence the
users’ acceptance and usage through the users’ cognitive believes. For contextual
constraints group (including technological complexity, utilitarian, hedonic and
communication), technological characteristics play the role of environmental
background. The technological characteristics in this group emphasize that users’
IT usage can be influenced by information technology event and change, and
the technological characteristics moderate the effect of users’ cognitive believe on
IT usage.

17.5 Conclusion

Through the grounded theory method, focus group in-depth interview, content
analysis, panel expert judgments and survey method, this study systematically
investigates the underlying technological characteristics dimension of IT artifact
and develops its corresponding measurement. Final large scale survey result
indicates that complexity, utilitarian, hedonic, communication, flexibility, reli-
ability, integration, accessibility, timeliness, accuracy, completeness, currency,
format and stability are the critical underlying technological characteristics
dimensions of IT artifact. High reliability and validity indicates that the developed
items are qualified to measure these critical technological characteristics. Future
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studies could integrate these technological characteristics into the users’ accep-
tance and usage models, and use corresponding measurement items to test these
theoretical models. Furthermore, the technological characteristics identified in this
study are critical and universal ones, which can be used both in individual
information technology and enterprise information technology. Therefore, more
technological characteristics could be identified for the specific information
technology through examining the specific information technology in future study.
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Chapter 18
Joint Optimization About Pattern
Synthesis of Circular Arrays Based
on the Niche Genetic Algorithm

Yuan Fei, Zhao Ming, Huang Zhong Rui and Zhang Zhi

Abstract The high side lobe level is a serious problem for the circular array
pattern. In order to solve this problem, a new method for the pattern synthesis of
circular array is proposed in this paper. It makes the location of the array element
and the coefficient as joint variables for its optimization model based on the niche
genetic algorithm, which can overcome the shortcomings of premature and bad
local searching capability existing in simple genetic algorithm. This approach can
not only enhance the variables freedom degree but also accord with the academic
global optimization. A measure is proposed to alleviate the dependence of
convergence on the initial population, in which two reproduction operations of
different types are alternatively used in generating chromosomes. The simulation
results show the efficiency of this method.

Keywords Circular arrays � Niche � Genetic algorithm � Unite optimization �
Side lobe level
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18.1 Introduction

Array signal processing has been widely used in diverse applications including radar,
communications, sonar, speech, intelligence analysis and medical image [1–3].
Circular arrays have more superior performance as opposed to the linear arrays.
Circular arrays not only can provide two-dimensional azimuth and elevation angle
information but also can move through the cycle incentives to control the beam
direction flexibility. And also it can achieve beam scanning in all directions with the
same aperture. Moreover, circular arrays’ beam pattern is not sensitive to the fre-
quency change [4, 5], which makes it more competitive in the broadband signal
processing. But the higher side lobe level of circular arrays’ pattern is their great
shorting. In recent years, the use of sparse arrays to reduce the side lobe level is
becoming a hotspot [6], but there is less literature for the circular array. [7–10]
respectively, applied on the genetic algorithm, differential algorithms and their
improved algorithm for designing a circular sparse array. [11, 12] is to make
improvements of weighted coefficients to the formation of the beam pattern. The
similarity of the above methods is that all of them are under certain circumstances and
only make one of the sensor position and element weighting coefficient as optimi-
zation variables to optimize the maximum side lobe level. Array antenna pattern is
jointly determined by the sensor position and element weighting coefficients, so the
above methods are equivalent to a slice of the path from the domain of the function of
the broken-line optimization, apparently lacking of a true sense of the global optimal
solution.

This paper presents a new method for pattern synthesis of the circular array
based on the niche genetic algorithm. The idea is that the joint optimization of
sensor position and element weighting coefficient can improve the freedom of
independent variables so as to achieve the defined region global optimization. It
can get lower peak side lobe level. In addition, the basic genetic algorithm has
been improved in order to avoid prematurity. It alternates the two genetic repro-
duction operations and extends the crossover-way, so it can effectively reduce the
dependence of the algorithm’s convergence on selection of the initial group [13].
In the end, it takes the angle difference between the chromosomal genes for the
sensor position, which can not only reduce the optimization space but also improve
the efficiency of the algorithm.

18.2 Pattern Function and Design Equations
of the Circular Array Antenna

Consider a circular array [14], the radius R ¼ n � k; n is a constant, k is the
wavelength. Let us consider N antenna array elements spaced on a circle according
to Fig. 18.1, selecting the center of the circle as a reference point, di is the azimuth
of i unit, and the desired beam direction is ð/0; h0Þ.
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Its pattern function can be expressed as:

Fð/; hÞ ¼
X

N�1

i¼0

wi � exp j
2p
k

Rðsin h cosð/� diÞ � sin h0 cosð/0 � diÞÞ
ffi �

ð18:1Þ

where: wi is the ith array element weights amplitude; / starting at the X axis
positive direction of the azimuth; h starting at Z axis in the positive direction of the
pitch angle. Here, the focus is to consider the changes in characteristics of the
pattern with azimuth, that is to say, only consider the circular array where
the plane direction of figure, and h ¼ h0 ¼ 90� at this time, the array pattern
function for the circular array can be written as:

Fð/Þ ¼
X

N�1

i¼0

wi � exp j
2p
k

Rðcosð/� diÞ � cosð/0 � diÞÞ
ffi �

ð18:2Þ

The peak side lobe level of the circular array pattern MSLL [15] is calculated as
follows:

MSLL ¼ max
/2H

Fð/Þ
maxðFð/ÞÞ

�

�

�

�

�

�

�

�

� �

ð18:3Þ

Let H denotes the side lobe beam pattern areas, so that the main lobe of the
null-power beamwidth is 2/0, and

H ¼ / 0� �/�/j � /0f g [ / /� /0�/� 360�jf g; max Fð/Þj j is for the
entire airspace.

Now let us constrain that the interval of neighboring elements can not be
smaller than a certain fixed length (or angle) dc, namely:

minfdi � djg� dc; 1� j\i�N ð18:4Þ

id

0 1 i

Z

X

Y

1N −

θ

φ

R

Fig. 18.1 Circular array
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The azimuth of N elements known as:

dN � 360� � dc ð18:5Þ

Let us split di into xi þ ði� 1Þdc, then
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ð18:6Þ

In order to satisfy the Eq. (18.4), the elements of the vector X1 must be ordered
in descending, and xN � 360� � Ndc, so its search space of elements will be
reduced from 0; 360�½ � to 0; 360� � Ndc½ �, and for this it can improve the efficiency
of the algorithm [16].

Because the array pattern of the circular array is normalized, so here we limit
the array element weighting coefficients range is �1; 1½ �. In order to improve the
randomness of the initial chromosome and enhance the convenience of selection,
crossover and mutation operations, the real and imaginary parts of the complex
weighting coefficients is respectively expressed as X2;X3, as a vector of dimension
equal to the number of array elements.

Now making the sensor position vector X1 and element weighting coefficient
vector X2;X3 as the joint optimal variable of the real-coded chromosome X, where

X ¼ XT
1 ;X

T
2 ;X

T
3

� �T
. From this we are available to achieve the following optimi-

zation model:

min
X
ðMSLLÞ

s:t: X ¼ ðx1; � � �; x3NÞ 0� � x1� � � � � xN � 360� � Ndc;j � 1� xNþ1; � � �; x3N � 1f g
ð18:7Þ

18.3 Pattern Synthesis on Niche Genetic Algorithm

18.3.1 The Overview of the Niche Genetic Algorithm

The basic idea of the niche genetic algorithm [17] is: firstly, we should give the
definition of the distance between groups of each chromosome. Then the real
distance of each individual can be calculated. If this distance is less than the given
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value of L, the individual which has the smaller fitness value will be punished,
greatly reducing its fitness. After this treatment, the close proximity of the poor
individual in subsequent competition will be at a disadvantage, which will grad-
ually be eliminated. Only the superior one can be exist. That is to say the distance
of L functions meets the target of the function to lower the chromosome of a larger
penalty and will be gradually phased out in the subsequent competition.

Chromosome genes variable in this article is divided into two categories:
Firstly, the position variable, and the other incentive variables. Between the two,
their unit is not the same and the corresponding range is not in an order either, if
direct them into the Euclidean distance formula:

Fu;v ¼ aF1u;v þ bF2u;v

¼ a
N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

N

i¼1

ðXi
u � Xi

vÞ
2

v

u

u

t þ b
2N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

2N

j¼1

ðX j
u � X j

vÞ
2

v

u

u

t

ð18:8Þ

Among them, Xi
u and X j

u; respectively, denotes the gene i and j in the chro-
mosome u, Xi

v and X j
v; respectively, denotes the gene i and j in the chromosome v.

The values of F1u;v and F2u;v may vary greatly in the genetic manipulation.
Compromising the case of a fitness function will no longer play a role, it
is necessary to deal with the two fitness functions. The fitness functions after
treatment as follows:

eFu;v ¼ aeF1u;v þ beF2u;v

¼ a
N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

N
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2
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2N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

2N
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ðeX j
u � eX j

vÞ
2

v

u

u

t

ð18:9Þ

where,
eXi

u ¼ Xi
u=maxðX1

u; . . .;XN
u ;X

1
v ; . . .;XN

v Þ; i ¼ 1; . . .;N

eXi
v ¼ Xi

v=maxðX1
u; . . .;XN

u ;X
1
v ; . . .;XN

v Þ; i ¼ 1; . . .;N

eX j
u ¼ X j

u=maxðXNþ1
u ; . . .;X3N

u ;XNþ1
v ; . . .;X3N

v Þ; j ¼ N þ 1; . . .; 3N

eX j
v ¼ X j

v=maxðXNþ1
u ; . . .;X3N

u ;XNþ1
v ; . . .;X3N

v Þ; j ¼ N þ 1; . . .; 3N

After normalization, we can guarantee that eF1u;v and eF2u;v on an order of
magnitude and can be comparable. a and b is the weight of the type (18.8) and
(18.9) respectively. By adjusting a and b, we can choose the main way to optimize
the array, that is, to optimize the sensor position-based or array element excitation
optimization-based or equal emphasis.
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18.3.2 Pattern Synthesis Based on Niche Genetic Algorithm

Equations (18.2), (18.3) show that the objective function in (18.7) is a highly
nonlinear NP-hard problem, which can be optimized via niche genetic algorithm.
Improvements have been dealed with the basic niche genetic algorithm in order to
avoid the algorithm slow convergence and bad stability. Their specific imple-
mentation steps are as follows (Fig. 18.2).

Begin

The way of encoding

The generation of initial
population

Sorting for the sensor position gene in
each  chromosome

Definition and calculation for the fitness
function

The
condition

for
ending

YES

The optimal result

Output

End

NO

Differential
evolution
algorithm

Interpolation /
Extrapolation

Single-
point
crossover

Multi-
point
crossover

Mutation

Calculation for the fitness
function

The best retention policy

The selection of the modified roulette method 

                             Even

                        Generation

   Odd
                            Generation

Competitive exclusion based
on niche genetic algorithm

Fig. 18.2 The flow chart of the niche genetic algorithm
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18.4 Simulation Results

To demonstrate the effectiveness of our method (niche genetic algorithm) in
pattern synthesis of the circular array antenna, we choose two other methods the
differential evolution algorithm (DE) and the genetic algorithm (GA), as com-
parison, and evaluate the performance of each method by investigating an
important parameter in pattern synthesis, i.e., the peak side lobe level outside the
main lobe while maintaining the zero power width is constant.

In the example, there is a circular array of radius R ¼ 2k, and its desired beam
direction is ð200�; 90�Þ; h ¼ h0 ¼ 90�. The number of array elements is N ¼ 16
and neighboring elements of the minimum two-array azimuth difference is not less
than dc ¼ 14:3641� (the distance of the half-wavelength). The number of indi-
viduals in the arrangement is M ¼ 100, and the maximum evolution generation
G ¼ 200, the variable dimension is 3N ¼ 48.The differential amplitude control
coefficient F ¼ 1 and interpolation/extrapolation coefficient C ¼ 0:25; a ¼ 0:05;
vb ¼ 0:95; the mutation probability is taken as 0.015, the width of the main lobe of
the null power point 2/0 ¼ 24�, the discrete points of side lobe is 138, the
discrimination interval is about 2:5�.

Figure 18.3 shows the pattern of the uniform circular array whose number of
elements N ¼ 16, the maximum side lobe level is -4.4336 dB.

Figure 18.4 shows the diagram for the optimized circular array direction, the
figure shows that the peak side lobe level is -13.1 dB. In comparison with [9] in
which the peak side lobe level is -11.5922 dB and [10] in which the peak side
lobe level is -11.3468 dB, it is lower 1.5078 and 1.7532 dB, respectively. When
compared with uniform circular array it has been obtained nearly 9 dB reduction.
So this experiment indicates the validity of the presented optimization algorithm.
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Figure 18.5 shows the position distribution of the array element in the uniform
circular array and the sparse circular array. The dots represent element positions of
uniform circular, while the triangles represent that of the sparse array.

Figure 18.6 shows the convergence curve of the fitness function based on niche
genetic algorithm proposed in this paper. And the simulation times is 10, where the
solid line represents the average of the fitness function among the 10 simulations,
the dotted line represents each simulation’s curve. From the chart it can be seen
that, the application of this algorithm can not only enhance optimization ability of
the fitness function but also improve the convergence speed of the objective
function. So that it can obtain a lower peak side lobe level. The superiority of the
proposed algorithm and the correctness of the selected fitness function can be
demonstrated through the simulations.
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18.5 Conclusion

As to the peak side lobe level of the circular array pattern, researchers have made
the sensor position and the weighted coefficients as joint optimization variables to
minimize the peak side lobe level for the fitness function based on niche genetic
algorithm optimization. It can overcome the lack of convergence to local optimal
of the traditional algorithm. Researchers take two kinds of crossover-way to
overcome the convergence dependent on the selected initial population in the
presented method. In addition, taking the angle difference between the chromo-
somal genes for the sensor position, which can remove redundant optimization
space, and improve the efficiency of algorithm optimization? Finally, the simu-
lation experiment illustrates the effectiveness of the method. Much reduction of the
side lobe can be obtained in comparison with the reference methods.
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Chapter 19
The Application of Wavelet Analysis
and BP Neural Network for the Early
Diagnosis of Coronary Heart Disease

Shengping Liu, Guanlan Chen and Guoming Chen

Abstract Based on the relationship between coronary artery blockages and heart
sound signals, a novel processing method on heart sound signal of early diagnosis
of coronary heart disease was proposed. With the wavelet analysis, the heart sound
signal was decomposed and reconstructed, and the coefficient of each layer was
extracted. The information content of the first and the second heart sound signal
(S1, S2) was calculated from Shannon entropy. The time threshold was applied to
obtain the interval between S1 and S2. All the characteristic values were combined
into a matrix containing nine elements, which was regarded as the input of a BP
neural network for the identification of heart sound signal. The results show that
the proposed algorithm is highly accurate for the early diagnosis of coronary heart
disease. The recognition rate of the simple aortic regurgitation, the aortic regur-
gitation, the mitral valve stenosis and mitral valve insufficiency were 73.33, 80.00,
86.67 and 93.33 % respectively. It provides a non-invasive early diagnosis method
of coronary heart disease.

Keywords Coronary heart disease � Heart sound signals � Wavelet analysis �
BP neural network

19.1 Introduction

Coronary heart disease (CHD) is most commonly equated to the atherosclerotic of
coronary artery, but it could arise from other factors such as the coronary
vasospasm, which is caused by spasm of the blood vessels of heart. Heart sounds
can be heard by ears or a stethoscope on the chest wall during cardiac systolic and
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diastolic period. Also, it can be conveniently recorded with electronic instruments.
Normally, the heart spurting speed and other factors can produce physiological
murmurs. The variation of heart sounds and noise appearance are the early signs of
organic heart disease, which can be detected through the heart auscultation before
the other signs and symptoms appearance. Analysis of heart sound signal (HSS)
has a great significance for the early diagnosis of cardiovascular diseases [1]. Its
accuracy and reliability will directly affect the evaluation of clinical diagnosis and
prognosis effect.

In order to understand the characteristics of heart sounds comprehensively,
some researchers utilized the artificial neural network to analyze heart sounds.
The phonocardiogram was directly input into the BP neural network (BPNN) for
analyzing. Since the influence of randomness of signal variation, it is hard to
accurately classify the HSSs [2]. For overcoming the disadvantages, Kay et al.
[3, 4] proposed the auto-regressive model, and the auto-regressive and moving
average model, respectively. The sound transmission system has a strong Time-
Varying line; therefore, the HSSs on the same stage processing cepstrum could
cause data confusion in theory. If cepstrum were processed as an input of a neural
network, the recognition results could be inaccurate [5]. The short-time Fourier
transform is extensively applied for time–frequency analysis. But the type and
length of analysis window critically influence on the analysis results. Wavelet
Transform is prospective applications in the fields of biomedical signal processing
[6, 7]. In order to ensure the effectiveness of information processing, accuracy and
operation efficiency, the Discrete Wavelet Transform (DWT) and normalized
Shannon information content were adopted to analyze the HSSs in this paper.
By comparing the normal and abnormal HSSs, the eigenvalues associated with the
coronary heart disease were extracted, and then input into the BPNN to identify
and classify for the detection and adjuvant treatment of organic heart diseases.

19.2 The Heart Sound Signals Processing and Feature
Extraction

Figure 19.1 shows the processing flow chart of pretreatment and feature extraction
of HSSs.

Preprocessing aims at the removal of high-frequency components of the heart
sound signals which result from the environment impact, and the selection of
concentration energy of the first heart sound (S1) and the second heart sound (S2).
By compulsory denoising, the high frequency coefficient was set to 0 in the

Heart Sound
Signal

Preprocessing DWT  Decomposition
&  Reconstruction

Positioning
& Segmenting

Identifying 
& Classifying 

Fig. 19.1 Preprocessing and feature extraction of HSSs
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wavelet decomposition, that is, all the high frequency portions were removed.
This method is relatively simple, and the denoised signals are relatively smooth.
The results are shown in Fig. 19.2. It indicates that the preprocessed signal still
remained the main component of the original signals while the high-frequency
murmurs were effectively eliminated.

The time–frequency diagram of Time-Varying (TV) HSSs can easily analyze
the location of main frequencies. A 3D spectrum, which reveals the spectral
characteristics of TV HSSs, is shown in Fig. 19.3. The time–frequency diagram in
Fig. 19.3 figures that the main signal frequency locates in the band of 0–800 Hz.
It indicates that the signals distribute by themselves energy. Frequency localization
properties can apply to analyzing the TV spectra of signals. It is suitable for
analyzing signals in details because of its non-sensitive to noises.

According to the characteristics of the HSSs, it needs to ensure the effectiveness
of information processing, accuracy and operation efficiency, and facilitate to
access the reconstructed results. The DWT algorithm was adopted to produce
intensity envelopes of approximations and details of original phono- cardiographic
signals [8]. The key to the discrete wavelet decomposition and reconstruction is
the selection of wavelet basis functions and decomposition levels. Figure 19.4 is
the denoised effect under different decomposition levels. From Fig. 19.4, the level
3 still contains many high frequency components; the level 4 and 5 are the ideal
level in this study; level 6 and 7 can perfectly remove the noise, but some effective
signals were removed. Figure 19.5 shows the denoising effect of different wavelet
basis functions under the decomposition level 4. It indicates that the daubechies
6(db6) can not only denoise effectively, but also retain the effective portion of
signals. So the db6 and level 4 were chosen to denoise the HSSs.

The signals (S) were decomposed into four layers (d1, d2, d3, d4) using db6
based on the Eq. (19.1):

S ¼ d1 þ d2 þ d3 þ d4 þ aj ð19:1Þ

where aj ¼
Pn

i¼1
djij j

n is the signal average in j level, dji is signal vectors in j level,
n is the signal dimension. A high frequency feature was extracted. A single
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numerical value was used to express frequency feature value of signals in each
layer.
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19.3 Heart Sound Signals Classification Based
on BP Neural Network

The characteristics of HSSs were identified based on the principle of pattern
matching. The guide to the best match of the reference pattern is the recognition
result for the HSSs. Figure 19.6 shows the identification process. The model
classification of the characteristic signal of HSSs based on the BPNN

BPNN includes three steps [9, 10]: building, training and classification.
The input of the BPNN is a 9-dimension vector. The HSSs are classified as four
categories, which correspond to the simple aortic regurgitation, the mitral (valve)
stenosis, the aortic regurgitation and the mitral valve insufficiency, respectively.
Therefore, the number of input nodes of the BPNN is 9 and the number of output
nodes of the BPNN is 4. The number of 3–12 hidden layer nodes was tested,
respectively. The optimal node number was finally determined according to the
result of training and error analysis. The number of hidden node was fixed as 10 in
this paper.

The activation function of the BPNN adopts sigmoid function as the Eq. (19.2):

f ðxÞ ¼ 1
1þ e�x

ð19:2Þ

The error of the p demo is calculated with the Eq. (19.3):

Ep ¼
1
2

X

m

j¼1

ðypj � opjÞ2 ð19:3Þ

where, yp is the actual output, op is the expected output. The error of the total
sample is E ¼

P

p Ep.
The feature matrix [da1, da2, da3, da4, aa4, ES1, ES2, Ti, Tj] was input into the

BPNN. Herein, dai is the high frequency component in the i layer; ES1, ES2 is
the information content of S1 and S2, which is calculated with the Eq. (19.4); Ti is
the interval between S1 and S2; Tj is the interval between S2 and next S1. Ti, Tj can
be measured from the segmentation figure using Shannon entropy and time
threshold.
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Fig. 19.6 Identification process of heart sounds
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Es ¼ �
1
N

X

n

i¼1

hs2ðiÞ � logðhs2ðiÞÞ ð19:4Þ

where, hs is one of the signal segment, N is the length of each segment.
The desired output value was initialized according to the identification category

of the HSS. For example, when the identification category is 1, the desired output
vector is [1 0 0 0]. It means the input signals are the first category signal, namely
the simple aortic regurgitation.

19.4 Results and Discussions

The HSSs were compulsorily denoised and decomposed into 4 layers using the db6
wavelet. The frequency domains were divided into 4 bands, namely 0–138,
138–275, 275–551 and 551–1102 Hz. The coefficient of each layer is a charac-
teristic value. Decomposition and reconstruction of normal and abnormal HSSs are
shown in Fig. 19.7. The energy of normal HSSs concentrates in the range of
0–138 Hz as Fig. 19.7a. Thus, it is useful to determine the murmurs through the
different energy of the signals. There have much noise locating in the high
frequency band (138–1102 Hz) as Fig. 19.7b. Generally, it could arise from the
outside interference or disorder of heart itself. According to the clinic research
results, HSSs of CHD patients contain more high frequency components,
especially in the band of 551–1102 Hz as Fig. 19.7b. The processing method
proposed benefits to determine some early signs of CHD.

The purpose of the heart sound segmentation is to ascertain the position of main
signal components, including the first heart sound(S1), the systole, the second
heart sound(S2) and the diastolic, which are the basis of feature extraction and
pattern recognition. Also, they are the prerequisite and foundation of non-invasive
diagnosis of coronary heart disease [11]. The Shannon entropy and time gate were
utilized to extract the HSS envelope. Figure 19.8 plots the segmentation results
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cd3:138-275Hz ca3:0-138Hz cd3:138-275Hz ca3:0-138Hz 

(b)(a)
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Fig. 19.7 Decomposition and reconstruction of normal and abnormal HSS

170 S. Liu et al.



using Shannon entropy and time threshold. From Fig. 19.8, the combination of the
Shannon entropy and time gate can accurately segment the range of heart sounds
and quickly locate the position of S1, S2. Comparing the healthy person, the CHD
patients have higher energy in HSS, and the interval time has an obvious variation.
The Shannon entropy was regarded as the energy eigenvalues of HSSs. Also, the
interval Ti and Tj are regarded as eigenvalues of HSSs.

Sixty heart sound data were derived from the West China courseware resources.
Among them, 45 heart sound data were used as training set. During training, the
learning rate is 0.1; the error of training terminated is 0.01. In order to verify
the BPNN trained, other 15 heart sound data of the simple aortic regurgitation, the
valve stenosis, the aortic regurgitation and the mitral valve insufficiency were
input into the BPNN, respectively. The testing results show that 11 cases were
identified as the simple aortic regurgitation, 12 cases were identified as the mitral
valve stenosis, 13 cases were identified as the aortic regurgitation and 14 cases
were identified as the mitral valve insufficiency. Table 19.1 shows the recognition
rate of the four categories of HSSs using the BPNN built in this paper. To the
method of Self-Organizing Feature Map with Support Vector Machine for the
normal and abnormal HSSs identification, its accurate rate is just approximately
85.1 % [8].
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Fig. 19.8 Segmentation results using Shannon entropy and time threshold

Table 19.1 The recognition rate of heart sound signals

Category of heart
sound signal

Simple aortic
regurgitation (%)

Mitral (valve)
stenosis (%)

Aortic
regurgitation
(%)

Mitral valve
insufficiency (%)

Recognition rate 73.33 80.00 86.67 93.33
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19.5 Conclusion

The DWT db6 wavelet decomposition and reconstruction was used to analyze the
HSSs. It effectively eliminates the high-frequency noise. It is simple to extract the
HSS envelope by combining the Shannon entropy and time threshold, which is
effective to segment and locate the HSSs. A BPNN with 9-10-4 configuration was
built to recognize and classify the four categories HSSs. The recognition rate of the
simple aortic regurgitation, the aortic regurgitation, the mitral valve stenosis and
mitral valve insufficiency were 73.33, 80.00, 86.67 and 93.33 % respectively.

The processing method proposed is simple and accurate to analyze the HSSs.
However, there are other early symptoms of coronary heart disease. For improving
the recognition rate and reliability of early diagnosis of coronary heart disease, it’s
important to integrate other physiological information, such as pulse wave
velocity, etc., into the novel processing method proposed in this paper.
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Chapter 20
Using More Initial Centers
for the Seeding-Based Semi-Supervised
K-Harmonic Means Clustering

Lei Gu

Abstract In the initialization of the traditional semi-supervised k-means, the
mean of some labeled data belonging to one same class was regarded as one initial
center and the number of the initial centers is equal to the number of clusters.
However, this initialization method using a small amount of labeled data also
called seeds which are not appropriate for the semi-supervised k-harmonic means
clustering insensitive to the initial centers. In this paper, a novel semi-supervised
k-harmonic means clustering is proposed. Some seeds with one same class are
divided into several groups and the mean of all data is viewed as one initial center
in every group. Therefore, the number of the initial centers is more than the
number of clusters in the new method. To investigate the effectiveness of the
approach, several experiments are done on three datasets. Experimental results
show that the presented method can improve the clustering performance compared
to other traditional semi-supervised clustering algorithms.

Keywords Semi-supervised clustering � K-harmonic means clustering � K-means
clustering � Seeds

20.1 Introduction

Data clustering, known as one pattern recognition technique, has been used in a
wide variety of fields. Clustering is a division of data into homogeneous groups
called clusters. Each group consists of objects having the larger similarity between
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themselves than objects of other groups [1, 2]. Different measure and criteria of
similarity lead to the various clustering algorithms such as the c-means [3], fuzzy
c-means [4], fuzzy c-mediods [5], partitioning round mediods [6], neural gas [7]
and hierarchical algorithms.

The traditional unsupervised k-harmonic means clustering method, proposed by
Zhang et al. [8, 9], is similar to the k-means clustering and minimize the harmonic
average from all points in the data set to all cluster centers [10]. Although the
k-harmonic means clustering is insensitive to the initial centers, it often obtains the
local optimal solutions. So some improved k-harmonic means clustering is pro-
posed such as the k-harmonic means with the hard and soft membership function
[11].

A small amount of labeled data is allowed to be applied to aiding the clustering
of unlabeled data in semi-supervised clustering unlike the unsupervised clustering,
and so a significant increase in the clustering performance can be obtained by the
semi-supervised clustering [12]. The popular semi-supervised clustering methods
are composed of two categories called the similarity-based and search-based
approaches respectively [13]. It is noticeable that semi-supervised k-means clus-
tering by seeding had been proposed recently [12]. This presented method intro-
duced the clustering method viewed as the semi-supervised variants of k-means
called Seed-KMeans (SeedKM). SeedKM can apply some labeled data called
seeds to the initialization of the k-means. Therefore, like the k-means, the SeedKM
is very sensitive to the initial centers.

In the SeedKM, the average of all seeds with one same class is regarded as one
initial center and the number of all initial centers is equal to the number of clusters.
However, this semi-supervised clustering initialization cannot use for the k-har-
monic means clustering because the k-harmonic means clustering is insensitive to
the initial centers. Although one semi-supervised k-harmonic means clustering
approach had been presented, but this method only applies some labeled data to
affecting the semi-supervised clustering process and its initialization is the same
with the unsupervised k-harmonic means clustering using the number of initial
centers equalling the number of clusters [14]. Therefore, in this paper, a novel
semi-supervised k-harmonic mean clustering (NSeedKHM) is proposed. One
feature of the new presented NSeedKHM is that multiple initial centers more than
the number of clusters is used for the NSeedKHM. In this paper, another semi-
supervised variant of k-harmonic means clustering by seeding called the Seed-
KHM is given in the experiments. The SeedKHM applied the same initialization
algorithm with the SeedKM. In order to assess the performance of the proposed
NSeedKHM method, some experiments are done on one artificial dataset and two
real datasets. Experimental results show that the NSeedKHM can obtain the better
clustering performance compared with the SeedKHM and SeedKM.

The remainder of this paper is organized as follows. Section 20.2 reports the
traditional unsupervised k-harmonic means clustering algorithm. In Sect. 20.3, the
novel semi-supervised k-harmonic means clustering method NSeedKHM is for-
mulated. Experimental results are shown in Sects. 20.4, and 20.5 gives our
conclusions.
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20.2 The Unsupervised K-Harmonic Means Clustering

Compared to the k-means clustering, the feature of the k-harmonic means clus-
tering is insensitive to the initialization of the centers [10].

Step 1. Assume that the whole dataset X ¼ x1; x2; � � � ; xNf g has N unlabeled
samples in the d-dimensional space Rd; X can be divided into K different
clusters, and cj j ¼ 1; 2; � � � ;Kð Þ represents the center of each cluster. The
procedure of the unsupervised k-harmonic means clustering as follows
[10]:Acquire K initial centers cj j ¼ 1; 2; � � � ;Kð Þ for the k-harmonic
means clustering, and M� ¼ 0.

Step 2. According to the following function M Xð Þ; compute its value M. In Eq.
(20.1), q is a parameter and let q� 2. In Sect. 20.4, we let q ¼ 3.

M Xð Þ ¼
X

N

i¼1

K
PK

j¼1
1

xi�cjk kq

ð20:1Þ

Step 3. Based on the following equation, get each element Tij; i ¼ 1; 2; � � � ;ð
N; j ¼ 1; 2; � � � ;KÞ of the matrix T.

Tij ¼
xi � cj

ffi

ffi

ffi

ffi

�q�2

PK
j¼1 xi � cj

ffi

ffi

ffi

ffi

�q�2 ð20:2Þ

Step 4. Obtain the weight Li of each data xi according to the following Eq. (20.3).

Li ¼
PK

j¼1 xi � cj

ffi

ffi

ffi

ffi

�q�2

PK
j¼1 xi � cj

ffi

ffi

ffi

ffi

�q
� �2 ð20:3Þ

Step 5. Update each cluster center ck using the following Eq. (20.4).

cj ¼
PN

i¼1 Tij Li xi
PN

i¼1 Tij Li

ð20:4Þ

Step 6. If M� ¼ Mj j[ e; then let M� ¼ M and go to Step 2; otherwise go to Step 7.
Step 7. For each data xi; assign it to cluster j� by the following Eq. (20.5) and end

j� ¼ arg max
j¼1;2;���;K

Uij ð20:5Þ

20.3 The Proposed NSeedKHM

In the last Section, the traditional unsupervised k-harmonic means clustering is
introduced. Its semi-supervised variant called the NSeedKHM is demonstrated in
this Section. In the NSeedKHM, a small amount of labeled data also called seeds is
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allowed to be applied to aiding and biasing the clustering of unlabeled data unlike
the unsupervised k-harmonic means clustering.

Firstly, the generation of seeds is given. Given the number of clusters M and a
nonempty set X ¼ x1; x2; � � � ; xNf g of all unlabeled data in the d-dimensional space
Rd; the clustering algorithms can partition X into K clusters. Let W, called the seed
set, be the subset of X and for each xt xt 2 Wð Þ; the label be given by means of
supervision [12]. We assume that W can be divided into K groups on the basis of
data labels and each subgroup should be no empty set for the implementation
of one-class support vector machine. Therefore, we can obtain a K partitioning

W1;W2; � � �WKf g of the seed set W.
Secondly, the NSeedKHM semi-supervised clustering method is outlined as

follows:

Step 1. After each Wp p ¼ 1; 2; � � � ;Kð Þ is partitioned into E subgroups randomly,
a K � E partitioning W11;W12; � � �W1E;W21;W22; � � �W2E; � � �WK1;f
WK2; � � �WKEg of the seed set W can be obtained. (E� 1;E is one integer)

Step 2. Set S ¼ Xdu d ¼ 1; 2; � � � ;K ;j u ¼ 1; 2; � � � ;E
� �

where 8Xdu ¼ Wdu; d ¼
1; 2; � � � ;K and u ¼ 1; 2; � � � ;E.

Step 3. For each subset Xdu of S, compute Cdu using the following equation
d ¼ 1; 2; � � � ;K ; u ¼ 1; 2; � � � ;Eð Þ:

Cdu ¼
1
G

X

G

r¼1

xr ð20:6Þ

where 8xr 2 Xdu and G is the number of all data belonging to Xdu.

Step 4. Use Cdu d ¼ 1; 2; � � � ;K ; u ¼ 1; 2; � � � ;Eð Þ for the initial centers and run
the traditional unsupervised k-harmonic means clustering based on the KE
initial centers. Notice that the Eq. (20.5) is changed into the following Eq.
(20.7) here.

j� ¼
arg max

j¼1;2;���;KE
Uij

� �

E

2

6

6

6

6

6

3

7

7

7

7

7

ð20:7Þ

Step 5. End the NSeedKHM.

Finally, the following points need to be explained about the NSeedKHM:

(a) When E = 1 the NSeedKHM becomes the SeedKHM. The SeedKHM is
similar to the SeedKM and applies the seeds to the initialization. In the
SeedKHM, the number of the initial centers is equal to the number of clusters.

(b) When E� 2; multiple initial centers more than the number of clusters is used
for the NSeedKHM. In Sect. 20.4, let E = 2 in all experiments.
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(c) In Step 1 of the NSeedKHM, each Wdu d ¼ 1; 2; � � � ;K ; u ¼ 1; 2; � � � ;Eð Þ
should be no empty set.

20.4 Experimental Results

To demonstrate the effectiveness of the NSeedKHM, we compared it with two
semi-supervised clustering methods, such as SeedKM and SeedKHM, on one
artifical dataset and two UCI real datasets [15], referred to as DUNN, Ionosphere
and Haberman respectively. The DUNN dataset shown in Fig. 20.1 contains 90
cases with 2-dimensional feature from two classes. The Ionosphere dataset and the
Haberman dataset collect 351 34-dimensional cases from two classes and 306 3-
dimensional cases belonging to two classes respectively. All experiments were
done by Matlab on WindowsXP operating system.

For the SeedKM, SeedKHM and NSeedKHM, we randomly generated
P % P ¼ 4; 6; 8; 10; 12; 14; 16; 18; 20ð Þ of the dataset as seeds on each UCI dataset,
and we randomly generated P % P ¼ 10; 12; 14; 16; 18; 20ð Þ of the dataset as seeds
on the DUNN dataset. Since true labels are known, clustering accuracies Q % on
unlabeled data, the remaining 100� Pð Þ% of the dataset could be quantitatively
assessed. Therefore, the clustering accuracies G % of the whole dataset consisting
of unlabeled data and labeled seeds could be calculated by Q % � 100� Pð Þ%þ
P %. On each dataset, the SeedKM, SeedKHM and NSeedKHM were run 20 times
for the different P and we report in Figs. 20.2, 20.3 and 20.4 the average accu-
racies G % of the whole dataset obtained over these 20 runs. Furthermore, let
q ¼ 3; e ¼ 10�5 and E = 2 in the NSeedkHM.

As shown in Figs. 20.1, 20.2 and 20.3, we can see that the NSeedKHM
achieves the best clustering performance compared with the SeedKM and Seed-
KHM. Although the SeedKM and SeedKHM can improve the clustering accura-
cies, there are the drastic distanctions between them when an equal amount of
labelled data is used. For example, on the DUNN dataset with the number of seeds,
which is 12 % of the whole dataset, clustering accuracies both the SeedKM and
SeedKHM are less than 78 % while the corresponding accuracy of the

Fig. 20.1 The DUNN
dataset
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Fig. 20.2 Comparison of
clustering accuracies on the
DUNN dataset

Fig. 20.3 Comparison of
clustering accuracies on the
ionosphere dataset

Fig. 20.4 Comparison of
clustering accuracies on the
Haberman dataset
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NSeedKHM is more than 88 %. Moreover, both the SeedKHM and NSeedKHM
belong to two semi-supervised variants of the unsupervised k-harmonic means
clustering. However, from Fig. 20.3, we can see that the clustering performance of
the SeedKHM is worse than the SeedKM but the NSeedKHM can obtain the best
clustering accuracies and show good advantage over them.

20.5 Conclusion

In this paper, the presented method called NSeedKHM applies multiple initial
centers to the clustering initialization. In the SeedKM and SeedKHM, the number
of initial centers is equal to the number of clusters. So there is a difference between
the NSeedKHM and them. The number of the initial centers is more than the
number of clusters in the NSeedKHM. Experimental results show that the pro-
posed NSeedKHM can lead to better clustering performance compared with other
semi-supervised clustering algorithms such as the SeedKM and SeedKHM.
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Chapter 21
Analysis and Optimization of CFS
Scheduler on NUMA-Based Systems

Hongyun Tian, Kun Zhang, Li Ruan, Mingfa Zhu, Limin Xiao,
Xiuqiao Li and Yuhang Liu

Abstract Non Uniform Memory Access (NUMA) architecture becomes more and
more popular as it has better scalability than Uniform Memory Access (UMA).
However, all previous work on the operation system scheduler assumed that the
underlying system is UMA. As a result, the performance degrades on NUMA
machines due to lacking of consideration to the underlying hardware. Researchers
discover that the Completely Fair Scheduler (CFS) does not work smoothly on
NUMA machines and even interfere performance relative to the O (1) scheduler.
In this paper researchers investigate the causes for the performance decline and
devise an architecture aware task-bound approach for NUMA system, which can
help the CFS scheduler works efficiently on NUMA platforms. The evaluation
shows that the approach can upgrade the system performance by more than 60 %
on average. The research has great significance to the development and popularity
of domestic operating system.

Keywords NUMA � CFS scheduler � Operating system � High-performance
computer
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21.1 Introduction

UMA architecture has been widely used in kinds of computer architectures. As
shown in Fig. 21.1, all cores access to the same memory node according to the bus
line. However, the memory access according to the bus line will be sharply
increases as the number of cores per processor increases. As a result, bus con-
tention turns to be the bottleneck of the system. New multicore systems increas-
ingly use the NUMA architecture due to its better decentralized and scalable
nature than UMA. There are multiple memory nodes in the NUMA systems. Each
node has its own memory controller, compute nodes use Hyper Transport Bus to
connect with each other. Each core can access to the memory on its own node and
other nodes with different access latency, the memory access to the local node
(local access) can be faster than the remote node (remote access). The bus con-
tention is diminished but schedule strategy needs to be carefully decided to avoid
remote memory access.

Linux is a leading operating system on servers and other big iron systems [1].
The task scheduler is a key part of Linux operating system and Linux continues to
evolve and innovate in this area. A lot of good schedulers have been implemented
by the kernel developers. O(1) scheduler and CFS scheduler are two most popular
schedulers among them.

The O(1) scheduler is a multi-queue scheduler, each processor has a operation
queue, but it cannot detect the node layer on NUMA systems. As a result, it cannot
guarantee the process in scheduling keep running on the same node. Therefore,
Eirch Focht developed a node affinitive NUMA scheduler based on the O(1)
scheduler. But the O (1) scheduler needs large mass of code to calculate heuristics
and became unwieldy in the kernel [2]. Ingo Molnar then developed the CFS based
on some of the ideas from Kolivas’s RSDL scheduler. CFS has been a part of the
Linux since kernel 2.6.23. The purpose of CFS is to make sure that all the pro-
cesses need run time could get an equal and fair share of processing time. It makes
a progress in the fairness of assigning runtime among tasks but unfortunately it
didn’t take the under hardware layer into account. Processes may need to remote
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access to its memory frequently, which can cause the performance degrade shar-
ply. As a result, it cannot work well on the NUMA platform compared with the
O(1) scheduler with NUMA patch.

We discover that the CFS scheduler not only fails to managing processes
effectively on NUMA systems but even hurts performance when compared to the
O(1) scheduler with Eirch Focht’s NUMA patch. Our experiment setup on an
NUMA system based on Loongson CPU, we use LMbench to evaluate the pipe
bandwidth and latency, the test score shows that CFS scheduler will degrade as
much as 40 % relative to the O(1) scheduler with NUMA patch.

The focus of our study is to investigate why CFS fails to work smoothly on
NUMA platforms and devise the architecture aware task-bound approach that
would help CFS work efficiently on NUMA platforms. The rest of this paper is
organized as follows. Section 21.2 demonstrates why CFS scheduler fails to work
well on NUMA systems. Section 21.3 presents our improved measure. Sec-
tion 21.4 evaluates the task-bound approach. Section 21.5 discusses the related
work before we make a conclusion about our research in Sect. 21.6 and present our
acknowledgment in last section.

21.2 Motivation

The focus of this section is to experimentally demonstrate why CFS fails to work
smoothly on NUMA platforms. We quantify the effects of performance degrada-
tion with benchmarks from the LMbench benchmark suite. We perform experi-
ments on a Dual way NUMA server equipped with a Loongson3 processor per
node running at 1 GHz, and 4 GB of RAM per node. The kernel of the operating
system is Linux 2.6.36.1. Figure. 21.1 schematically represents the architecture of
the dual way server.

To quantify the effects of performance degradation caused by the CFS sched-
uler, we run the bw_pipe (a tool to test the pipe communication bandwidth) and
lat_pipe (a tool to test the pipe communication latency) sub items of LMbench to
test the pipe communication bandwidth and latency. Besides, we look into the
schedule pattern of the benchmark process use the linux command top.

As we depicted in Figs. 21.2 and 21.3, the test scores show that the pipe latency
with CFS scheduler grows 67.9 % on average while the bandwidth degrades
51.6 % compared with the NUMA patched O(1) scheduler. That is really bad!
Besides, the test scores with CFS scheduler show strong randomness feature while
the test scores with O(1) scheduler are far more stable.

To quantify the cause of the big difference between O(1) NUMA scheduler and
CFS scheduler, we use top to look into the schedule pattern of the benchmark
process during the test. Finally we find out that the test processes were scheduled
among the 8 cores randomly by the CFS scheduler, while the O(1) NUMA
scheduler always try to let the process running on the same core during the test.
These results demonstrate a very important point that the CFS scheduler cannot
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work efficiently due to lacking of consideration of the hardware architecture, the
CFS scheduler does not distinguish the cores on the NUMA nodes and just assign
tasks randomly to the cores.

Now that we are familiar with causes of performance degradation on NUMA
systems, we are ready to explain why CFS scheduler fails to work efficiently on
NUMA platforms. The main idea behind the CFS is maintaining balance fairness.
To determine the balance, the CFS maintains the amount of time provided to a
given task which called the virtual runtime, and the CFS maintains a virtual
runtime ordered red-black tree (see Fig. 21.4) rather than run queue as has been
done in prior Linux scheduler. The CFS scheduler always choose the process on
the most left node of the RB tree and choose a free core to run the process.

Suppose that there are several processes p0, p1, p2, p3, p4, p5, p6, p7, p8, p9 in the
system, the orders of the virtual runtime among these processes are
p9 [ p8 [ p7 [ p6 [ p5 [ p4 [ p3 [ p2 [ p1 [ p0. The CFS scheduler tries to
choose the smaller virtual runtime process to run first. As a result, p0 to p7 are
assigned to run on the 8 cores while p8 and p9 still in the RB tree waiting to be
scheduled. In the next clock interrupt, the p7 finishes its work and then be deleted
from the RB tree while the p0 process was moved to the end of the tree as its runtime
increases, the p8 and p9 then get the chance to run on the cores. But in the come clock
interrupt, another process, take p5 for example, finishes its work and been deleted
from the tree. Then at this clock interrupt, the p0 is reassigned to core 5. The problem
of remote memory access coming out as p0’s memory is on the memory of node 0.

To summarize, CFS scheduler ignores the under layer of the hardware and
finally causes the performance degradation. It fails to eliminate remote memory
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access and even introduces remote latency overhead. To solve this problem, we
devise the task-bound approach to avoid remote memory access automatically.

21.3 Implementation

In order to devise the automatic task-bound approach exploiting NUMA archi-
tectures, it needs some kind of description to the system. For instance the
Advanced Configuration and Power Interface Specification (ACPI), it provides the
distance between hardware resources on different NUMA nodes [4]. But the ACPI
does not define how this table is filled, and furthermore the ACPI does not make
sense for MIPS processors.

Here we propose the concept of system topology matrix, the system topology
matrix only needs to know how many cores are there in the system. Dirk proposed
a similar concept of system distance matrix [5], but their matrix needs information
from the system initialization and cannot be filled automatically.We implement the
system topology matrix in the kernel after the kernel get the number of the cores in
the system, for example, if the system has 8 cores, then we create a double
dimensional array with ST_matrix [8][8] (see Fig. 21.5) to express the topology of
the system. ST_matrix [0][1] means the distance between the core0 and core1, we
normalized the data such that the cores on the same node results in a value of 1.

We use an average latency test to measure the communication latency between
eight threads running on all eight cores, each test process is bounded on a core. For
high performance technical computing application, the connect latency and the
memory bandwidth frequently are the critical performance bottleneck, thus opti-
mizing application code for connect latency and memory bandwidth is very
important. Fig. 21.6 shows the results of our latency tests. The measured matrix

Fig. 21.4 Example of a red-black tree [3]
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depict huge distance differences between remote nodes and we reset the cores to two
nodes, core0 to core3 to node0 while core4 to core7 to node1.

After we get the system topology information according to the topology test
module, we reset the cpuset of the system and ergodic the processes in the system once
to bound them to the different nodes use the schedule_set_affinity(). Any process
created after the test module will be automatically bound to a node. Then the CFS
scheduler can schedule these processes on the node and remote memory is eliminated.

21.4 Evaluation

In this section we evaluate our architecture aware task-bound approach with the
same environment we used in Sect. 21.2. We evaluate the benchmark with the
task-bound approach on and off.

The task-bound approach can help CFS scheduler magically on the NUMA
platform according to our tests. As depicted in Figs. 21.7 and 21.8, the test scores
are far more excellent than the original CFS scheduler and are also better than the
O(1) scheduler with NUMA patch. The pipe latency has been reduced by 66 % on
average compared with the CFS scheduler, and also smaller than the average of the
O(1) scheduler about 42.9 %. The pipe bandwidth has been upgraded by more than
196 % on average relative to the CFS scheduler and also 37 % higher than the
O(1) scheduler on average. Besides, our test scores with task-bound approach are

Fig. 21.5 Initialization of the system topology matrix ST_matrix [8][8]

Fig. 21.6 Normalized score of system topology matrix

186 H. Tian et al.



very stable. Our evaluation demonstrates that our task-bound is significantly useful
to help the CFS scheduler work efficiently on NUMA systems.

21.5 Related work

Research on NUMA related system optimizations dates back many years. Many
research make efforts to address the computation and related memory on the same
node [5, 6–8, 9]. None of the previous efforts, however, addressed automatic sort
the system source and bound the task to the subsystem.

Li et al. [10] analyzed the O(1) scheduler and introduced a hierarchical
scheduling algorithm based on NUMA topology. Their algorithm depends on the
topology information provided by the system initialization and can not be used on
the CFS scheduler anymore. Our algorithm is based on the architecture-aware
module and can be ported to other platforms.

Blagodurov et al. [11] promoted the concept of resource conscious and pre-
sented a contention-aware scheduler, they identified threads complete for shared
resources of a memory domain and placed them into different domain while put
the independent processes on the same node, they tried to keep processes and their
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memory on the same memory domain. Kamali in his master thesis [12] demon-
strated the influence of remote memory access to the NUMA systems.

Dirk et al. [9, 13] proposed a platform-independent approach to describe the
system topology, they use a distance matrix to provide system information, but
their implantation depends on the user-defined strategies, only expert users can
take advantage of their approach. Bosilca [5] proposed a framework as a mid-
dleware of MPI to tune types of shared memory communications according to the
locality and topology.

21.6 Conclusion

Researchers have discovered that the original CFS scheduler fails to work effi-
ciently on NUMA platforms due to lacking of consideration to the underlying
hardware. Remote memory access occurring when the scheduler assigns tasks
fairly on all the nodes. To address this problem, researchers devise the architecture
aware task-bound approach. The evaluation shows that task-bound approach is of
signality to the efficient work of CFS scheduler on NUMA systems. The research
has a great significance to the development and popularity of domestic operating
system.
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Chapter 22
Web Crawler for Event-Driven Crawling
of AJAX-Based Web Applications

Guoshi Wu and Fanfan Liu

Abstract This paper describes a novel technique for crawling Ajax-based
applications through ‘‘event-driven’’ crawling in web browsers. The algorithm
uses the browser context to analyse the DOM, scans the DOM-tree, detects ele-
ments that are capable of changing the state, triggers events on those elements and
extracts dynamic DOM content. For illustration, an AJAX web application is
utilized as an example to explain the approach. Additionally, the authors imple-
ment the concepts and algorithms discussed in this paper in a tool. Finally, the
authors report a number of empirical studies in which they apply their approach to
a number of representative AJAX applications. The results show that their method
has a better performance often with a faster rate of state discovery. The ‘‘event-
driven’’ crawling can effectively and accurately crawl dynamic content from Ajax-
based applications.

Keywords AJAX � Event-driven crawling � Web crawler

22.1 Introduction

Web applications have been undergoing a significant change in recent years. More
and more applications are dynamic and interactive: Javascript applications,
Asynchronous JavaScript and XML (AJAX) [1] applications, Rich Internet
Applications are already handling much of the information on the web, providing a
high level of user interactivity. Highly visible examples include Google Mail [2]
and Google Docs [3].
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Crawling AJAX-based applications is more difficult than crawling traditional
multi-page web applications. In traditional web applications, states are explicit,
and correspond to pages that have a unique URL. In AJAX applications, however,
the state of the user interface is determined dynamically, and through changes in
the DOM [4] that are only visible after executing the corresponding Javascript
code.

Current search engines, such as Google and Yahoo, fail to index these appli-
cations correctly since they ignore forms and client-side scripting. The web con-
tent behind forms and client-side scripting is referred to as the hidden-web.
Although there has been extensive research on crawling and exposing the data
behind forms, crawling the hidden-web has gained very little attention so far.

In this paper, we propose an approach called ‘‘event-driven’’ crawling, it is
based on a crawler which can exercise client-side code, identify clickable elements
that change the state and trigger these events to automatically walk through dif-
ferent states of a high dynamic AJAX site.

The paper is further structured as follows: In Sect. 22.2, we present a detailed
discussion of our crawling algorithm and technique. Experimental results are
shown in Sect. 22.3, while Sect. 22.4 contains the conclusions and future work.

22.2 A Method for Crawling AJAX

In this section, we propose a generic solution for AJAX Crawl.

22.2.1 User Interface States

EBay [5] is an E-commerce site including AJAX parts. Figure 22.1 displays
schematically the eBay GUI for a product. The eBay interface for a given product
includes product details and comments from the users. The comments are loaded
from the server using AJAX and changed through two buttons (next and previous)
or through a menu with the page number (1, 2, etc.), but the URL of the page
remains the same.

Therefore, the state changes in one AJAX page can be modeled by recording
the paths (events) to these DOM changes to be able to navigate the different states
[6]. For that purpose, we define a transition graph as follows:

Definition 22.1 A transition graph G for an AJAX site X is a directed graph,
denoted by a 3 tuple \ r, V, E [ where:

1. R is the root node representing the initial state after X has been fully loaded into
the browser.

2. V is a set of nodes representing the states. A state is a DOM tree. Each v [ V
represents a run-time state in X.
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3. E is a set of edges between states. Each (v1,v2) [ E represents a clickable
element connecting two states if and only if state v2 is reached by executing an
event on the clickable element in state v1.

The transition graph is best explained in using Fig. 22.2, which models the next
and previous events invoked on the corresponding buttons of the eBay application.
State 1 is the initial state. The edges between states are identified with labels
(explained in Sect. 22.2.2) of the element to be clicked. Thus, clicking on the//
DIV[1]/A[2] element in State 1 leads to State 2.

In addition, we can see that State 2 can be reached either by clicking the next
arrow from State 1 or the previous arrow from State 3. In other words, several
events can lead to the same state. This brings the issues of duplicate states and
infinite loops. In order to avoid regenerating states, we simplify the graph by
minimizing the number of redundant edges to form a directed acyclic graph. As
shown in Fig. 22.3, the previous arrows are removed from the transition graph.

22.2.2 Clickable Elements

When Javascript is used, the application reacts to user events: click, doubleclick,
etc. Figure 22.4 is a highly simplified example, showing different ways in which
the next page can be opened. The AJAX example code shows that it is not just the

Fig. 22.1 eBay: Comments load using AJAX

State 1 next next State 3State 2
SPAN

prev prev

< click,//DIV [2]/A [1] > < click,//DIV [2]/A [1] >

< click,//DIV [ 2]/A [1 ]> < click,// [ 2]/A [1 ] >

Fig. 22.2 The transition graph visualization
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hypertext link element that forms the doorway to the next state. As can be seen, a
LI element (line 6) can have a click event attached to it so that it becomes a
clickable element.

Definition 22.2 An element that has event-listeners attached to them can be
denoted by a 2 tuple \ t, x [ where:

(1) t is the event type attached to the element: click, doubleclick, mouseover, etc.
(2) x is an XPath expression used to locate the clickable element that can cause

the state transition.

As an example, a DIV element (line 3 in Fig. 22.4) can be represented
by \ click,//DIV [1] [ .

22.2.3 Modeling AJAX Web Sites

As opposed to traditional Web, an AJAX Web site contains both static and
dynamic content. Each page contains hyperlinks to other web pages as shown in
Fig. 22.5. The difference to the traditional Web is that the user may trigger events
in the same page (such as next and prev) which generate new states. The transitions
caused by the events may be called AJAX links [7]. As opposed to this, traditional
Web Sites are characterized just by a graph of pages, connected by hyperlinks.

The following components, shown in Fig. 22.6, participate in the construction
of the crawling architecture based on the model of an AJAX web site:

Embedded Browser: The embedded browser provides a context for accessing
the underlying engines and runtime objects, such as the DOM and JavaScript.

State 1 next next State 3State 2
SPAN< click,//DIV [ 2]/A [1 ]> < click,// [ 2]/A [1 ] >

Fig. 22.3 The minimized transition graph visualization

Fig. 22.4 Different ways of attaching events to elements
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Hyperlink Extractor: The hyperlink extractor is used to collect hyperlinks
which are shown in Fig. 22.5. It works like a traditional crawler and is responsible
for building the static hyperlink graph.

URL Library: The URL Library is a data component maintaining all of the
hyperlinks discovered by hyperlink extractor.

Javascript Generator: The JavaScript generator is used create Javascript files
automatically.

Javascript File: The JavaScript file has access to the embedded browser’s DOM.
It controls the browser’s actions and is responsible for finding clickable elements
at runtime and triggering DOM events.

Take eBay as an example. First, the hyperlink extractor reads a seed URL and
follows all of the links on the page. The result of crawling is an URL library,
which contains all hyperlinks in eBay. The extractor uses a breadth-first approach.
Usually, there is a limited number of different hyperlinks that can be extracted.
Otherwise, a maximum depth limit can be set. Second, clickable elements must be

next next

prevprev

next next

prevprev

next next

prevprev

hyperlink

hyperlink hyperlink

Fig. 22.5 Model of an AJAX Web site: AJAX pages, hyperlinks and AJAX states

Embedded 
Browser

Link Extractor JavaScript 
Generator

JavaScript FileURL Library

HTML Source

generate generate

save

Access

Control flow

Data component

Processing component

Legend

Fig. 22.6 Processing view of the crawling architecture
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marked in a sample AJAX page (e.g., next button of the eBay application) in order
to create corresponding Javascript file by Javascript generator. Finally, the URL
library that was previously built and the Javascript file are possessed by the
embedded browser. The browser then starts crawl procedure and saves the content
of each AJAX page as seen in the browser, in exactly its specific state at the time
of crawling.

22.2.4 Crawling Algorithm

The algorithm used by these components is shown in Table 22.1. The main pro-
cedure (lines 1–4) takes care of initializing the various components and processes
involved. The actual, recursive, crawl procedure starts at line 8.

The first step of crawling is to read the initial DOM of the document at a given
URL from the URL library (line 6). Crawling AJAX process starts after this initial
state has been built (line 8). The DOM object in the initial state is transformed into
the corresponding HTML string representation and saved on the file system (line
12). The generated static HTML file represents structure and content of the AJAX
application as seen in the browser, in exactly its specific state at the time of crawling.

Table 22.1 The algorithm of crawling AJAX

.
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The algorithm will find the given clickable element by its XPath expression
over the DOM (line 13, 14). After the element has been found, the browser triggers
corresponding event on the element (line 15, 16). Whenever the DOM changes, a
new state is created and the crawler continues with the new state (line 18–22).

The differences between our algorithm and other algorithm are listed as
follows:

1. A static model of an AJAX web site is built by the hyperlink extractor before
the actual crawl procedure starts. New state is created and is added it to the
model dynamically in crawling process.

2. Using XPath expression, the clickable causing the state transition can be
located on the DOM tree before the actual crawl procedure starts, thus bringing
two important effects: First, it makes the crawler more efficiently and accurately
in detecting clickables, instead of finding a series of candidate elements. Sec-
ond, it guarantees that state reached after firing an event will always be a new
state. This avoids exploring the same state multiple times, making it no longer
necessary to compute the differences between two states by means of an
enhanced Diff algorithm [8] or computing a hash of the content of state [7].

3. Our algorithm makes use of a timer to set delay, waiting for the dynamic AJAX
content fully loaded from server, which is not mentioned in other algorithms.

22.3 Experimental Results

We have implemented the concepts presented in this paper in a tool and we applied
it to different types of AJAX sites as shown in Table 22.2. In this section, we
provide an empirical assessment of some of the key properties of our crawling
technique. In particular, we address the accuracy (are the results correct?) and
performance, focusing in particular on the performance gains results from
crawling.

The results are displayed in Table 22.3. The table lists key characteristics of the
sites under study, such as the average DOM size and the total number of detected
states.

The performance measurements were obtained on a laptop with Intel P8400
processor 2.26 GHz, with 4 GB RAM and Windows Vista.

Assessing the correctness of the crawling process is challenging, because there
is no strict notion of ‘‘correctness’’ with respect to state equivalence. Conse-
quently, an assessment in terms of precision (percentage of correct states) and
recall (percentage of states recovered) is impossible to give [9]. To address these
concerns, we take a random sampling method. For C1, we select 30 hyperlinks in a
total number of 307 hyperlinks randomly. We check whether all the states that can
be generated by these hyperlinks are detected by crawler, and for each state, we
check if all the AJAX contents are fetched.
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Our results are as follows:
For C1 and C2, the crawler finds all the expected clickables and states with a

precision and recall of 100 %.
For C3 and C4, the crawler was able to find 97 % of the expected clickables and

reaches a precision of 98 %.
For C5 and C6, the crawler finds all the expected clickables and reaches a

precision of 99 %.
It is clear that the running time of the crawler increases linearly with the size of

the input (total DOM size). Note that the performance is also dependent on the
CPU and memory of the machine, as well as the speed of the server and network
properties of the case site.

We compare the performance of our tool with a prototype of major commercial
software for testing web applications, a crawling tool for AJAX applications
(DataScraper) [10]. The results were obtained using the AJAX sites shown in
Table 22.2.

Only our algorithm successfully discovered most of all the states for the
applications. The commercial product prototype could not achieve a complete
crawl for any of the applications. That is because it did not apply a specific
strategy for crawling AJAX but blindly executed the events on a page once without
handling DOM changes which may add or remove events to the DOM. Data-
Scraper could crawl some completely but not most of them, its precision is lower
than our tool. Table 22.4 shows the number of states discovered by each tool.

Table 22.4 Number of states discovered by DataScraper, commercial software and our tool

Case Total states States discovered by

Commercial DataScraper Our tool

C1 120 46 120 120
C2 104 44 100 104
C3 89 27 82 86
C4 76 23 70 74
C5 58 16 54 58
C6 67 19 64 67

Table 22.3 Results of running crawler on 6 AJAX applications

Case Hyperlinks Detected states Average DOM size (kb) Crawling rate (kb/s)

C1 307 3650 124 45.4
C2 352 3342 162 64
C3 309 2917 143 43.6
C4 353 3059 102 38.5
C5 224 1021 113 35.1
C6 220 798 98 33
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22.4 Conclusion and Future Work

In this paper, the authors have presented a new crawling approach based on the
idea of ‘‘event-driven’’ crawling. Their solution aims at crawling dynamic content
from AJAX sites efficiently and accurately. Experimental results show that the
solution is correct and the crawler performs very well on a set of experimental
sites. Furthermore, strengthening the tool by extending its functionality, improving
the accuracy, performance, and stability are directions the authors foresee for
future work.
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Chapter 23
On the Universal Approximation
Capability of Flexible Approximate
Identity Neural Networks

Saeed Panahian Fard and Zarita Zainuddin

Abstract This study presents some class of feedforward neural networks to
investigate the universal approximation capability of continuous flexible functions.
Based on the flexible approximate identity, some theorems are constructed. The
results are provided to demonstrate the universal approximation capability of
flexible approximate identity neural networks to any continuous flexible function.

Keywords Flexible approximate identity � Flexible approximate identity activa-
tion functions � Flexible approximate identity neural networks � Uniform con-
vergence � Universal approximation

23.1 Introduction

One of the most important issues in theoretical studies for neural networks is con-
cerned with the universal approximation capability of feedforward neural networks.
There have been many papers related to this topic over the past 30 years [1].

A few authors [2–5] recently deal with the concept of approximation of non-linear
functions by approximate identity neural networks (AINNs). These networks are
based on the widely-known sequences offunctions named approximate identities [6].

Flexible approximate identity neural networks (FAINNs) are the generalization
of AINNs. These networks use flexible approximate identity as activation func-
tions with a traditional multilayer architecture. Lately, new model of feedforward
neural networks called the generalized Gaussian radial basis function neural net-
works has been proposed which is shown in [7]. These neural networks are special
case of the FAINNs.
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The main goal of this study is to investigate the universal approximation capa-
bility of FAINNs to any continuous flexible function. Based on a convolution linear
operator in the real linear space of all continuous flexible functions, some theorems
are presented. These theorems verify the approximation capability of FAINNs.

This paper is organized as follows. In Sect. 23.2, as the main technical tool, the
definition of flexible approximate identity is given. And basic definitions and
theorems are introduced. The main result is presented in Sect. 23.3. Conclusions
are drawn in Sect. 23.4.

23.2 Preliminaries

The definition of flexible approximate identity which will be used in Theorem 1 is
presented as follows.

Definition 1 Let A ¼ Aða1; . . .; amÞ; ai 2 R; i ¼ 1; . . .;m be any parameters.
unðx;AÞf gn2N ;unðx;AÞ : R! R is said to be a flexible approximate identity if the

following properties hold:

(1)
R

R

unðx;AÞdx ¼ 1;

(2) Given e and d[ 0, there exists N such that if n�N then
Z

jxj[ d

junðx;AÞjdx� e:

Now, we will be able to give the following theorem in order to construct the
hypothesis of Theorem 3 in the next section.

Theorem 1 Let unðx;AÞf gn2N ;unðx;AÞ : R! R be a flexible approximate
identity. Let f be a function on C½a; b�. Then un � f uniformly converges to f on
C½a; b�.

Proof Let x 2 ½a; b� and e [ 0. There exists a d[ 0 such that f ðxÞ � f ðyÞj j\ e
2jjujj1

for all y; x� yj j\d. Let us define fun � fgn2N by un x;Að Þ ¼ nuðnx;AÞ. Then,

un � fðxÞ � fðxÞ ¼
Z

R

nuðny,A)f f(x� y)� f(x)g dy

¼
Z

jyj\d

0

B

@

þ
Z

jyj\d

1

C

A

nuðny;AÞffðx� yÞ � fðxÞgdy

¼ I1 þ I2;
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where I1 þ I2 are as follows:

I1j j �
Z

jyj\d

nuðny;AÞff ðx� yÞ � f ðxÞgdy

\
e

2jj/jj1

Z

jyj\d

nuðny;AÞdy

¼ e
2jj/jj1

Z

jtj\nd

uðt;AÞdt

� e
2jj/jj1

Z

R

uðt;AÞdt ¼ e
2
:

For I2, we have

I2j j � 2jjf jjC½a;b�
Z

jyj � d

njuðny;AÞjdy

¼ 2jjf jjC½a;b�
Z

jtj � nd

juðt;AÞjdt:

Since

lim
n!þ1

Z

jtj[ nd

juðt;AÞjdt ¼ 0;

there exists an n0 2 N such that for all n� n0,
Z

jtj � nd

juðt;AÞjdt\
e

4jjf jjC½a;b�
:

Combining I1 and I2 for n� n0, we get

jjun � f ðxÞ � f ðxÞjjC½a;b�\e:

We use the following (cf. [8]) in order to prove Theorem 3 which is given as the
main result in the Sect. 23.3:

Definition 2 Let e [ 0: A set Ve � C½a; b� is called e-net of a set V , if ~f 2 Ve can
be found for 8 f 2 V such that f � ~f

ffi

ffi

ffi

ffi

C½a;b�\e.

Definition 3 The e-net is said to be finite if it is a finite set of elements.

Theorem 2 A set V in C½a; b� is compact iff 8 e [ 0 in R there is a finite e-net.
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Now, we present the universal approximation capability of FAINNs in the next
section.

23.3 Main Result

The main aim of this section is to investigate the conditions for the universal
approximation capability of FAINNs to any continuous flexible function. Now, the
following theorem is proposed to show the universal approximation capability of
FAINNs.

Theorem 3 Let C½a; b� be linear space of all continuous functions on the real
interval ½a; b�, and V � C½a; b� a compact set. Let A ¼ Aða1; . . .; amÞ; ai [ 0; i ¼
1; . . .;m be any parameters, unðx;AÞf gn2N ;unðx;AÞ : R! R be a flexible

approximate identity. Let the family of functions
PM

j¼1 kjujðx;AÞjkj 2 R;
n

x 2 R;M 2 Ngg, be dense in C½a; b�, and given e [ 0. Then there exists N 2 N
which depends on V and e but not on f, such that for any f 2 V ; there exist weights
ck ¼ ckðf ;V; eÞ satisfying

f ðxÞ �
X

N

i¼1

ckuk x;Að Þ
ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

C a;b½ �

\e

Moreover, every ck is a continuous function of f 2 V .

Proof The method of proof is analogous to that of Theorem 1 in [9]. Because V is
compact, for any e [ 0, there is a finite e

2-net f 1; . . .; f M
� �

for V. This implies that
for any f 2 V ; there is an f j such that f � f jk kC½a;b�\

e
2. For any f j, by assumption

of the theorem, there are k j
i 2 R;Nj 2 N, and u j

i ðx;AÞ such that

f j xð Þ �
X

Nj

i¼1

k j
i u

j
i ðx;AÞ

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

C½a;b�

\
e
2
: ð23:1Þ

For any f 2 V ; we define

F� fð Þ ¼ j f � f j
ffi

ffi

ffi

ffi

C½a;b�\
e
2

�

�

�

n o

;

F0 fð Þ ¼ j f � f j
ffi

ffi

ffi

ffi

C½a;b�¼
e
2

�

�

�

n o

;

Fþ fð Þ ¼ j f � f j
ffi

ffi

ffi

ffi

C½a;b�[
e
2

�

�

�

n o

:
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Therefore, F�ðf Þ is not empty according to the definition of e
2 -net. If ~f 2 V

approaches f such that f � f jk kC½a;b� is small enough, then we have F� fð Þ �
F� ~f
� �

and Fþ fð Þ � Fþ ~f
� �

. Thus F� ~f
� �

\Fþ fð Þ � F� ~f
� �

\Fþ ~f
� �

¼ ;, which

implies F� ~f
� �

� F� fð Þ [F0ðf Þ. We finish with the following.

F� fð Þ � F� ~f
� �

� F� fð Þ [F0 fð Þ: ð23:2Þ

Define

d fð Þ ¼
X

j2F�ðf Þ
e
2
� f � f j
ffi

ffi

ffi

ffi

C½a;b�

� 	h i�1
and

fh ¼
X

j2F� fð Þ

X

Nj

i¼1

d fð Þ e
2
� f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

k j
i u

j
i x;Að Þ

ð23:3Þ

Then fh 2
PM

j¼1 kjujðx;AÞ approximates f with accuracy e:

f � fhk kC a;b½ �

¼
X

j2F� fð Þ
d fð Þ e

2
� f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

f �
X

Nj

i¼1

k j
i u

j
i ðx;AÞ

 !

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

C½a;b�

¼
X

j2F� fð Þ
d fð Þ e

2
� f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

f � f j þ f j �
X

Nj

i¼1

k j
i u

j
i ðx;AÞ

 !

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

C½a;b�

�
X

j2F� fð Þ
d fð Þ e

2
� f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

f � f j
ffi

ffi

ffi

ffi

C a;b½ �þ f j �
X

Nj

i¼1

k j
i u

j
i x;Að Þ

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

C a;b½ �

0

@

1

A

\
X

j2F� fð Þ
d fð Þ e

2
� f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	 e
2
þ e

2

� 	

¼ e:

ð23:4Þ

In the following step, We prove the continuity of ck. For the proof, we use
(23.2) to obtain

X

j2F� fð Þ

e
2
� ~f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

�
X

j2F� ~fð Þ

e
2
� ~f � f
ffi

ffi

ffi

ffi

C a;b½ �

� 	

�
X

j2F� ~fð Þ

e
2
� ~f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

þ
X

j2F0 fð Þ

e
2
� ~f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

:

ð23:5Þ
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Let f ! ~f in (23.5), then we have

X

j2F� ~fð Þ

e
2
� ~f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

!
X

j2F� fð Þ

e
2
� f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

ð23:6Þ

This obviously demonstrates d ~f
� �

! d fð Þ. Thus, ~f ! f results

d ~f
� � e

2
� f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

k j
i ! d fð Þ e

2
� f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

k j
i : ð23:7Þ

Let N ¼
P

j2F� fð Þ Nj and define ck in terms of

fh ¼
X

j2F� fð Þ

X

Nj

i¼1

d fð Þ e
2
� f � f j
ffi

ffi

ffi

ffi

C a;b½ �

� 	

k j
i u

j
i x;Að Þ

	
X

N

k¼1

ckuk x;Að Þ

From (23.7), ck is a continuous functional of f . This completes the proof.

23.4 Conclusion

Some class of feedforward neural networks with a traditional multilayer archi-
tecture has been constructed to obtain an approximation of any flexible continuous
function. By employing the flexible approximate identity, Theorem 1 is estab-
lished. This theorem constructs the hypothesis for Theorem 3. In Theorem 3, it has
been proved that if a flexible approximate identity neural networks with a hidden
layer is dense in C [a,b], then for a given compact set V , C [a,b] and an error
bound e, one can approximate any continuous flexible function f [ V with the
accuracy e.
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Chapter 24
A Spectral Clustering Algorithm Based
on Particle Swarm Optimization

Feng Wang

Abstract The shortcoming of traditional spectral clustering algorithm is its
dependence on initial value. This paper proposes a spectral clustering algorithm
based on the particle swarm optimization, considering the characteristic of the
good global and local optimization capability and the randomization of initial
population. According to the example analysis, the spectral clustering algorithm
based on the particle swarm optimization has overcome the shortcoming of
excessive dependence on initial value of the traditional spectral clustering algo-
rithm. The accuracy of the cluster is improved.

Keywords Spectral clustering algorithm � F-measure � Particle swarm optimi-
zation algorithm

24.1 Introduction

Spectral clustering algorithm is a new class of clustering algorithm established on
the basis of the spectral graph theory to transfer the problem of clustering into the
optimal partition problem of the graph. The essence of algorithm is to achieve the
reduction of dimension process through Laplacian Eigenmap [1]. The main cal-
culation steps include: (1) calculating the similarity between the original set of
data points; (2) calculating the feature values and eigenvectors of the similarity
matrix; (3) selecting some eigenvectors to cluster with original data.

Spectral clustering algorithm has overcome the shortcomings such as sensitivity
to the sample shape and susceptibility of stopping at local optimal solution [2].
However, as the research on spectral clustering algorithm is still in its early stage,
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the algorithm can still be greatly improved. The improvement of the algorithm can
be divided into six aspects: establishment of the similarity matrix, determination of
the number of cluster, selection of the feature value, selection of the Laplacian
matrix, expediting of the clustering process and the improvement of the initial
value dependence.

As Particle swarm optimization algorithm has clear advantage in searching the
global optimal, the use of particle swarm algorithm to solve the Laplacian matrix
selection can overcome the excessive dependence on an initial value of traditional
spectral clustering algorithm, and improve the clustering accuracy.

24.2 Particle Swarm Optimization Algorithm

Particle swarm optimization algorithm, PSO for short, was formally proposed by
Kennedy and Eberhart in 1995 IEEE international neural network conference
published a paper entitled ‘‘Particle Swarm Optimization’’. Particle swarm opti-
mization algorithm is a global optimization algorithm based on swarm intelligence
to simulate the migration and social behavior of birds in the feeding process
through the cooperation and competition between individuals [3].

In PSO algorithm, each bird in the space is a potential solution of the opti-
mization problem, called particle. Fitness value of each particle is measured by
fitness function. Each particle has a speed that determines the direction and dis-
tance they fly. The particles then follow the current optimal particle search in the
solution space. The algorithm first obtains a group of random particles as the initial
solution, and then each particle updates itself by following two extreme values, the
global extreme and the individual extreme. The global extreme indicates the
current optimal solution the population has found; it is the local extreme if all
the particles within the neighborhood of the selected particle have reached to the
optimal solution. The individual extreme indicates the optimal solution the particle
has found. Through this iteration, particles change their position and speed
according to the global or local extreme so as to achieve the optimal solution [4].

Assuming that RN�D is a target search space indicates a N D-dimensional
particle swarm, the i-th particle is: Xi ¼ xi1; xi2; . . .; xiDð Þ, i ¼ 1; 2; � � � ;N. The
flying speed of the i-th particle is: Vi ¼ vi1; vi2; . . .; viDð Þ, i ¼ 1; 2; � � � ;N. The
optimal position searched by the i-th particle so far is called individual extreme,
credited as pbest ¼ ðpi1; pi2; � � � ; piDÞ, i ¼ 1; 2; � � � ;N. The optimal position sear-
ched by the whole particle swarm so far is called the global extreme, credited as
gbest ¼ ðpg1; pg2; � � � ; pgDÞ. Updating the position and speed according to the
following formula based on the individual extreme and global extreme:

vid ¼ w � vid þ c1r1 pid � xidð Þ þ c2r2 pgd � xid

ffi �

ð24:1Þ

x0id ¼ xid þ vid ð24:2Þ
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w ¼ wmax � run
wmax � wminð Þ

sumrun
ð24:3Þ

In which the range of speed v is [vmin, vmax], the selection of vmax usually given
by experience, and general setting for the 10–20 % of the problem space, c1 and c2

are learning factor used to adjust the step size of best position movement of the
particles point relative to itself or the neighborhood [5]. The experience value of c1

and c2 is / ¼ c1 þ c2� 4:0, and are usually taken as c1 ¼ c2 ¼ 2. w is the inertia
weight [6]; formula (24.3) shows that w decreases linearly with the increase of the
number of iterations. Some literatures suggest that with the increase of update
variable [7], the value of w should decrease linearly from 0.9 to 0.4 while r1 and r2

are random numbers within the range of [0, 1]. Formula (24.1) consists of three
parts: the first part w � vid is ‘‘inertia’’, indicating that the particles’ trend of
movement is in accordance with the original direction and speed; it reflects
the inherent habits of particles; the second part is c1r1 pid � xidð Þ, indicating that
the particles are approximating to their own historical best position, reflects the
memory of the particles; the third part is c2r2 pgd � xid

ffi �

, indicating the particles
are to the trend of approximating to the best position of the population or
neighborhood, reflects the collaboration or sociality.

In the optimization process, PSO shows the following characteristics: (1) fewer
parameters need to be adjusted, the program is easier to describe and implement;
(2) the particles own a random variable speed; (3) particle itself has a ‘‘memory’’
ability, and ‘‘collaboration’’ between particles. Because of these characteristics,
compared to the other optimal algorithm, the PSO algorithm converges fast, can
find local and global optimum and can avoid degradation of optimization to a
certain extent.

24.3 Spectral Clustering Algorithm Based on PSO

Spectral clustering algorithm is strongly sensitive to the data input sequence,
different input sequence makes the similarity matrix and Laplacian matrix dif-
ference, the reason for this is the K means algorithm of the spectral clustering
algorithm is dependent on the initial data, and in addition it is easy to fall into local
optimum [8, 9]. In consideration of the advantages of the PSO algorithm in global
and local optimization, as well as the particle stochastic population characteristics,
introducing the PSO algorithm based on the traditional spectral clustering algo-
rithm. The input matrix of the algorithm is the matrix T consisting n eigenvectors
of the selected Laplacian matrix, the specific processes are as follows:

(1) Initialize the particle swarm. Randomly initialize the position and velocity of
the particles and the classification of matrix T;

(2) Calculate the clustering center and fitness;
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Centerjp ¼

P

n

i�1
xijTip

P

n

i¼1
xij

; j ¼ 1; 2; � � � ; k ð24:4Þ

Indicate the clustering center of class j. In which:

xij ¼
1 if the i-th data point belongs to class j

0 others

(

ð24:5Þ

Fittness ¼
X

k

j¼1

X

n

i¼1

xij

X

h

p¼1

Tip � Centerjp

ffi �

,

X

n

i¼1

xij

" #2

ð24:6Þ

(3) Determine the individual optimum pbest and the group optimumgbest;
(4) Update the inertia weight according to formula (24.3), update the position and

speed of particles according to formula (24.1) and (24.2);
(5) Re-clustering with the clustering center of the position of particles;
(6) Compare and judge the termination condition, if the termination condition is

satisfied, then the clustering result is the optimal clustering results, if it is
unsatisfied, return to (2).

24.4 Example Analysis

This paper selects three data sets from UCI database, which are Iris data set,
Balance data set and Stalog (heart) data set. Iris is the data set of classification of
iris, Balance is the data set of scale balanced, and Heart is the data set of the
diagnosis of heart disease. The basic information of the data set shows in
Table 24.1.

It can be seem in Table 24.1 that the Iris data set has 3 classifications,
5 attributes and one of them is the target attribute which indicates the classification
of iris, as well as 150 objects in total; Balance data set has 3 classifications,
5 attributes and one of them is the target attribute which indicates the equilibrium
of the balance, as well as 625 objects in total; Heart data set has 2 classifications,
14 attributes and one of them is the target attribute which indicates whether the
presence of heart disease, as well as 270 objects in total.

Table 24.1 The composition of the data sets

Data set Number of samples Classification Number of attributes

Iris 150 3 5
Balance 625 3 5
Heart 270 2 14
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Without loss of generality, using some of the known target attributes as a class,
weed out the target attribute during cluster analysis, and then compare and analyze
the result of cluster analysis and the known classification, so as to determine the
effectiveness of the clustering algorithm. Therefore, this paper chooses clustering
validity evaluation method in the following examples to evaluate with F-measure
method which is also an external evaluation method.

In the F-measure evaluation method, the range of F value is [0, 1], and greater
value represents better clustering results, the results in Table 24.5 are calculated
from the data in Tables 24.2, 24.3, 24.4. Table 24.5 shows that the clustering effect
of the spectral clustering algorithm based on PSO is better than the traditional

Table 24.2 Initial classification of the three data sets

Data set Ni

N1 N2 N3 Total

Iris 50 50 50 150
Balance 49 288 288 625
Heart 149 121 270

Notes Ni indicates the number of all of the objects in class i of the data set

Table 24.3 Composition of the cluster of 4 clustering methods

Data set Algorithm Nij

N11 N22 N33 Total

Iris SC 50 60 40 150
P-SC 50 61 39 150

Balance SC 132 219 274 625
P-SC 195 268 162 625

Heart SC 118 152 270
P-SC 121 149 270

Notes This table indicates the number of all of the objects in cluster j, SC indicates the traditional
spectral clustering algorithm, P-SC indicates the spectral clustering algorithm based on PSO

Table 24.4 Number correctly clustering object in each cluster of two kinds of spectral clustering
algorithms

Data set Algorithm Nij

N11 N22 N33 Total

Iris SC 50 47 37 134
P-SC 50 49 37 136

Balance SC 21 201 187 409
P-SC 21 224 150 395

Heart SC 68 70 138
P-SC 70 69 139

Notes Nij indicates the number of all of the objects in cluster j and class i
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spectral clustering algorithm. (Iris Fp�sc ¼ 0:9048 [ Fsc ¼ 0:8922; Balance:
Fp�sc ¼ 0:6920 [ Fsc ¼ 0:6902; Heart: Fp�sc ¼ 0:5152 [ Fsc ¼ 0:5109)

24.5 Conclusion

The shortcoming of the traditional spectral clustering algorithm is its dependence
on initial value. This paper presents an improved spectral clustering algorithm, a
spectral clustering algorithm based on the particle swarm optimization. This
method is not sensitive to the initial value, so getting the initial value is not
sensitive to the spectral clustering algorithm. Example analysis shows that, com-
pared to the traditional spectral clustering algorithm, the spectral clustering
algorithm based on PSO has overcome dependence on the initial value of the
spectral clustering algorithm. The clustering effect is hence better.
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Chapter 25
A Framework for Porting Linux OS
to a cc-NUMA Server Based on Loongson
Processors

Kun Zhang, Hongyun Tian, Li Ruan, Limin Xiao, Yongnan Li
and Yuhang Liu

Abstract In order to make the Linux operating system available on a cache
coherence NUMA (cc-NUMA) server based on Loongson processors, a family of
general-purpose MIPS64 CPUs developed by the Institute of Computing Tech-
nology in China, this paper proposes a framework for porting Linux operating
system to this cc-NUMA server. Researchers present the overall port scheme after
analyzing the framework of the Linux kernel and the architecture of the hardware
platform, and then they discuss the transplantation in details with processor-level
transplantation, memory management transplantation, interrupt and trap trans-
plantation. The performance evaluation shows that the whole system works stable
and the ported operating system could reach about 30 % of the theoretical peak
value of floating-point calculation. The method could port Linux OS to the target
board successfully and can be used on other platforms. The research has great
significance to the development of the domestic Loongson processor and the cc-
NUMA platform based on Loongson processors.

Keywords High performance computer � cc-NUMA � Loongson � Linux kernel

25.1 Introduction

Loongson is a family of general-purpose MIPS64 CPUs developed by the Institute
of Computing Technology (ICT) in China. The Loongson-3B processor is an
8-coreprocessor with 1 GHz frequency [1]. Non-Uniform Memory Architecture
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(NUMA) has been more and more popular in the field of high performance
computer as it has better scalability than Uniform Memory Architecture (UMA)
[2]. The NUMA system has the feature that for any given region of physical
memory, some processors are closer to it than the other processors.

cc-NUMA is a kind of NUMA system. cc-NUMA server based on Loongson
processors is devised by the Institute of Computer Architecture of BeiHang Uni-
versity. Figure 25.1 shows the logic building-block view of the target platform.
There are two nodes on the board with a processor per node. As depicted in Fig. 25.1,
the CPU0 can access to its own memory faster than access to the memory on the
other node. Frequently remote memory access would degrade the system perfor-
mance seriously. So we need to avoid remote memory access in the porting scheme.
CPU0 on the node0 is the boot CPU of the system and the other processors need to be
initialized by it. Therefore, we need to solve this problem during the system ini-
tialization. Besides, the North Bridge chipset connects the peripheral component and
South Bridge chipset with the boot CPU. Then we need to program the under-layer
functions of the PCI device handler to make them work properly.

The rest of this paper is organized as follows. Section 25.2 analyzes the Linux
kernel and puts forward an overall porting scheme. Section 25.3 discusses the
transplantation in detail and we evaluate the modified kernel in Sect. 25.4. Some
related work is introduced in Sect. 25.5 befor the conclusion in Sect. 25.6.

25.2 Linux Kernel Analysis and Overall Porting Scheme

Linux is one of the most widely ported operating system kernels. In this section,
we first analyze the kernel and then put forward an overall porting scheme. As
shown in Fig. 25.2, the Linux kernel lies between the user space and the under-
layer hardware.

Fig. 25.1 The logic building-block of the cc-NUMA system based on Loongson CPU
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Kernel is the key part of the operating system with different modules respon-
sible for monitoring and management of the entire computer system [3]. As pre-
sented in Fig. 25.2, the Linux operating system can be divided into three layers.
Kernel layer lies under the system call interface and can be further divided into
architecture independent module and architecture relevant module. Architecture
independent module is common to all Linux support architectures. Architecture
relevant module is called as Board Support Package (BSP), which is relevant to the
hardware architecture and the processors [4].

The most important modules in the kernel are Process management module
(PMM), memory management module (MMM), virtual file system (VFS) and
network interface module (NIM) [5]. These modules cooperate with each other to
make the kernel runs properly. PMM chooses the next-running process during the
clock interrupt and it is also responsible for the load balance of the system [6]. As
introduced in Sect. 25.1, it must be careful to choose the next-running process
because of the problem of remote memory access. To make sure the scheduler
works well on the cc-NUMA architecture, some information of the under-layer
needs to be provided to the scheduler.

The MMM is responsible for deciding the region of memory that each process
can use and determining what to do when not enough memory is available [7]. The
memory management module can be logically divided into two parts, architecture-
independent module and architecture-relevant module. The architecture-relevant
part contains codes of memory initialization and some handler functions of memory
management. The virtual file system provides a unified interface for all devices, and
hides the specifics of the under-layer hardware. To perform useful functions, pro-
cesses need to access to the peripherals connected to the North Bridge and South
Bridge, which are controlled by the kernel through device drivers. The device driver
module is device specific [8]. We don’t need to rewrite the device driver code, as
the AMD Inc. has already provided the driver for the peripheral devices.

We get the overall porting scheme according to our analysis to the kernel code
as presented in Fig. 25.3. Details will be discussed in the next section.

Cpu Memory
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Process Manager Virtual File System
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GNU/Linux

Hardware

Fig. 25.2 A simplified view of Linux operating system
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25.3 Kernel Porting

In order to port Linux to the Loongson cc-NUMA platform, we take the stable
version of Linux 2.6.36 as our orignal edition. As schematically described in
Fig. 25.3, we will concretely discuss the kernel porting in detail in this section.

25.3.1 Processor-Level Transplantation

Processor-level transplantation includes the initialization of CPU related structure,
cache volumes and TLB volumes. Specifically, it contains the following steps:

1. Initialize the CPU related structure. Such as the processor_id of Loongson-3B,
the machine type, the instruction cache, the data cache and the second cache.

2. Get the architecture type of the CPU according to the processor_id. Loongson-
3B processor is based on MIPS 4KC.

3. Get the cpu_id, fpu_id and the type of the CPU based on the front two steps.
4. Check the virtual memory bits with EntryHi register to prepare for the memory

management transplantation, Table 25.1.

25.3.2 Memory Management Transplantation

Memory is the key component of the system, process can’t work without memory.
The memory management transplantation mainly contains 5 parts.
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Fig. 25.3 The overall porting scheme
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1. Initialize the base address of I/O space. The Loongson-3B processor unified the
whole physical space. As a result, the I/O memory address is a part of them.

2. Parse the boot command. The default command is ‘‘console = tty, 115200,
root = /dev/sda1’’. We parse the boot command to determine the frequency of
the console and the path of the root file system. In addition, some other envi-
ronment variables can be passed by the boot command.

3. Parse the environment variables. These parameters are transferred by the boot-
loader according to hardware registers, including the frequency of bus clock,
cpu clock and the size of the memory, high memory size et al.

4. Initialize memory subsystem supporting for NUMA architecture. As we
introduced in Sect. 25.1, it needs to avoid remote memory access as much as
possible to be efficiently. We distinguish the memory between NUMA nodes
with the memory size of each NUMA node. Each NUMA node has its own
memory and the kernel can be conscious about the system memory.

5. Initialize the UART base address. The UART port is very important for the
system debug as it can print out the debug information for the developer. The
UART base address varies between the different processors, which should be
set according to the datasheet.

25.3.3 Interrupt and Trap Transplantation

Interrupt subsystem is the essential composition of multithread system. This part
can be divided into three parts as follows.

1. Initialize the system interrupts. First, the kernel gets the active cpu_id from the
CP0_coprocessor, then it sets the interrupt registers to mask all the interrupt
flags and clear the interrupts hanged up. Then the kernel enables the LPC and
I/O interrupt controller and other interrupt related registers.

2. Map the interrupt handler to the irq number. We need to rewrite the hardware
related interrupt handlers such as shown in Table 25.2.

Table 25.1 Example code of processor-level transplantation

#define PRID_IMP_LOONGSON3A 0x6305

#define PRID_IMP_LOONGSON3B 0x6306 //definition of the processor_id

#define enable_fpu() \

do { \

if (cpu_has_fpu) \

__enable_fpu(); \

} while (0);
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3. Set the trap base address and initialize the exception handling table. Some
under layer related handlers need to be rewrite.

25.4 Evaluation

In this section, we evaluate our ported system with stressapptest 1.0.4 to test the
memory subsystem. Besides, we use linpack to test the peak value of floating-point
calculation to evalute the system performance. The linpack test case is ‘‘mpiexec –
np 8./xhpl’’ with HUGE_TLB configured in kernel. The test score of stressapptest
showed in Fig. 25.4 demonstrates that the memory subsystem works stable. While
the test score of linpack in Fig. 25.5 shows that our ported system can reach about
30 % of the theoretical peak value of floating-point calculation.

25.5 Related Work

It has been a long time of work to port Linux OS to other platforms such as ARM,
MIPS. Hu Jie [9] has transplanted Linux OS to the ARM platform. As of Loongson
platform, Cheng xiao-yu [10, 11] has transplanted the lC/OS to the Loongson
based platform, and Qian Zheng-jiang [12] discussed about the development of
Linux distribution on Loongson platform. Besides, the ICT has made a lot of work

Table 25.2 Example code of interrupt and trap transplantation

void __init mach_init_irq(void)

{

lpc_interrupt_route(); //Route the LPC interrupt to Core0 INT0

ht_interrupt_route(); // Route the HT interrupt to Core0 INT1

mips_cpu_irq_init();// Route the cpu related interrupt to Core0

init_i8259_irqs(); // Route the serial interrupt on the south bridge to Core0

}

Fig. 25.4 Evaluation with stressapptest 1.0.4
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on the Loongson-3A processor. Our research can make up for the current situation
about lacking of research to the Loongson-3B platform.

25.6 Conclusion

In this paper, Researchers analyzed the Linux kernel architecture and the hardware
platform based on Loongson processor. Besides, they discussed porting Linux to
Loongson NUMA platform concretely. Processor-level transplantation, memory
management transplantation and interrupt related transplantation were introduced
in detail. The evaluate score shows that the ported system runs smoothly on the
Loongson platform. The research provides an example of porting Linux to
Loongson platforms and can be easily used on other platforms. The research has
great significance to the development of domestic Loongson processor and the
cc-NUMA platform based on Loongson processors.
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Chapter 26
Optimization for the Locations of B2C
E-Commerce Distribution Network Based
on an Improved Genetic Algorithm

Guanshi Li and Dong Wang

Abstract To solve the problems of high cost and unreasonable location layout
that the self-built logistics system of a B2C E-commerce company has, a B2C
logistics distribution optimization solution is proposed. The solution established a
mathematical model based on the construction costs of the regional distribution
centers, the operation costs of the whole logistics distribution network, the
transportation costs of the whole supply chain and the penalty cost for the situa-
tions of delivery overtime. The model considers the factors of economies of scale
and standard service level. As the model has NP-Hard complexity, a mixed genetic
and simulated annealing algorithm is proposed to solve the problem. And at last, a
case of a B2C e-commerce company verifies the correctness of the whole theory.

Keywords B2C e-commerce � Distribution center location � Improved genetic
algorithm

26.1 Introduction

In recent years, the E-commerce market of China experiences a rapid development
(shown in Fig. 26.1). The online shopping market in China reached 756.6 billion
and had a year-on-year growth of 44.6 % in 2011. And the number of E-commerce
user had reached 194 million with an annual consumption of 3,901 per capita. The
B2C E-commerce in China had shared the same experience. The total B2C market
transactions are 240.07 billion and the year-on-year growth is 130.8 % in 2011. At
the same time, the competition in B2C market is very fierce. The traditional
monopoly situation of the IT industry has not formed yet. More and more
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companies have realized the importance of logistics services as it is the key factor
in the fierce competitive market. Through the reasonable development of logistics
distribution system, these enterprises can expand their market share and find the
best balance between the costs and their services. The Fig. 26.1 shows the
development of B2C E-Commerce in recent years.

In recent years, a lot of experts and scholars have studied the sector of
E-commerce logistics services. These researches mainly concentrate in these areas:
the research of customer loyalty based on logistics services [1–3], E-commerce
reverse logistics [4] and E-commerce urban distribution [5, 6].

This paper is focused on the study of E-commerce logistics distribution network
design and optimization. It establishes a mathematics model to simulate the actual
situation and designs an improved genetic algorithm. An actual case of logistics
distribution network optimization is used to demonstrate the correctness of the
whole theory.

26.2 B2C Distribution Network Optimization

26.2.1 Current Situation

The B2C self-built logistics systems in China don’t have a long development
history. The problems of low degree of specialization and incomplete network of
logistics services are obvious. As a result the cost of the self-built logistics system
is high and the layout of the logistics distribution system is unreasonable.
Therefore, most of the B2C companies cannot afford efficient logistics services
within low cost.

26.2.2 The Design of B2C Distribution Network

In order to minimize the total cost of the logistics distribution network while
guarantee or improve the current customer service level, it is necessary for the

Fig. 26.1 The B2C
E-commerce development
in China
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Regional Distribution Center (RDC) to aggregate the B2C online order. And the
RDC should coverage all the requirements in his service region. There are a lot of
researches in this area [7, 8], but most of them are based on random demand and
only consider the transportation costs of the logistics distribution network. It is not
appropriate to use them in the actual situation as they also ignore the factors
of types of goods and scale of economies. The Fig. 26.2 shows the self-built
distribution network of B2C E-Commerce.

In order to reduce the logistics costs while improve the logistics service, the paper
designs the architecture that describes the logistics flows of B2C orders from RDC
to the DC. The designed logistics distribution network has three different functional
levels. They are RDC, Top-Distribution Center (TDC) and Distribution Center
(DC). The RDCs are in charge of storage, sorting and regional distribution. The
TDCs are in charge of shipment transiting. The DCs are in charge of the urban
distribution. The Fig. 26.3 shows the distribution architecture of B2C E-Commerce.

26.2.3 OptimizationModel

There are four parts of costs that should be considered to establish that network:
the construction costs of RDCs, the operational costs of the RDCs, the costs of
regional transportation and the total penalty costs of the whole system.

The model is established based on the below assumptions: 1. Each TCD only
connect with one RDC; 2. The RDCs have minimum limitation of the order
disposal amount and total working area; 3. The RDCs can only be selected from its

Fig. 26.2 The B2C distribution network
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candidates; 4. Customers will turn to other B2C companies at a certain probability
when the company couldn’t deliver their orders on time; 5. The working areas of
RDC are leased.

The mathematics model is based on the annual order amount of RDC. The way
RDC aggregates its order is:

Rm ¼
X

N

n¼1

xmnRn þ rm ð26:1Þ

N is the set of TDC candidates; Rm is the annual order amount of RDC m and Rn

is the annual order amount of TDC n; rm is the annual order amount of RDC m
before aggregating; xmn is the 0–1 indicator whether RDC m and TDC n is
connected.

The working area of RDC can be classified as the storage area, the sorting area
and the outbound area. The equations to estimate them are:

Sm1 ¼
X

I

i¼1

hixiyiRm

vizi
ð26:2Þ

Sm2 ¼
Rm

p
ð26:3Þ

Sm3 ¼
Rm

s
ð26:4Þ

Sm ¼
Sm1 þ Sm2 þ Sm3

u
¼
PI

i¼1
hixiyiRm

vizi
þ Rm

p þ
Rm
s

u
ð26:5Þ

Sm is the total working area of RDC m; Sm1 is the storage area of RDC m; Sm2 is
the sorting area of RDC m; Sm3 is the outbound area of RDC m; xi is the average
storage area for each i-th order; yi is the average floor space of the shelves that
storage the commodities of the i-th order; vi is the storage redundancy coefficient
of the commodities of the i-th order; zi is the average area of shelves that storage

Fig. 26.3 The B2C distribution architecture
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the commodities of the i-th order; hi is the proportion of the i-th order that RDC
handled; p is the average disposal amount of RDC’s sorting area; s is the average
disposal amount of RDC’s outbound area; u is the storage redundancy coefficient
of RDC.

The construction costs of all the RDCs are:

W ¼
X

M

m¼1

dmðCm1Sm þ
XI

i¼1

hixiRmCm2i

vizi
þ Cm3

Rm

p
þ dmÞ ð26:6Þ

W is the construction costs of all the RDCs; dm is the 0–1 indicator whether
candidate m is selected as a RDC; Cm1 is the average land lease cost of RDC m; Cm2i

is the average cost of shelves that storage the i-th order at RDC m; Cm3 is the average
construction cost of the sorting area of RDC m; dm is the fixed cost of RDC m.

The operational costs of all the RDCs are:

U ¼
X

M

m¼1

dm k1Sm1 þ k2Sm2 þ k3Sm3 þ k4Smð Þ ð26:7Þ

U is the operating cost of all the RDC; k1 is the average operating cost of the
storage area of RDC; k2 is the average operating cost of the sorting area of RDC;
k3 is the average operating cost of the outbound area of RDC; k4 is the average
management cost of RDC.

The costs of regional transportation are:

T ¼ RM
m¼1R

N
n¼1R

I
i¼1dmxmnhiRnliDmn ð26:8Þ

T is the cost of regional transportation; Dmn is the travel distance between RDC
m and TDC n; li is the average transportations cost of the i-th order.

The total penalty cost of the whole system is:

P ¼ RM
m¼1R

N
n¼1dmxmnhnqpRn ð26:9Þ

P is the total penalty cost of the whole system; p is the average price of the
order; hn is the 0–1 indicator whether TDC’s services are overtime; q is the
average percentage of customer lost when services are overtime.

Based on the above theory, the objective function of the whole model is:

MinZ ¼ W þ U þ T þ P ð26:10Þ

26.3 Improved Genetic Algorithm

The nonlinear mixed-integer programming model the paper established is a typical
NP-Hard problem, which cannot be resolved by a routine method in a reasonable
time. It is necessary to adopt a heuristic algorithm to solve the model.
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This paper use the a new method combined the genetic algorithm [9–11] with
the simulated annealing algorithm [12–14]. As GA is one of the heuristic algo-
rithms that is available in network optimization and the simulated annealing
algorithm is used to improve the phenomenon of premature convergence of GA.

26.3.1 The Framework of the Algorithm

The concrete steps of the improved algorithm proposed by this paper are (show):

(1) The initialization process. It is helpful to import a good set of group in the
algorithm initialization process. It is reasonable to use an initial group that is
generated by the random function in the condition of lacking the specific
information where a good feasible solution would be. Initialize the value of
Population (i) where i = 0, the size of the population Size, the initial tem-
perature, the termination temperature, the temperature schedule S and the max
number of iterations in each temperature.

(2) Calculate the objective value Z(J) of each chromosome in the population. Take
the objective value of each chromosome as its fitness value. Search the
chromosome J’ whose fitness value is the minimum in the population. Record
its information.

The improved genetic crossover operation is: Select two chromosomes of the
parent group based on the genetic selection criterion and generate two new
chromosomes through the regular genetic crossover operation. Use the Metropolis
Criterion to identify whether replace the original chromosome with the new
chromosome.

The improved genetic mutation operation is: Select one chromosome of the
population based on the genetic selection criterion and applies the regular genetic
mutation operation to get one new chromosome. Use the Metropolis Criterion to
identify whether replace the original chromosome with the new chromosome.

(3) Sort the chromosomes in the population by their fitness value. Apply the
genetic operations on the entire population while using the Metropolis
Criterion of Simulated Annealing Algorithm to identify whether accepts the
newly generated chromosome. If the newly generated chromosome is not
accepted, the original chromosome will still be used at the next iteration.

(4) Identify whether the number of iterations reaches the max iteration number at
current temperature. If the value has reached that number, then the tempera-
ture goes down to next level. If the temperature reaches the termination
temperature, then end the algorithm. Calculate the objective value of the
whole population and find out the chromosome with the minimum value
J. Export that result. Otherwise algorithm jumps to step (26.2).

The Fig. 26.4 is an algorithm frame of the above algorithm.
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Fig. 26.4 The B2C distribution architecture
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26.3.2 Unification Coding of Chromosome

The chromosome unification coding mechanism is:

R1;R2; . . .Rm=RDC 0; 1ð ÞjX1;X2; . . .Xn=RDCindex½ � ð26:11Þ

The concrete description of the coding: The first part shows the selection of the
RDCs, the coding example is that one represents the corresponding candidate is
chosen as a RDC. The second part shows the connection information between
RDCs and TDCs, the coding example is that two represents the corresponding
candidate is connected with the RDC which is coded two.

26.4 Example and Result Analysis

The above model and algorithm were applied to construct an actual B2C distri-
bution network of a leading B2C E-Commerce company in China. The network
has to be established form 10 RDC candidates and 45 TDC candidates. All the data
the algorithm needed such as the distance matrix between logistics facilities
candidates, the operating and fixed costs of logistics facilities candidates, the
commodity category list and the history online transaction data, are provided by
that corporation and the national statistical authorities. The algorithm is imple-
mented in Java and the coding environment is Linux.

Through the application of the hybrid Genetic Algorithm and Simulated
Annealing Algorithm, the optimization solution of the distribution network is
concluded,and it is shown in the Tables 26.1 and 26.2. In order to minimize the
total costs of the distribution network while improve the customer services, cor-
poration should establish its RDCs in Beijing, Shanghai, Wuhan and Guangzhou.
The service scope of each RDC is shown in Table 26.2.

The comparisons between the improved Genetic Algorithm and the typical
Genetic Algorithm are also shown in the Table 26.1. The results are different.
Compare to the typical Genetic Algorithm, the total cost of the whole distribution

Table 26.1 Optimized results and comparisons

Optimal solution RDC amount Iterations RDC Total orders Total cost

After our algorithm 4 1000 Beijing 5519167 47970339.82
Shanghai 6471813
Wuhan 4415770
Guangzhou 5300895

After typical GA 4 1500 Beijing 5937628 49693427.49
Nanjing 6149251
Wuhan 3974634
Shenzhen 5646132
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network has been reduced by 3 %, although the iteration time of the improved
Genetic Algorithm is less than the iteration time of the typical Genetic Algorithm.
It is very obvious that the improved algorithm is more efficient than the typical
Genetic Algorithm.

26.5 Conclusion

The B2C logistics distribution network contains many complex factors. It has
become the core competency of a B2C E-commerce company. This paper estab-
lishes a mathematical optimization model based on the characteristics of B2C
logistics distribution network and proposes an improved genetic algorithm to solve
the problem. The algorithm has improved the typical genetic algorithm in effi-
ciency and optimization results. And at last, the whole optimization solution is
verified with an actual B2C logistics distribution example.
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Chapter 27
An Improved Multi-Objective Differential
Evolution Algorithm with an Adaptive
Crossover Rate

Huifeng Zhang, Jianzhong Zhou, Na Fang, Rui Zhang
and Yongchuan Zhang

Abstract In order to properly solve multi-objective optimization problem, an
improved multi-objective differential evolutionary algorithm with an adaptive
crossover rate is proposed in this paper. To adjust the evolution adaptively, an
adaptive crossover rate is integrated into the differential evolution. The new
strategy can diverse pareto individuals and further to pareto front, which avoids the
local convergence that traditional differential evolution always trapped in. In
addition, combining with great ability of searching local optima of differential
evolution, evolutionary speed and diversity can be simultaneously improved by the
modified crossing operator. The simulation on these benchmark problems verifies
the efficiency of the proposed algorithm with convergence metric and diversity
metric, and the obtained results also reveal that the proposed method can be a
promising alternative in solving multi-objective optimization problems.

Keywords Multi-objective optimization � Differential evolutionary algorithm �
Pareto individuals � Pareto front

27.1 Introduction

In comparison to single objective optimization problems, multi-objective problems
(MOPs) have series of solutions but not a unique solution, since the real
requirements in application are unknown before making decisions. In particular,
MOPs have several desirable characteristics: (i) conflicting objectives; (ii)
intractably large and highly complex search space. In recent years, a number of
different multi-objective evolutionary algorithms (MOEAs) have been proposed,
such as Fonceca and Fleming’s MOGA [1], Srinivas and Deb’s NSGA [2], and
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Horn’s NPGA [3], etc. These MOEAs present the necessary additional operator to
extend simple EA from solving single objective problem to a multi-objective
problem, and fortunately they have been proved efficient and desirable in dealing
with the MOPs due to their population based methodology and independence
character of problem presentation.

Differential evolution (DE) [4], which is proposed by Price and Storn in 1997, it
is a simple but powerful evolutionary algorithm with fewer parameters in com-
parison to EA. After it has been successfully used in solving single-objective
optimization problems, some researchers have extended DE to solve some MOPs
and obtained some success. Recently, DE has been developed to different styles in
solving MOPs, such as Pareto differential evolution (PDE) [5], Pareto differential
evolution approach (PDEA) [6], and adaptive differential evolution algorithm
(ADEA) [7], these MODEs have been widely used in application and obtained
satisfactory results. However, all these DEs based on multi-objective problems
suffer from premature convergence at different degree as it does in single-objective
optimization problem. In this paper, an adaptive evolution mechanism in differ-
ential evolution algorithm is proposed, and the modified crossover has been pre-
sented to diverse population of each generation as the differential evolution
proceeds especially when it converges to local optima, which greatly improves the
variety of archive population to avoid the premature convergence in solving dif-
ferent MOPs. The proposed MODE is also utilized on the benchmark problems
with convergence metric and diversity metric, and the obtained results reveal that
the improved MODE can be a promising method for solving MOPs.

The paper is organized as follows: some basic information about MOPs and the
dominance relationship is introduced in Sect. 27.2, and in Sect. 27.3 we briefly
describe the improved evolution mechanism, ultimately the numerical simulation
further proves the effectiveness in Sect. 27.4, and outlines conclusion in Sect. 27.5.

27.2 Improved MODE

The MODE is similar to multi-objective evolutionary algorithm, it also has
evolution strategy: selection, crossing and mutation, and dominance mechanism is
also included in the MODE. Since the differential evolution strategy plays
important role in the MODE, it is generally generated from three distinct indi-
viduals xr1; xr2; xr3: randomly selected in the initial population, and the evolu-
tionary operator is mathematically described in literature [8, 9].

27.2.1 Improved Crossover Rate

Since population diversity will decrease as differential evolution proceeds,
crossover rate should be adjusted adaptively. In DE, the crossover rate is set as a
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constant, which adjusts the population evolution at certain rate. When differential
evolution falls into local area, and evolutionary will suffer premature problem.

pc ¼
4 � p �Minpc � ð gen

Maxgen
Þ � p �Minpc; if gen [

Maxgen

2

p �Minpc; if gen\
MaxGen

2

8

>

>

<

>

>

:

where p is predefined parameter, Minpc denotes the defined minimum crossover
rate, gen represents the current generation number, Maxgen is the maximum
generation number. The improved crossover rate can increase along with the
population evolution, which means that the population diversity will increase
especially when the search process falls into local area.

The pseudo code of improved evolution operator can be described as follows:
Fig. 27.1.

27.2.2 Description of Improved MODE Algorithm

In comparison to other MOEAs, the proposed evolutionary strategy can adjust the
population evolution well due to its adaptive crossover rate integrated into the
crossover operator.

The overall flowchart of the proposed differential evolutionary algorithm is
presented in Fig. 27.2:

27.3 Simulation

In this part, the proposed algorithm is compared against MODE and NSGA-II on
some test functions in the experiments [10]. To evaluate these two goals, we use
two widely used metrics: convergence metric c and diversity metric D [11], which
are proposed by Deb in 2002.

0;gen =
;cp p=
( )While gen MaxGen<

Begin

( / 2)If gen MaxGen<
*c cp p Minpc=

else
4* * *( / ) *c c cp p Minpc gen MaxGen p Minpc−=

1;gen gen= +
End

Fig. 27.1 The pseudo code
of improved crossover
operation
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In order to compare with other algorithms presented in previous years, the
population size Np is set to 100, the algorithm is run for 250 generations, and the
size of archive set is set to 100.

In addition, to compare with other evolutionary algorithm, such as NSGA,
SPEA2, PDEA, DEMO and ADEA, Tables 27.1 and 27.2 show convergence
property and diversity distribution of obtained pareto front by those alternatives,
it is clearly seen that the proposed differential evolutionary algorithm has better
convergence and more uniformly distributed diversity than other methods.
Furthermore, the variance of each problem is smaller, which also means that it
can perform more stable than other methods.

Population initialization and 
set Gen=0

Mutation

Selection

Identify those non-
dominated individuals

Calculate distribution 
distance and obtain 

dominance order

Are non-dominated 
individuals sorted?

Combine parent population 
and child population

Identify those non-
dominated individuals

Calculate distribution 
distance and obtain 

dominance order

Are non-dominated 
individuals sorted?

Select Np non-dominated 
individuals according to 

dominance order

Gen<Maxgen

Select Np non-dominated 
individuals in the first order

Print all the Pareto 
individuals and exit

Gen=Gen+1

Yes

No

Yes

No

Yes

No

Fig. 27.2 The flowchart of the improved multi-objective differential evolution
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27.4 Conclusion

This study presents an improved evolutionary strategy to avoid local optimal by
using a new crossover rate. In comparison to the traditional crossing operator, the
improved crossover rate can adjust the population evolution adaptively to enlarge
the search scale when differential evolution falls into local area. The efficiency of
this improved MODE is evaluated by standard performance of some test problems,
it is seen from the results that the improved MODE has stable performance in both
convergence and diversity.

Acknowledgments This work is granted by the Public Welfare Industry of the Ministry of
Water Resources (No.201001080), the special research fund for high school doctoral program
(NO.20100142110012), and National Natural Science Foundation of China (NO.51107047).

Table 27.1 Convergence metric c

Problem ZDT1 ZDT3 ZDT4 ZDT6

NSGA-II 0.033482 0.1145 0.513053 0.296564
0.00475 0.00794 0.11846 0.013135

SPEA2 0.023285 0.018409 4.9271 0.232551
0 0 2.703 0.004945

PMODE 0.0058 0.02156 0.63895 0.02623
0 0 0.5002 0.000861

DEMO/ 0.001083 0.001178 0.001037 0.000629
(parent) 0.000113 0.000059 0.000134 0.000044
ADEA 0.002741 0.002741 0.1001 0.000624

0.000385 0.00012 0.4462 0.00006
Improved MODE 0.000262 0.000535 0.007659 0.000294

0.000117 0.000016 0.000134 0.000065

Table 27.2 Diversity metric D

Problem ZDT1 ZDT3 ZDT4 ZDT6

NSGA-II 0.390307 0.73854 0.702612 0.668025
0.001876 0.019706 0.064648 0.009923

SPEA2 0.154723 0.4691 0.8239 1.04422
0.000874 0.005265 0.002883 0.158106

PDEA 0.298576 0.623812 0.840852 0.473074
0.000742 0.000225 0.035741 0.021721

DEMO/ 0.325237 0.309436 0.359905 0.442308
(parent) 0.030249 0.018603 0.037672 0.021721
ADEA 0.38289 0.52577 0.4363 0.3611

0.001435 0.04303 0.11 0.0361
Improved MODE 0.236789 0.089484 0.256107 0.095743

0.000178 0.001023 0.001278 0.004725
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Chapter 28
Research on Semantic Based Distributed
Service Discovery in P2P Environments/
Networks

Feng Xu and Shusheng Zhang

Abstract In order to reduce the network communication cost of the discovery of
distributed services and improve the search efficiency and recall performance,
researchers put forward a distributed service discovery strategy based on semantic
in P2P environment. Firstly, they constructed an ontology model to describe the
types of services, and then located the starting point of the search process on the
associated Peer node based on semantic service classification. Secondly, a double
layer parallel service discovery method was put forward. In UDDI layer, they used
the classic keyword matching to search services in UDDI center. In the semantic
layer, researchers used the semantic query and reasoning on the service ontology
model. Finally, the performance of the proposed method was verified by
experiment.

Keywords P2P � Semantic � Ontology � The discovery of distributed services

28.1 Introduction

Along with the development of semantic web [1], ontology [2] and SOA tech-
nology, the mass information in the network environment and the resources,
services that enterprises providing are encapsulated into the form of Web services
for using. Facing the diversity and the complexity of expressions and structures of
web services, how to find the appropriate Web service rapidly and accurately
according to the user’s needs in mass Web services has become the research
hotspot. Efficient Web service discovery technology has become the key of using
the Web service effectively.
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Universal description, discovery and integration protocol (UDDI) [3] were used
to support registration, description and discovery of web services. It uses the
SOAP protocol to transmit messages, and the Web Services Description Language
(WSDL) to describe the Web service and its interfaces. To be more precise,
carefully depicting the web service’s capacity, supporting the more precise
matching between users’ needs and web services’ descriptions, researchers
introduced the semantic web technology [4]. With the help of logic inference of
ontology, the capacity of machines’ understandable to the service description
information is strengthened, and support the logical reasoning matching between
users’ needs and services’ capability.

In addition, how to store, index, exchange the service metadata is also a
research hotspot. In the process of the service discovery, the centralized regis-
tration and storage of the service metadata, may have the following drawbacks:
(1) it is easy to generate a bottleneck of network transmission if the process
involves too many network nodes; (2) when the error occurs on the UDDI server,
the entire network web services’ discovery will get in the blind area. (3) There are
a large number of the providers of Web services, and they may be in different
locations and organizations, which requires web services registering unified on a
centralized UDDI server. In fact, it is not feasible. Because certain area may have
its own UDDI server, or even a business, a group may also have their own private
UDDI servers.

Therefore, we need to introduce P2P technology to handle the metadata exchange,
so as to overcome the restriction to service discovery caused by traditional UDDI
technology service metadata centralized registration, centralized storage [5, 6]. P2P
is a distributed application architecture that partitions tasks or workloads among
peers. A pure P2P network does not have the notion of clients or servers but only
equal peer nodes that simultaneously function as both ‘‘clients’’ and ‘‘servers’’ to the
other nodes on the network [7]. Just like a Unstructured P2P networks, which do not
impose any structure on the overlay networks. Peers in these networks connect in an
ad-hoc fashion based on some loose set of rules [8]. However, in structured P2P
networks, peers are organized following specific criteria and algorithms, which lead
to overlays with specific topologies and properties [9].

The METEOR-S project, using domain ontology to describe the UDDI centers
in P2P environment semanticly, and on this base semi-automatic semantic Web
service search mechanism was put forward [10]. Tsinghua University proposed a
web service discovery mechanism based on the P2P and semantic [11, 12]: firstly,
they make the P2P network structured and divide them by grouping; then they
propose two layer search mechanism. Namely, finding the possible group that
service may be in at first, then find the possible service node in the group.

Here, in order to improve the performances, like efficiency of service discovery,
recall and so on, we put forward a distributed service discovery strategy based on
semantic in P2P environment. Firstly, we constructed an ontology model to
describe the types of services, and then located the starting point of the search
process on the associated Peer node based on semantic service classification;
Secondly, a double layer parallel service discovery method was put forward: on
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UDDI layer, we used the classic keyword matching to search services in UDDI
center; on the semantic layer, we used the semantic query and reasoning on the
service ontology model. Finally, the performance of the proposed method was
verified by experiment. Comparing with the existing methods, we pay more
attention to reduce the searching hops. In the less hops, we find corresponding web
services, the less search cost and the less network load we could realize and find
the corresponding web service rapidly. In addition, we made full use of the
characteristics of the P2P network; we didn’t deliberately stressed that the P2P
network must be form in structure. Therefore, the cost of network communication
could be reduced. We divide the P2P UDDI servers according to the types of
services division, and advocate the web service providers register the web service
according to the service domain or the regional registration.

28.2 Semantic Classification of UDDI Oriented Service
Category Ontology Model Construction

In order to avoid the high searching overhead and improve the efficiency of
searching in the P2P environment, we will build an ontology model to describe the
categories of web services. Based on this kind of semantic service category, we
could locate the starting point on the associated Peer node, which can be targeted
for searching distributed web services, and the blindness in the searching process
for distributed web services will be reduced.

Generally, which UDDI server will be selected to register the web services on
follows certain rule: Web services’ providers will normally be in accordance with
the principle of proximity, that means the service will be registered to the UDDI
server nearby, such as the corresponding regional, national UDDI servers; In
addition, the web services’ provider may also select a UDDI server to register their
web services according to the type, the industry, the field and so on, of web
services; finally, there is another possibility, in accordance with the organization,
enterprises and other types which the web services attach to, the web services’
provider will select a UDDI registration, such as a group’s UDDI server or an
organization’s UDDI server.

Considering the above, we construct the service category ontology model.
Create the corresponding class of the UDDI classification criteria—the Service
Classified class. This class has three subclasses, including Field, Region and
Organization. At present, we have added some instances to the three classes. The
instances didn’t distinguish strictly according to their types for covering more
instances. The Field class includes the Petrifaction, Sale, Service, Telecommuni-
cations, Sewage Waste Treatment, Architecture, Manufacturing, Hazardous Waste
Disposal, Energy Source, Aviation, Traffic and other fields’ instances; the Region
class includes the Asia, South_America, North_America, Europe, Africa, Oceania,
Antarctica and other regional instances; the Organization class includes the
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Exxon_mobil, WalMart_Stores, Sinopec, Toyota_Motor, Royal_Dutch_Shell and
other organizations.

In addition, only classifying the services is not enough. We need to add the
relation between the instance and the UDDI addresses storing corresponding
services. So a class—Peer was put forward to express UDDI server. The Peer class
has a property named URL, which represents the UDDI server’s access address. In
order to reflect the relation, we add a Haspeer property between the class Service
Classified and class Peer, as shown in Fig. 28.1.

28.3 Double-Layer Parallel Service Discovery Method

The network flooding query consumes the huge costs of time and resources in the
P2P environment. The costs occurred mainly in multi-hop query, because each
Accumulation of the query hops’ number, the costs will exponentially increase.
So, we need to find the appropriate web service, as far as possible in a limited
number of hops. Then there will be no case where the most of peers fall into the
query. It will reduce the search costs and enhance its efficiency. If we need to
search the web service in a finite number of hops, we must extend the breadth of

Fig. 28.1 Semantic classification of UDDI oriented service category ontology model
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searching. That means, a more comprehensive search must be executed in certain
query hop.

Here, we propose a double-layer parallel service discovery method. In the P2P
environment, a peer stores the UDDI library and the semantic ontology base
describing the web service. In UDDI layer, the UDDI center using the classic
keyword matching method to discover the web services; in the semantic layer, we
use semantic query and reasoning on the service category ontology model. Note
that, the service described by the ontology may not be released in the UDDI library
on the same peer. Because the ontology library and the UDDI library is two
different things, has not to store in a peer together.

In UDDI layer, according to a set of standard based norms, that UDDI provided
for the description and discovery of services, and the support of realization based
on internet. As the corporation Indus logic’s product Soap uddi includes the fol-
lowing several software packages: com.induslogic.uddi: defines the object in all
the registration and discovery process of web services; com.induslogic.uddiserv-
er.inquiry: supports web services discovery; com.induslogic.uddiserver.publish:
supports the release of web services; com.induslogic.uddiserver.replication: used
to replicate the registration information; com.induslogic.uddiserver.service:
includes all the remote-procedure-call object; com. induslogic.uddiserver.soap:
contains a direct call to the object RPC Router; com.induslogic.uddiserver.util:
supports the database connection. When the program response to the request of
service discovery, it use a remote procedure call method calls RPC Router, and the
request will be transferred to related classes, such as com.induslogic.uddiserv-
er.inquiry Find Service class, through Uddi Service invoke Appropriate Api
method. Then through the get Date method, do the keywords based query to the
database, the feedback result is an Envelope object.

In the semantic layer, using the Semantic Annotations for WSDL (SAWSDL)
standard, we add the semantic information to the web services; establish the
mapping relation between the Web services and the ontology. The mapping
relations have been registered to the service registry center since the release of the
web services. Then, the discovery of the web services can be realized by reasoning
the ontology to get the corresponding concepts, which links to the web service’s
parameters. Finally, these matching results are integrated by the entire matching
results of the web service. The principle diagram is as shown in Fig. 28.2.

28.4 Experiment Studying

To check the effectiveness of the proposed algorithm, using Java (the development
language) and Eclipse (the development tools), using Apache AXIS, Jena, jUDDI,
Racer and other three party kits, we developed a prototype system, whose func-
tions includes P2P network communications (using flooding communication
mechanism in the P2P network) function, ontology reasoning function, UDDI
query function.
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We compare our algorithm (SDSD) to the classic algorithm which directly
search the distributed UDDI in the P2P environment using keywords based query
method for services discovery (DSD), and focus on two performances, including
the network communication cost (the maximum number of forwarding the queries
to find a service, Hmax) and the recall (R).

Collect and construct the UDDI libraries and service semantic ontology
libraries that the experiment needed. Divide the service and add the instances to
the service category ontology. The experiment is 20 computers installed with
Windows XP operating system in the lab. Each machine is configured with the
CPU of 2G frequency, the memory of 2G. The experiment was performed 50
times, and we set the P2P nodes’ connectivity matrix every times. The experiment
results are shown in Fig. 28.3.

By inquiring and reasoning the service category ontology to find the general
range at first, and then using the double-layer parallel service discovery method to
search the web services, SDSD algorithm increases the search range and reduces
the search depth effectively, so the Probability of one-time finding related services
are large, the average of the maximum forwarding counts is only 0.7 times, far
better than the DSD algorithm 8.2 times; in addition, due to the small scale of the
network, and the quantity of the web services needed to be discovered is small, so
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Fig. 28.2 Matching principle diagram
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the averages of the two algorithms’ Recalls are both 100 %. From the comparison,
we could conclude that, SDSD algorithm has excellent performances in experi-
mental environment, but it still needs to be validated in practice further in future.

28.5 Conclusion

This paper presented a distributed service discovery strategy based on semantic in
P2P environment to reduce the distributed service discovery network communi-
cation cost, improve search efficiency and recall. Firstly, researchers constructed
an ontology model to describe the types of services, and then located the starting
point of the search process on the associated Peer node based on semantic service
classification; Secondly, a double layer parallel service discovery method was put
forward. In UDDI layer, researchers used the classic keyword matching to search
services in UDDI center; in the semantic layer, they used the semantic query and
reasoning on the service ontology model. Finally, an experiment shows the
excellent performances on the network communication cost and the recall.
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Chapter 29
Fast String Matching Algorithm Based
on the Skip Algorithm

Wenqing Wu, Hongbo Fan, Lijun Liu and Qingsong Huang

Abstract String matching is a fundamental problem in computer science. In order
to gain higher performance online exact single pattern string matching algorithms,
the authors improved the Skip algorithm which is a comparison based exact single
pattern string matching algorithm. By introducing the q-grams method in the
sliding window and the comparing window of Skip respectively, the branch pre-
diction failure and the average branch cost are reduced. Meanwhile, the greedy
jump method is introduced in Skip. Greedy jump is a common accelerating method
for string matching, while there are some waste reads for algorithms with unfixed
jump distance. Since Skip has fixed jump distance, greedy jump is more suitable
for Skip. Therefore, the authors presented the HGQS algorithm. Experiments
results have indicated that HGQS has higher practical performance and it is more
efficient in some cases than other known algorithms in many cases on the platform.

Keywords String matching � Q-grams � Greedy jump � HGQS � Design of
algorithm

29.1 Introduction

String matching is a fundamental problem in computer science. Poor performance
of string matching caused a serious impact on our research especially in the main
research fields of our team which are the large-scale information retrieval and the
mass medical information processing.
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Online exact single pattern string matching is the basis of string matching
which means seeking all the occurrences of a pattern P = P [0,…,m - 1] of
length m in a text T ¼ T½0; . . .; n� 1� of length n over the same alphabet R of
length r,which the text has not be preprocessed to build some structure to fast
locate the pattern, such as index etc. The research of this problem has special
significance. In this paper, we concentrate on practical online exact single pattern
string matching, and all algorithms in this paper are for searching an exact pattern.

Skip is a simple and efficient comparison based string matching algorithm. Its
jump distance is fixed at m. Experimental results show that Skip gains good
performance for large alphabet and very short pattern. The idea of Skip is quite
different from the other type of comparison based algorithms, BM type algorithms
[1]. Although The BM type algorithms have been researched intensively, Skip was
ignored for a long time, and the related researches based on Skip are rare. For
example, the article [2] combined Skip and Quick Search, although our experi-
mental results this approach can not enhance the performance than original Skip.

In this article, we improved the Skip by introducing the q-grams method and the
greedy jump method which were used in current high-speed algorithms. Therefore
we presented a new serial of algorithms named HGQS. Experiments results
indicated that HGQS is more efficient in some cases than other known algorithms
in our platform.

29.2 Introduction of Skip

In the preprocessing phase, Skip creates a barrel based on the pattern, which is a
linked list for each character of the alphabet to record each position of this
character in the pattern. Skip uses the sliding window method like mostly algo-
rithm. In the searching phase, Skip reads the last character of the sliding window,
and gains the occurring positions of this character in the pattern by the barrel. Then
some windows of the same length with the pattern are determined based on above
positions. The string matching can be found only in these windows. These win-
dows are called Match window.

Skip checks these Match windows with the naive matching. If a string matching
is found, the position of the match window should be reported. If all match
windows have been checked or there is none possible match window, the sliding
window jumps m. The matching process of a sliding window is shown in Fig. 29.1,
which the last character in the sliding window is assumed as x.

The C type pseudo-code of Skip is listed in Code.1.

Code.1 The Skip algorithm SKIP (P, T, m, n){
//preprocessing phase

1: for c 2 R do z½c�  NULL;
2: for i 0 to m� 1 do
3: {ptr  new List Node; if ptr ¼ NULL then return ‘‘Error.’’;
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4: ðptr � [ elementÞ  i; ðptr � [ nextÞ  z½pi�; z½pi�  ptr;}

//searching phase

5: for j m� 1 to n� 1 step m do
6: for (ptr  z½tj�; ptr 6¼ NULL; ptr  ðptr � [ nextÞ)
7: if P½0. . .m� 1� ¼ T ½j� ptr � [ element. . .j� ptr � [ element þ m�

1� then
8: Report find matching (j� ptr � [ element);}//end of Skip

29.3 The q-grams Method

In the string matching phase, branch operations consume the most of computing
time. The cost of branch operation is no-fixed. It is determined by the branch
prediction failure rate. If branch prediction succeeds, the branch operation only
needs one processor tick, otherwise, because the instructions have being in the
pipeline are wrong, the processor should empty all of instructions have been in
pipeline which results in a punishment of dozens of ticks. Reducing the branch
prediction failure rate is priority to the optimization of algorithm performance.

In Skip, once only one character is aimed whether in the skipping of Sliding
Window or in the comparing of Match Window. Thus the branch prediction failure
rate and the average branch cost are very high for small alphabet and long pattern.
To improve the performance of the algorithm, now we introduce the q-grams
method into the two operations.

The q-grams technique is an important accelerating technique on pipeline
processors. To date, many of the current fast algorithms use q-grams.

In q-grams, q consecutive characters are processed as a single character. For
example, the string ‘‘Hello’’ is processed as ‘‘Hel-ell-llo’’ for 3-grams. This can
make the alphabet perceived by the algorithm larger. Because a fairly large
alphabet leads to a low rate of branch prediction failure, a high probability of jump

Fig. 29.1 The matching
process of skip
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and a high average jump distance, q-grams can greatly enhance the performance.
Another benefit of q-grams is that q-grams solutions are more flexible than the
original one. Generally speaking, smaller alphabets or longer patterns demand
bigger q.

After q-grams method introduced, for the string S of length m of the sliding
window, it is processed to a string of length m� qþ 1 in Rq. Then we create
barrels by Rq with the method of Skip. While, both the branch prediction failure
rate and the average count of the Match Windows needing to be checked in each
sliding window are reduced exponentially. This is the q-grams method for the
sliding window.

If we record the consequent first q characters of the match window in an integer
by joining these characters with the shift operation, to compare this integer with
the integer that is joined with the first consequent q characters with the same
method of the pattern just need one operation. It also implemented the q-grams.
The branch would be wrong predicted only if these q characters were all matched,
therefore the branch prediction failure rate will be reduced exponentially. For the
comparison of the other subsequent characters in the match window, naive
matching can provide enough high performance because the previous integer
comparison already filters most of the positions could not be matched.

By introducing the q-grams method in the sliding window and the match
window, the branch cost can be significantly reduced. However, after the q-grams
method introduced, characters read in each sliding window and match window
were increased, and the jump distance of the sliding window was reduced to
m-q ? 1. To get higher performance, we should select the fair value of q by
experiments.

Meanwhile, after the q-grams method introduced, the preprocessing space
occupancy (the capacity of the table z) is increased exponentially too. When the
space is bigger than the capacity of processor cache, the access performance would
be deteriorated seriously. Therefore, we introduced a Hash method refers to
Q-hash [3]. It can reduce the preprocessing space occupancy and improve the
performance of the algorithm. The Hash function of this Hash method is (29.1),

hashðti; . . .; tiþq�1Þ ¼ ðti\\ðq� 1Þ � sÞ þ . . .þ ðtiþq�2\\sÞ þ tiþq�1 ð29:1Þ

which the value of s should be fulfilled that the space of the entire hash table is
about half of the processor L1-Cache. It will increase the utilization of the Cache
as much as possible.

The q-grams method introduced in the sliding window is called Q-grams-
Sliding Windows method (Q-method), and the q-grams method introduced in the
match window is called int and char-Hybird-Comparison-Matching Windows
method (H-method). And we named the Skip algorithm which introduced the
above methods as HQ-Skip algorithm.
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29.4 The Greedy Jump Method

The greedy jump method is a common accelerating method which is presented in
GSB2 [4]. Since the greedy jump method is used, GSB2 is faster than its basis
algorithm, SBNDM2, in some cases.

When the core loop of an algorithm can reach its largest jump distance with a
high probability, the greedy jump method assumes the current window can reach
the largest jump distance and it is read that the characters in the following window
that the current window would have been jumped with the largest jump distance. If
the above assumption were not correct, the jumping and the reading based on the
assumption would be ignored and the original matching method of the algorithm
would be used to match the current window. Because the probability of reaching
the largest jump distance is high, the greedy jump can double the jump distance of
the core loop of algorithm with two times of read operation in most of the cases,
which should reduce the average total number of operations in the core loop of an
algorithm. Moreover, in the core loop of the greedy jump, the memory access and
branch operations in the processing of different windows can be inherent paral-
lelism on the superscalar processor because there is no date dependence in these
two windows, thus some of the processing delay is hidden. Therefore, the per-
formance of the algorithm should be improved after the greedy jump method is
introduced.

For example, in the greedy jump of GSB2, the core loop of SBNDM2 is
modified from while ðB½ti�\\1Þ& ½ti�1� ¼ 0 do i iþ m� 1; to

while ðB½ti�\\1Þ&B½ti�1� ¼ 0 && ðB½tiþm�1�\\1Þ&B½tiþm�2� ¼ 0
do i iþ m � 2� 2.
On algorithms with unfixed jump distance, greedy jump reads some not utilized

characters by the failure assumption. But the algorithms with fixed jump distance
can overcome this lack to some degree because the characters have been read must
be used in the next window. Although this time of read is ignored, these characters
have been in the registers or high speed L1-Cacheand, and they can be gained very
fast at the next time of read. Therefore, the serial algorithms of Skip are more
suitable for greedy jump.

Let the Greedy jump method (G-method) introduce to HQ-Skip, the result
algorithms are named HGQS. In the greedy jump of GSB2, it reads two windows
once in a core loop. Actually, reading multiple windows can also fulfill the
matching. Therefore, there are three parameters in HGQS: the q value in the q-
grams of Q-method, another q value in the q-grams of H-method and the count of
windows that the G-method read once in a core loop. If all the three parameters are
assumed to 2, and mark the target algorithm as HGQS_q2g2h2, The code of
HGQS_q2g2h2 is shown in Code.2.

Code.2 The HGQS_q2g2h2 algorithm //preprocessing phase

1: s 8; q 2; h 2; if m\maxðq; hÞ return error;
2: CheckInt  ðp0\\8Þ þ p1; for c 2 R do z½c�  NULL;
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3: for i 0 to m� q do
4: {ptr  new List Node; if ptr ¼ NULL then return ‘‘error’’;
5: ðptr � [ elementÞ  i; ðptr � [ nextÞ  z½hashðpi; piþ1Þ�;
6: z½hashðpi; piþ1Þ�  ptr;}
7: Naive matching p from tn�2m to tn�1;
8: for i 0 to m� 1 do { tn�m�2þi  tn�mþi  pi}

//searching phase

9: for j m� q to n� 1 step m� qþ 1 do
10: {while z½hashðtj; tjþ1Þ� ¼ NULL and z½hashðtjþm�1; tjþmÞ� ¼ NULL
11: do j jþ m � 2� 2;
12: for (ptr  z½hashðtj; tjþ1Þ�; ptr 6¼ NULL; ptr  ðptr � [ nextÞ)
13: {if CheckInt ¼ ðy½j� ptr � [ element�\\8Þ þ y½jþ 1� ptr � [

element�
14: then continue;
15: if P½2. . .m� 1� ¼ T½jþ 2� ptr � [ element. . .j� ptr � [ elementþ

m� 1�
16: then Report (j� ptr � [ element);}}//end of HGQS_q2g2h2

In Code.2, we used a cross-border protection method which was used frequently
in the field. Several times the joined pattern appeared after the tail of the text
indicated that there must have pattern matching before the occurrence of cross-
border. Therefore the check operations of the cross-border in the core loop are not
need. The cross-border protection zone must larger than the largest jump distance
of the core loop after the greedy jump method was adopted.

29.5 Experiments Results

To show the performance of HGQS, we do the following comparative experiment
based on SMART, which is the implement of article [5, 6].

The platform is Intel I7-2600k@3.4Ghz/z68/8 GB DDR3 RAM/Ubuntu
10.04LTS 64-bit desktop edition/g ++4.4.5 with -O3 optimize parameter. We
tested under the DNA sequence E.coli, English test Bible.txt, natural language
samples text world192.txt and the 20 MB length random texts with alphabet size is
16, which the first three texts are from SMART. For each matching condition, the
100 patterns in each pattern set were picked from the 100 prior random selected
and non-overlapping positions of the text, and the average matching speed was
recorded as the final result which the highest and the lowest 20 % results were
ignored. The text had been read in memory to avoid the impact of disk and before
each time of matching phase was timed by RDTSC1(�30 CPU ticks). In this

1 http://en.wikipedia.org/wiki/Time_Stamp_Counter.
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experiment, the CPU frequency was locked by cpufrequtils,2 the network and the
unrelated background service are closed to ensure the processor utilization was
below to 3 %. This experiment environment is similar with the environment of the
article [5, 6], but we used –O3 parameter with auto branch prediction and we only
timed the matching phase, which more suits for the study habits of the string
matching field.

SMART has given the implements of 85 known algorithms, which covered
most known algorithms as of May 2010. This experiment continued the work of
SMART, complemented the FSO [7], BXS [8], QF [8], Q-Hash_4096 [9],
SBNDMqb [9], BSDMq [10], FSBNDM-wk [11], SBNDM-wk [11], FS-wk [11]
TVBS-wk [11], FSBNDMq [12], FSBNDMqb [12], GSB2 [12], GSB2b [12]etc.,
which are newer algorithms not be included by SMART. All bit parallel solutions
are implemented with the 32-bit edition (i32) and the 64-bit edition (a64) and
tested both of them. And just some parameters of the solutions are listed in
SMART. This experiment complemented the unlisted parameters. E.g., only three
conditions of Hashq (q = 3, 5, 8) were listed in SMART, we complemented the
solutions of q = 4, 6, 7 etc. If an algorithm with different parameters were called
different algorithms, there would be more than 300 algorithms compared and these
algorithms covered most of known algorithms.

The experiment results of the optimize parameter and its average matching
speed of the fastest four type algorithms (if some algorithms are only inconsistent
with parameter such as q value of q-grams, and these algorithms are presented in
one article, it is called that these algorithms belong to a type algorithm) are listed
for random texts with alphabet size is 16, and DNA sequence, English test and the
sample of natural language in from Tables 29.1, 29.2, 29.3, 29.4. Due to length
constraints, for a type of algorithms, only the fastest one is listed and the unit of
speed is MB/s. Tables 29.2, 29.3.

2 http://wiki.archlinux.org/index.php/Cpufrequtils.

Table 29.3 Experimental result for English text, which unit is MB/s
m = 2 m = 8 m = 64 m = 256

EBOM 1214.7 SBNDM2_2i32 4198.9 HGQS_q4g2h1 11755 HGQS_q4g2h1 16214
TVSBS_w6 1160.8 .HGQS_q3g3h3 3922.6 SBNDM6b_a64 11543 QF_4_4i32 14318
GSB2b_i32 1067.1 FSBNDMqq3f1 3836.1 TVSBS_w6 11350 TVSBS_w6 13398
FSO_u61a64 1048.6. EBOM 3812.9 UFNDM6_a64 11169 BXS5_a64 12800

Table 29.4 Experimental result for the natural language sample, which unit is MB/s
m = 2 m = 8 m = 64 m = 256

TVSBS_w6 1407.5 SBNDM2_2i32 5070.9 HGQS_q4g2h1 12459 HGQS_q4g2h1 17706
EBOM 1311.0 EBOM 4749.9 TVSBS_w8 11958 QF_3_5i32 15723
GSB2b_i32 1134.3 GSB2b_i32 4608.4 SBNDM4b_a64 11509 TVSBS_w6 14380
HGQS_q2g3h2 1107.6 HGQS_q2g2h3 4354.8 UFNDM4_a64 11457 BXS5_a64 13745
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From the experimental results, it is indicated that HGQS is faster than other
known algorithms for long patterns and for the DNA sequence with patterns of
length 8 on our platform.

29.6 Conclusion

In this article, the authors introduced the q-grams method and the greedy jump
method in Skip. Therefore, a serial of improved algorithms of Skip which is named
HGQS are presented. The Experimental results have indicated that HGQS has
higher practical matching performance and it is more efficient than existing
algorithms for long patterns and for the DNA sequence with patterns of length 8.
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Chapter 30
Burst Signal Sorting Based on the Phase
Continuity

Fangmin Yan, Ming Li and Ling You

Abstract This paper proposed a new algorithm for burst signal sorting. The
proposed algorithm can be used to identify and locate TDMA users based on the
continuity of carrier phase. In the proposed algorithm, the continuity of carrier
phase between TDMA burst signals is evaluated according to their frequency
deviations, initial phases and initial positions. Then burst signals are sorted based
on their degree of continuity. The proposed algorithm is effective when researchers
do not know the information which the burst carries. Some simulations and
experiments in this paper show that the accurate rate of the proposed sorting
algorithm is greater than 0.9 when the ES/N0 [ 6 dB. Specially, and the perfor-
mance is stable when the frequency deviation changes.

Keywords Burst signal sorting � Phase continuity � Carrier phase � Frequency
deviation � Initial position

30.1 Introduction

Burst-mode signal is widely used in the applications such as satellite communi-
cation and mobile communication. As an important part of the blind burst-signal
processing, burst signal sorting technique has received much attention, especially
when identifying and locating different TDMA users from the captured bursts.
Some signal sorting methods have been proposed for radar signal in recent years
[1–3], using the pattern recognition theory. For the communication signals, Huang
utilized the small carrier frequency difference to sort the burst signals [4], but it
can’t work when the frequency difference was equal (or close). Our sorting method
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is focused on the carrier phase, aiming at using the inherent relation between the
initial phase and the initial position and the frequency deviation of bursts to sort
bursts which belong to different users from the same emitter.

The algorithm proposed in this paper does not rely on the information that the
burst signal carries. In order to realize our sorting algorithm, we need to estimate
three important parameters: the frequency deviation, the initial phase and the
initial position. Luckily, there exist many methods that can accomplish these
estimations. In this paper, we will adopt some proper methods and do some
effective modifications to achieve better performance.

The rest of this paper is organized as follows. Section 30.2 gives a description
of the burst signal model. In Sect. 30.3, we propose a new algorithm for the burst
signal sorting. Section 30.4 analyzes the factor that influences the performance of
the proposed algorithm. In Sect. 30.5, simulation results are provided and ana-
lyzed. Finally, we conclude the paper in Sect. 30.6.

30.2 Problem Formulation

Consider the transmission of TDMA burst signals emitted from some users. The
signals are MPSK modulated with carrier frequency fc. Each burst signal consists
of N symbols, where the first L symbols are a fixed-length sequence which we call
them ‘‘sync word’’, and the remaining N � L symbols are random data. If the
received burst signal is over-sampled by P, it can be modeled as

rn ¼ sn exp j 2pfc � nTs þ /i0ð Þð Þ þ zn; n ¼ 1; . . .;PN ð30:1Þ

Here, sn ¼
P1

k¼�1 expðjukÞ hðnTs � kT � sÞ is the baseband signal, ukf g are
data symbols belonging to the MPSK alphabet expðj2pm=MÞ; m ¼ 0; 1; � � � ;f
ðM � 1Þg, hðtÞ is the squared root raised cosine (SRRC) pulse waveform, s is the
timing error. Ts is the sampling period, T ¼ PTs is the symbol period, /i0 is the
initial carrier phase of the ith user. zn is zero-mean additive white Gaussian noise
with independent real and imaginary components, each having a variance of
N0=2Es. Es and N0 denote the symbol energy and the noise power spectral density
(SNR ¼ Es=N0), respectively.

The number of bursts is Ns. Each user owns at least one burst. Both the length
of each burst and the interval between two adjacent bursts do not change during
the transmission. Then, all the received bursts with frequency fc can be expressed
as

R nð Þ ¼
X

Ns

m¼1

r nTs � mN 0Tð Þ ð30:2Þ

where, N 0 ¼ N þ N0, N0 is the interval between two adjacent bursts.
In this paper, bursts from the same emitters are clustered based on RðnÞ.
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30.3 Algorithm Description and Analysis

The purpose of our sorting algorithm is to cluster the bursts which belong to the
same user. In general, no matter whether the emitter transmits data or not, the
carrier of the user works regularly, i.e., the carrier phase of burst signals emitted
from the same user are continuous.

Figure 30.1 shows the burst transmission model of multiple users that work at
the same frequency. The user1 ensures the continuity of carrier phase when it
works. Our sorting algorithm is on the basis of this fact.

30.3.1 Algorithm Theorem

Assuming the kth burst in RðnÞ is RkðnÞ, the initial position of RkðnÞ is lk, the
frequency deviation of RkðnÞ is Dfk and the initial phase of RkðnÞ is Phak. We
consider that bursts from the same user have the same (or close) frequency
deviation, so that their carrier phases are continuing which is shown in Fig. 30.2.

In Fig. 30.2, the continuity of carrier phase is expressed as

Pha ¼ 2pDft þ /i0 ð30:3Þ

If the parameters of the kth burst and the mth burst (k [ m) satisfy (30.4),

Phak � Pham þ 2pDf lk � lmð Þ½ �\D ð30:4Þ

Then, we decide that the kth burst and the mth burst both belong to the ith user.
Otherwise they must belong to different users. In (30.4), D called a threshold, is an
experienced value.

user1 user2 user1 …

Time/s

carrier of user1

data datano data

O

no data

user2

Fig. 30.1 Burst transmission
model of multiple users
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30.3.2 The Procedure of Sorting Algorithm

• Firstly, a proper DA burst detection method is used to detect the bursts RðnÞ and
estimate their initial position. Denote the set of all the bursts as A.

• Secondly, the frequency deviation of each burst is estimated.
• Thirdly, after the frequency deviation of each burst is compensated, the initial

carrier phase of each burst can be estimated. All the initial carrier phases of the
same user bursts should be continue which is shown in Fig. 30.2.

• Finally, when we have gotten all the parameters (the frequency deviation, the
initial phase and the initial position) of bursts in A, we can utilize the inequality
(30.4) to sort different bursts. In the process of sorting, we make all the other
bursts compare with the first burst (the initial position is smallest). If one burst
satisfies (30.4), it belongs to the user who sends the first burst and will be
eliminated from A. Denote the set of bursts which belong to the user who send
the first burst as B. Denote the rest of the bursts as A1, A1 ¼ A� B. Then, A1 is
sorted by the same process. Repeating the above sorting process to A1, we will
get another set of bursts B1 and another rest of bursts as A2, A2 ¼ A1 � B1. The
sorting process continues until the rest of bursts are empty.

Certainly, when we utilize the proposed algorithm to sort the bursts, we prefer
fine estimations of parameters. In this paper, we adopt the average likelihood ratio
test method to estimate the initial position of the burst [5]. The ML estimation
method is used to estimate the frequency deviation of each burst [6]. We utilize a
feed-forward timing estimation method to estimate the timing error [7]. For the
initial phase estimation, a NDA method is utilized [8, 9].

The estimation methods for parameters are very ripe now. Our sorting algo-
rithm does not pay much attention to these estimation methods and what we should
do is to choose a proper method from the existing methods for each parameter.

The proposed sorting algorithm is not an on-line processing method, so the
complexity analysis of the implement is ignored.

O

0iφ

2Pha = Δ 0iftπ φ+

Pha

t1μ kμ

kPha

1Pha

Fig. 30.2 Continuity of
carrier phase
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30.4 Analysis for Sorting Algorithm Errors

According to the analysis, the estimation RMSEE for the initial position, the
frequency deviation (normalized by the symbol rate) and the initial phase of the
burst signal is constricted to the quantity of 100, 10-5 and 10-2, respectively, when
the ES/N0 is greater than 6 dB [5, 6, 8]. Analyzing the equality (30.3), we can find
that the estimation error of the initial position and the initial phase is independent
between different bursts, i.e., the error can be ignored by setting a proper threshold.
But the frequency deviation is accumulated by the time t. Even though the esti-
mation RMSEE of frequency deviation is small, the estimation error of the fre-
quency deviation is the main influence factor for the error of proposed sorting
algorithm.

Assuming the estimations of the phase and the position are equal (or close) to
their theoretical value. Denote the theoretical frequency deviation as Df , the
estimation phase of the mth burst as Pham, the estimation frequency deviation of
the base burst as Df 0, the initial position of the base burst as a0, the initial position
of the mth burst as am, then

Pham ¼ 2pDf ðam � a0Þ þ /i0

Pha0m ¼ 2pDf 0ðam � a0Þ þ /i0

ð30:5Þ

In (30.5), Pha0m is the derivation from Df 0. Subtracting Pha0m from Pham,

Pham � Pha0m ¼ 2pDfeðam � a0Þ ð30:6Þ

In (30.6), Dfe ¼ Df � Df 0. If absðPham � Pha0mÞ\D1, the mth burst and the
base burst both belong to the same user. D1 is an experienced threshold.

In order to overcome the error of sorting different bursts, we consider two
methods: one by shortening the accumulated time (am � a0) and the other by
decreasing the estimation error (Dfe) of Df .

30.4.1 Shortening the Accumulated Time

In equality (30.3), we do not limit the accumulated time, so the sorting perfor-
mance is heavily influenced by the estimation error of Df . Now, we shorten the
accumulated time by replacing the base burst if the number of bursts belongs to the
same user x is larger than Nr. Nr is a fixed-integer. Then the base burst is replaced
by the newest burst belongs to x. Figure 30.3 shows the result of shortening the
accumulated time for Df . The accumulated time is shortened as
a1; a2 � a1; a3 � a2; � � � ; ak � ak�1; � � �f g.
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30.4.2 Decreasing the Estimation Error of Frequency
Deviation

According to the analysis, we know that the ML estimation of Df is an unbiased
estimate [6]. Assuming the estimation result of Df is Df 0, so

EfDf 0g ¼ Df ð30:7Þ

If we average the frequency deviation estimation value of all the bursts which
belong to the same user x,

Df 0a ¼
Df 01 þ Df 02 þ � � � þ Df 0M

M
ð30:8Þ

where, M is the number of bursts which belong to x, Df 0i is the frequency deviation
estimation value of the ith burst in x.When M becomes larger, Df 0a becomes closer
to the real frequency deviation Df . So we can use Df 0a as the fine frequency
deviation estimation of the base burst to sort other bursts.

30.5 Experimental Results

Performance of the proposed sorting algorithm is presented by experimental
evaluation. Assuming four users work at the same carrier frequency (5,000 Hz)
and produce the bursts in proper order (1–2–3–4). All the burst signals are mod-
ulated by QPSK. The initial phase of each user is 0, pi/6, pi/3, pi/2. The symbol
rate and the sampling rate are 2,500 and 40,000 Hz, respectively.

In order to evaluate the performance of the proposed sorting algorithm, we
simulate 100 bursts (each user has 25 bursts). For each user, the ideal frequency
deviations is -4e-4, -2e-4, 2e-4, 4e-4 (normalized by the symbol rate), respectively.
Figure 30.4 shows that the performance of the proposed sorting algorithm gets
better when ES/N0 increases. Especially when ES/N0 [ 6 dB, the accurate rate of
the sorting algorithm is greater than 90 %.

O

0iφ

Pha

t1α 2α

02 iPha ftπ φ= Δ +

kα

Fig. 30.3 The result of
shortening the accumulated
time
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Then, we simulate 100 bursts (each user has 25 bursts) under ES/N0 = 10 dB.
Figure 30.5 shows that the performance of our algorithm keeps stable when the
frequency deviation changes. Therefore, we can conclude that the performance of
our sorting algorithm is almost uninfluenced by the estimation error of the fre-
quency deviation.

Finally, we simulate 100 bursts (each user has 25 bursts) under ES/N0 = 10 dB
to observe the visualized sorting results as shown in Fig. 30.6. For each user, the
ideal frequency deviations is -4e-4, -2e-4, 2e-4, 4e-4 (normalized by the symbol
rate), respectively. Statistics shows that the accurate rate of our algorithm is
100 %. Figure 30.7 shows the original sorting result (shown in Fig. 30.2) against
the improved sorting result (after the correction of sorting errors). The original
sorting result is converted from the improved sorting result, because of easy
observation.
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30.6 Conclusion

A new algorithm for burst signal sorting was proposed in this paper. The proposed
algorithm utilized the continuity of carrier phase to sort different bursts which
belonged to different users. This algorithm relied on the inherent relation between
the initial phase, the initial position and the frequency deviation of the burst signal,
and did not depend on the information which the signal carries. Simulation results
showed that the proposed sorting algorithm had an accurate rate greater than 0.9
when ES/N0 [ 6 dB and was robust to the frequency deviation.

However, it should be noted that the theoretical performance of the proposed
algorithm was not analyzed in this paper. It is expected and will be researchers’
future work.
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Chapter 31
Fast Recapture and Positioning Algorithm
Based on PMF-FFT Structure

Xinpeng Yue, Haiyang Quan and Lidong Lan

Abstract GNSS signal acquisition is the most important process in a receiver
followed by tracking and extraction of navigation bits. Partial Matching Filter
(PMF) and Fast Fourier Transform (FFT) algorithm has advantages in acquisition
speed and hardware complexity. In general, GNSS navigation data acquisition
needs a common frame synchronization algorithm, which takes one sub-frame
period of time for a determination. This means the receiver will take at least 6 s to
reposition after the signal lost lock and recapture. In this paper, the design of PMF-
FFT based receiver is described. A fast method of solving the long-time frame
synchronization problems is proposed. The method uses the a-b filter algorithm to
correct local time and estimate signal sending time. Experimental results show that
the proposed methods for the PMF-FFT based receiver are able to perform faster
and reliable acquisition and reposition.

Keywords GNSS � PMF-FFT � Recapture � GPS � Compass-2

31.1 Introduction

Global Navigation Satellite System (GNSS) is a satellite-based radio navigation
system, such as GPS, COMPASS-2, and GALILEO and so on. It has been widely
used in both military and civilian community for navigation, location, timing, and
other related applications. In this paper, we mainly study on the GPS and COM-
PASS-2 satellite system. The satellite navigation receivers capture the RF mod-
ulated signals, down convert them to an intermediate frequency (IF), digitize them,
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and perform signal processing to extract the position information from the navi-
gation message.

Signal acquisition is the first step of signal process and the most important
process in a GNSS receiver followed by tracking and extraction of navigation bits.
Performing faster and reliable acquisition and having lower hardware complexity
are very important to the receiver. PMF-FFT algorithm [1, 2] is a parallel
acquisition algorithm. It has higher speed than two dimensional serial acquisition
algorithms [3] and lower hardware complexity than FFT based time-domain
parallel acquisition algorithm [2, 4]. We designed PMF-FFT structure and build
the relevant receiver. After signal reacquisition, the receiver performs tracking, bit
synchronization, frame synchronization and position processes. However, among
all processes frame synchronization takes longer [2]. So, how to shorten the frame
synchronization time is the most important method to decrease the position time
and improve receiver performance.

31.2 The GPS Navigation Message and Frame
Synchronization

The GPS and COMPASS-2 system have the similar signal structure. We will
mainly introduce the GPS system. The signal is made of carrier, C/A code, and
navigation message data. Each GPS satellite (or transmitter) has a unique C/A
code (spreading gold code) that is orthogonal to all the other satellites’ codes. GPS
receivers, on the other hand, must search for these C/A codes to know which
satellites are available to the user. For each code, a receiver must perform a 2-D
search for carrier frequency offset and code shift, or in other words acquire the C/A
code. Then it should track (or lock in) the signal and extract navigation messages.
Navigation messages stream be transmitted by the satellite on the L1 carrier fre-
quency of 1575.42 MHz at a rate of 50 bps. The message structure shall utilize a
basic format of a 1500 bit long frame made up of five subframes, each subframe
being 300 bits long. Subframes four and five shall be subcommutated 25 times
each, so that a complete data message shall require the transmission of 25 full
frames. Each subframe shall consist of ten words, each 30 bits long; the MSB of all
words shall be transmitted first. Each subframe and/or page of a subframe shall
contain a telemetry (TLM) word and a handover word (HOW), both of which are
generated by the satellite, and shall start with the TLM/HOW pair.

The TLM word shall be transmitted first, immediately followed by the HOW.
The HOW shall be followed by eight data words. Each word in each frame shall
contain parity. Each TLM word is 30 bits long, occurs every 6 s in the data frame,
and is the first word in each subframe/page. Each TLM word shall begin with a
preamble, which is used to frame synchronization. After, extracting navigation
messages from the signal, the receiver don’t know where the starter is. Frame
synchronization process can find the preamble 10001011 to confirm the starter of a
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subframe and then start to extract navigation message and the satellite signal
sending time.

31.3 Analysis of PMF-FFT Algorithm and Receiver

Partial Matching Filter will divide Tcoh(a prediction integration time, PIT) into P
portion, then every segment data Tp ¼ Tcoh=P, and every segment has C/A code
chips X ¼ 1023�TP. If P = 1, the Partial Matching Filter become the Full
Matching Filter, or in other words serial acquisition algorithm. Usually receiver
chooses 1 ms (period of C/A code) signal to acquire. All sample points are first
filled with several zeros (first zero filling) and cut into P parts, and each part has X
points. Then receiver produces local C/A code and make the same partition, M is
the number of Tcoh between the local C/A code and the GPS C/A code. Then both
signal and C/A codes are at the same time sent into PMF in which average
correlation operation is made. The outputs Q are filled with several zeros (Q to N)
to meet the requirement of 2-based FFT and then do the FFT. Figure 31.1, show
the structure of PMF-FFT algorithm.

The GPS signal can be expressed as:

Si ¼
ffiffiffi

A
p

DðtÞCðt�sÞ cosðx0t þ xdt þ uÞ þ nðtÞ ð31:1Þ

where A is the amplitude of signal; DðtÞ is navigation date code each element of
which has a breadth of 20 ms; Cðt�sÞ is pseudo-random code (C/A code) with a
period of 1 ms and 1023 code elements in each period; x0 is medial frequency; xd

is Doppler frequency; U is carrier phase; n is gauss noise.
The PMF filters perform correlation operation with receiving signal and

generating L1 C/A code. Here, RðsÞ is the C/A code self-correlation the output of
the n-th parts in the PIT time can be expressed as [5, 6]:

Code NCO

...

Max power choice

 

(i)S

I

Q

PMF 1

PMF 2

PMFP

FFT

Fig. 31.1 The structure of PMF-FFT
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QðnÞ ¼
ffiffiffiffiffiffi

2A
p

2
RðsÞ

sinðpfdTPÞ
sinðpfdTSÞ

sin ðnwdTP þ uÞ þ NQðnÞ n ¼ 0. . .p� 1 ð31:2Þ

IðnÞ ¼
ffiffiffiffiffiffi

2A
p

2
RðsÞ

sinðpfdTPÞ
sinðpfdTSÞ

cos ðnwdTP þ uÞ þ NQðnÞ n ¼ 0. . .p� 1 ð31:3Þ

Combining QðnÞ and IðnÞ as IðnÞ þ j�QðnÞ and then performing FFT by zero
filling, the outputs can be expressed real part and image part as:

QðkÞ ¼
ffiffiffiffiffiffi

2A
p

2
RðsÞ sin w

sinðpfdTPÞ sinðpfdTP � kpP=NÞ
sinðpfdTSÞ sinðpfdTP � kp=NÞ þ NQðkÞ k ¼ 0. . .N� 1

ð31:4Þ

IðkÞ ¼
ffiffiffiffiffiffi

2A
p

2
RðsÞ cos w

sinðpfdTPÞ sinðpfdTP � kpP=NÞ
sinðpfdTSÞ sinðpfdTP � kp=NÞ þ NQðkÞ k ¼ 0. . .N� 1

ð31:5Þ

Here, w ¼ uþ ðxdTP=Ts � 2pk=NÞðN � 1Þ.
The GNSS receiver based on PMF-FFT structure is designed to acquiring,

tracking and positioning. The GNSS receiver we designed can implement the GPS,
COMPASS-II and GPS + COMPASS-II navigation. There are mainly two parts of
the receiver: RF part and digital process part. The RF part converts the radio
frequency signal to a lower frequency and then digital process part perform
acquiring, tracking and positioning process to output the results. In the designed
receiver, we choose intermediate frequency of 4.092 MHZ and sampling fre-
quency of 16.38 MHZ. Figure 31.2 shows the prototype broad of real receiver.

31.4 Faster Positioning Methods

In the GNSS receiver, the most important information is the navigation messages
sending time and transforming time (or pseudo-range). The final aim of

Fig. 31.2 Prototype broad of
real receiver
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acquisition, tracking and extracting of data is about to getting the navigation
messages sending time and transforming time. The performance and capability of
the receiver is mainly about the precision of time. The calculation of messages
sending time can be expressed as:

tðsÞ ¼ TOW þ ð30�wþ bÞ�0:02þ cþ CP

1023

� ��
0:001 ð31:6Þ

where TOW is the 17 MSBs of the time-of-week count; w is the count of word
which start from the prompt subframe, as we introduce in Sect. 31.2, Each sub-
frame shall consist of ten words, each 30 bits; b is count of bits, each 20 ms width;
c is cycle count of C/A code with a period of 1 ms and 1023 code elements in each
period; CP is C/A code phase which mainly decide the accurate of pseudo-range.
Pseudo-range is defined as below:

q ¼ r þ c � ðdtu � dtðsÞÞ þ I þ T þ ep ¼ r þ c � ðdtu � dtðsÞÞ þ e ð31:7Þ

where tu is receiver’s time; tðsÞ is message sending time; c stands for the speed of
light; r is the range between receiver and satellite; dtu and dtðsÞ is the clock
deviation of receiver’s clock and satellite clock; I stands for ionospheric delay; T
stands for troposphere delay; ep is measure deviation; e is called estimation
deviation, which is of the accumulation of I, T, ep. As we analyze the message
sending time composing before, considering the e can be neglectable, compared
with cycle count of C/A code. The most important factor is how to get the accurate
bits count and C/A code cycle count.

The pseudo-range is mainly decided by the distance between satellite and user.
We can estimate the movement of pseudo-range. As Fig. 31.3 shows earth radius
Re is 6,368 km, the distance Rs is 26560 km. The satellite orbits the earth every
12 h. We suppose the satellite is traveling at constant velocity, so we can calculate
his angular speed dh

dt � 2p
12�3600 ¼ 1:454 � 10�14 [rad/s] and cutting speed vs ¼

Rs
dh
dt � 3862 [m/s]. From the geometry principle, we can get expression of vd as:

A

B

earth

S

Re

R

d

Q

dv

o

sH

sR

v s

Fig. 31.3 Model of satellite
orbit
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vd ¼ vsRe cos h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R2
eþR2

s�2ReRs sin h
p . Assuming dvd

dh is zero, the maximum value vdm ¼ vs
Re
Rs
¼

925:9 [m/s]. The rate of vd is dvd
dt ¼

dvd
dh

dh
dt , we can easily find that when h ¼ 90

�
, the

dvd
dh and dvd

dt have the max absolute value, so we can get the max absolute value of
dvd
dt ¼ 0:177 m/s2.

The analysis shows us that there is a very small acceleration in the direction
between receiver and satellites. In other words, the velocity rate is smooth.
Therefore, we can estimate the distance between satellites and receiver using the
having information with a-b filter after the signal lost and recapturing, realizing
faster positioning. The faster position a-b method can be described as:

xk ¼ ð1� aÞxa þ axb

vk ¼ ð1� aÞva þ avb

xa ¼ ð1� bÞxk� 1 þ bvk� 1t

va ¼ ð1� bÞvk� 1 þ
b
t
ðxk � xaÞ

8

>

>

>

>

>

<

>

>

>

>

>

:

ð31:8Þ

xk is filtered distance; xa is estimated distance; xb is measured distance; xk� 1 is
last recorded distance. vk is filtered velocity; va is estimated velocity; vb is mea-
sured velocity; vk�1 is last recorded velocity .

In the receiver soft design, the receiver records the bits count and ms count
before signal lost, and refreshes the satellite data sending time with the receiver
count, so we can quickly obtain the massage sending time after the signal tracking
again without frame synchronization. When tracking again, we import measuring
sending time and estimating sending time to a-b filter, so we can get more precise
signal transforming time and achieve more precise position. Compared with oth-
ers, such as frame synchronization method [7, 8], this method can also achieve
faster reposition after tracking again and reduce the calculations, in other words,

Record satellite 
Information

Receiver 
recapture 

Count

filter
estimate 

pseudo-range 

Word count w 
Bit count b 

Code cycle 
count

Code phase

Measure 
pseudo-range 

PVTfilter

Fig. 31.4 Flow chart of fast synchronization and accurate reposition
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the hardware time cost can be lower. Figure 31.4 is the flow chart of fast frame
synchronization and accurate reposition.

31.5 Experiment Results

To test and verify the correctness, effectiveness and practicality, we mainly carried
out two sets of experiments on our receiver. The experimental L1 signal is from
Spirent signal hardware simulator GSS8000 and real satellite.

Fig. 31.5 Time consumption of reposition

Fig. 31.6 Outfield experiment
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31.5.1 The Correctness Verification

In the experiments, we choose two tracking channel to track the same satellite, one
as the reference channel, the other as the test channel. First, let the two channels
track the prn7 satellite, then channel 1 starts to recapture the signal, and we read
the output data, repeating four times. The results are shown in the Table 31.1.

Estimate pseudo-range is the a-b filter estimated pseudo-range. Pseudo-range
stands for the receiver measured pseudo-range. The experimental results of the
Table 31.1 show that channel 1 gets the same w and b with channel 2 witch is
reference channel, computed from estimated pseudo-range, and verify the cor-
rectness of proposing method.

31.5.2 The Rapidity of Reposition

Figure 31.5 shows the time consumption of reposition after tracking again. The
blue is consumption of the normal position method which needs 6 s to frame
synchronization [2]. The red is the consumption of proposing method. The normal
position method consumes longer time than the proposed method, which takes no
more than one second.

31.5.3 The Practicality Verification

The proposed method can make sure the continuous trajectory after the receiver
through the overpass. This experiment was taken in South Four Ring Road, in
Beijing. Figure 31.6 shows the output of outfield experiment.

31.6 Conclusion

In this paper, the PMF-FFT algorithm has been introduced and based receiver has
been described. The a-b filter based algorithm has been used to reduce the time
consumption of frame synchronization. The result shows that the PMF-FFT
structure has a faster acquisition speed and the receiver can perform an accurate
position after tracking again. In the common scene, the receiver can have a good
performance and make sure the continuum of position. There are some problems in
the proposed method, for example, the time of signal losing has been limited. So,
in the future work, we will concentrate on this and other adding method.
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Chapter 32
An Evaluation Computing Method Based
on Cloud Model with Core Space and its
Application: Bridges Management
Evaluation

Ling Chen, Le Ma and Zhao Liang

Abstract In a multi-factor comprehensive evaluation, the factors related to
objects are always various and most of them have the characteristics of uncer-
tainty. Taking the mapping between qualitative and quantitative knowledge of
cloud model, a high dimensional cloud model with core space was built. And then
based on a sample set of maintenance and management of the 55 bridges in
Chongqing and an index system with six first-level indices, parameters of the high
dimensional cloud model with core space and mean membership of every bridge
sample were computed and gotten. Compared with the results of cloud model,
experts experience and support vector machine for this sample, it indicated the
cloud model with core space could be applied to a multi-attribute evaluation well.
Finally, according to the evaluation, some suggestion was given.

Keywords Core space �High dimensional cloud model � Performance evaluation �
Bridges management

32.1 Introduction

In practice, one object will be influenced by many factors and most factors are
from language description of realistic world and are with the characteristic of
qualitative. Thus an evaluation is featured with multi-attribute and qualitative. For
most evaluation, every attribute or weight of indicator should be confirmed at the
very beginning, such as weighted average model, fuzzy synthetic evaluation model
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and analytic hierarchy process [1–3], which are based on experts’ grade or experts’
weighted experience and are of randomness and subjectivity to some degree.
Artificial intelligence, which is very popular among present researchers [4–6], is to
extract effective rules and knowledge from sample information of experts’ eval-
uative experience to make evaluation. However, due to the limitation of sample
amount and obtainable experts’ experience, the effectiveness of evaluation which
is based on rule extraction and classification is not satisfied well.

In this paper, considering the uncertainty such as randomness, subjectivity and
fuzziness in evaluation and cutting down the dependence on weighted information
and sample amount, it is of great significance to introduce cloud model which is
based on traditional fuzzy mathematics and probability statistics. A high dimen-
sional cloud model with core space will be established to evaluate and analyze real
condition in Chongqing’s bridges maintenance and management.

The remaining sections of this paper are organized as follows. Section 32.2
introduces the new high dimensional cloud model with core space. Section 32.3
describes the general problem of evaluating bridge management quality, and
presents the index system for evaluations. Section 32.4 describes our experimental
design for data collection and performance comparison. Section 32.5 concludes
the paper and suggests directions for future work.

32.2 A High Dimensional Cloud Model with Core Space

32.2.1 The Main Principle of Cloud Model

Could model is an uncertain transformation model between one qualitative concept
which is expressed by natural language value and quantitative representation.
Given U as a domain expressed by exact number, U is corresponding to qualitative
concept A, for every element x in domain, there is a random number with stable
tendency y ¼ lAðxÞ; y, is the certainty of x to concept A, the distribution of
certainty y in domain is named cloud model [7–9].

The number characteristics of cloud are represented by expectation Ex, entropy
En, and hyper entropy He, which reflect the quantitative feature of qualitative
concept A. Ex means the dot which can best represent this qualitative concept in
number field, reflecting the position of cloud center. On one hand, En reflects the
scope of number field space being accepted by language value, being indistin-
guishable measure of qualitative concept; on the other hand, reflects that the dot in
number field space can represent the probability of this language value, showing
cloud droplets of qualitative concept having randomness. He is the uncertain
measure of entropy, reflecting coherency of uncertain degree of all data dots
representing this language value in number field space, namely coherency of cloud
droplets. The larger the hyper entropy is, the larger the dispersion of cloud droplets
is, the larger the randomness of certainty degree is and the thicker the cloud is.
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The three number characteristics of cloud model integrate fuzziness and ran-
domness, making up of mapping between qualitative and quantitative, so a cloud
model can be CðEx; En; HeÞ.

Generating algorithm of cloud is named cloud generator which consists of
normal cloud generator [7], X condition cloud generator, Y condition cloud
generator and reverse cloud generator. Normal and X condition cloud generators
are usually used in model evaluation. Normal cloud generator refers to could
droplets produced by number characteristics of cloud.

32.2.2 Building the New Model with Core Space

Definition 1 If domain U; U 2 Rm; xi ¼ ½xi1; xi2; � � � ; xim� is any element in U,
and if subset H of U exists, H 2 Rm, any elements xik k ¼ 1; 2; . . .mð Þ in H is
ak1� xik � ak2, and the certainty degree of the element in H by high dimensional
cloud model l ¼ FðxiÞ is l\1, and the other elements’ certainty degree in U is
l\1, then H is the core of domain U. Elements’ certainty degree of high
dimensional cloud model shows in Eq. (32.1):

l ¼ Fðxi1; xi2; . . .ximÞ ¼
1 ak1� xik� ak2 k ¼ 1; 2; . . .m

exp �
P

m

k¼1

ðxik�aÞ2
2E0nk

ffi �

; xik\ak1 [ xik [ ak2

8

<

:

ð32:1Þ

In which

a ¼
ai; xik\ai

bi; xik [ bi

Exi; ai ¼ bi

8

<

:

ð32:2Þ

In the specific attribute consideration, H can be seen as assemblage of all
attributes’ most excellent chosen interval [8], and when in evaluation, H can be
supposed as a set of all attributes’ most excellent evaluation.

High dimensional cloud evaluation model with core space and multi attributes
are established as:

1. Make sure co-domain of evaluative value of all attributes ½dimin; dimax�ði ¼
1; 2; . . .mÞ and the best value interval ½ai; bi�ði ¼ 1; 2; � � �mÞ are the most
excellent evaluative core spaceH, and establish every attribute’s most excellent
evaluative trapezoid cloud model.

2. According to 3En rules of normal cloud, Eq. (32.3) shows the number char-
acteristics of every dimensional cloud model, when ai 6¼ bi, trapezoid cloud
model will be formed, and when ai ¼ bi, normal cloud model will be formed.
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Exi ¼ ai; Eni ¼ ðExi � diminÞ=3; Hei ¼ Eni=6 when dimin� xi\ai

Exi ¼ bi; Eni ¼ ðdimax � ExiÞ=3; Hei ¼ Eni=6 when bi\xi� dimax

Exi ¼ xi; l ¼ 1 when ai� xi� bi in which i ¼ 1; 2; . . .m
Exi ¼ ai ¼ bi; Eni ¼ ðdimax � diminÞ=6; Hei ¼ Eni=6; when ai ¼ bi

8

>

>

<

>

>

:

ð32:3Þ

3. The data assemblage of all dimensional attributes which form m dimension
high dimensional cloud space.

Xi ¼ Cðai; Eni; HeiÞ [ Cðbi; Eni; HeiÞ [ ½ai; bi�; ði ¼ 1; 2. . .mÞ ð32:4Þ

4. If sample xi ¼ ½xi1; xi2; . . .; xim� is in core space H, the certainty of core space of
this sample to the most excellent evaluation should be l ¼ 1.

5. If sample xi ¼ ½xi1; xi2; � � � ; xim� is not in core space H, the certainty of core
space of this sample to the most excellent evaluation should be calculated
according to Eqs. (32.1) and (32.2).

6. On the basis of samples, order the most excellent evaluation core space,
namely, sample evaluation result order.

32.3 The Problem of Bridge Management Evaluation

As China’s economy has grown, bridge construction has developed rapidly in the
Chongqing province. At present, China contains more than 570,000 bridges and In
Chongqing province alone there are over 8000. While there is a drive to speed up
construction, it is also necessary to improve maintenance management. By eval-
uating the status of bridge maintenance and the activities of management, we can
quantify the effectiveness of current procedures and develop concrete measures for
raising the managerial level.

32.3.1 An Index System for Quantifying Bridge Maintenance

Taking bridge maintenance and management of Chongqing as example, according
to the experts’ advice of Chongqing Bridge Association, Chinese bridge technical
standard and related factors, the influencing factors of bridge maintenance and
management are proposed, including six indexes which further divided into
25 sub-indexes and 113 qualitative and quantitative indexes. The six indexes are:
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maintenance and management condition, maintenance and management expense,
quality of technical staff, bridge’s construction quality, daily average traffic flow,
and service life. Due to limitation of length of this paper, the first level indexes are
listed in the Table 32.1.

32.3.2 Experiment Data Set

According to bridge maintenance and management index system, designed
examination chart is handed to technical staff, management staff and bridge
association experts to evaluate pointed bridges. This chart is mainly designed to
the description of bridge management condition, and then each bridge’s mainte-
nance and management will be evaluated by bridge experts who will combine the
examination and objective condition of bridge (service life, traffic flow and
maintenance expense). The evaluation result will be stored as a chart in the data
base, and the table of comprehensive evaluation factors of examined 55 bridges’
maintenance and management is obtained. ‘‘Daily average traffic flow’’ refers to
the data of one year’s traffic flow which is averaged to every day. Table 32.1
shows 10 bridges’ data. The evaluation result is classified as 1, 2 and 3; class 1
refers to the best maintenance and management condition, 3 the worst.

32.4 Experiment Studying

Firstly, the most excellent evaluation interval of every attribute needed to be set.
Table 32.2 shows the most excellent evaluation interval of every attribute, among

Table 32.1 The scores of maintenance and management factors of 20 large bridges in
Chongqing

Bridges
code

Rank
from
experts

Index1 Index 2 Index 3 Index 4 Index 5 Index 6
Ages Quality of

engineer
and
technician

Mean
vehicle
flow per
day

Maintenance
expenses

Maintenance
state

Construction
quality

1 1 4 12 60529 7 61 16
2 1 2 15 20000 8 69 11
3 1 1 15 15000 8 68 11
4 1 2 15 20000 8 76 12
5 1 4 12 64000 8 57 17
6 1 2 15 35000 5 57 8
7 1 15 10 54814 8 64 15
8 1 2 15 35000 5 61 13
9 1 3 9 3000 5 62 14

10 1 2 9 15000 5 60 10

32 An Evaluation Computing Method Based on Cloud Model 283



which indexes 1 and 3 are interval values, the other indexes are maximum values
of corresponding attributes Table 32.3.

Table 32.4 shows the certainty degree of bridge maintenance and management
to core space, while the result compared with experts can be seen in Fig. 32.1. Due
to limitation of length of this paper, Table 32.4 only contained 38 samples of 55
bridges.

The samples in Fig. 32.1 with (**) means that the rank evaluated by high
dimensional cloud model with core space is different from experts’ evaluation
result. According to the certainty of high dimensional model with core space, the
maintenance and management level of NO. 33 should be listed in class two, while
experts’ evaluation result is class three. After detail comparison of sample and
inquiry of experts’ advice, it is found that the difference is mainly because experts’

Table 32.2 Optimal interval of every first level index

Index1 Index 2 Index 3 Index 4 Index 5 Index 6

[1, 4] 16 [0,15000] 9 76 17

Table 32.3 cloud model of every first level index

Index1 Index2 Index3 Index4 Index5 Index6

C(1, 1, 0.1),x1\1 C(16, 5, 0.8) C(15, 5, 0.8),x3\15 C(9, 3, 0.5) C(76, 23, 4) C(17, 6, 1)
C(4, 10, 1.7),x1 [ 4 C(15, 27, 5),x3 [ 15

Table 32.4 Average membership of every bridge for core space

Rank from
experts

Membership for
core space

Bridges
code

Rank from
experts

Membership for
core space

Bridges
code

1 0.92095 4 2 0.40273 17
1 0.87916 2 2 0.36179 31
1 0.87708 3 2 0.36105 26
1 0.7439 8 2 0.3379 34
1 0.72532 9 2 0.32824 27
1 0.71778 7 3 0.31632 36
1 0.7011 1 3 0.2885 35
1 0.68209 16 3 0.27654 41
1 0.66562 5 2** 0.27295** 33**
1 0.64128 12 3 0.26888 40
1 0.63703 10 3 0.26863 39
1 0.5939 6 3 0.26849 37
1 0.57353 18 3 0.26795 38
1 0.57072 11 3 0.26696 45
2 0.56011 20 3 0.23027 43
2 0.51749 22 3 0.22978 42
2 0.50855 14 3 0.21656 46
2 0.50508 21 3 0.21169 48
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evaluation on index 5 is ‘‘good’’. While the evaluation value of NO. 33 bridge’s
index 5 differs greatly from experts’ evaluation value as class 2 bridge. However,
from the analysis of cloud model with core space, NO. 33 bridge’s overall level is
close to class 2. Figure 32.1 clearly shows combined with experts’ evaluation
result and certainty to core space, the dividing line of certainty is very obvious
between different classes, further illustrating that the evaluation method which is
based on high dimensional cloud model with core space is effective.

To compare evaluation effects, SVM is adopted at the same time to normalize
and classify 55 samples, among which 50 samples are training samples, five are
testing samples. In this application, when the kernel was a radial basis function.
The cross-validation parameter v was set to 3, the kernel function parameter C was
32,768, and g was 0.0019, classification accuracy was 0.6. When v was 7, C was
8,388,606 and g was 7.63e-6, the accuracy of the SVM was unchanged.

It shows that the certainty of each sample bridge can be obtained in high
dimensional cloud model with core space evaluation method and the detail
information of order are more than simple classification. Compared with experts’
evaluation result, the effect is better. At the same time, the comparison of SVM to
samples classification accuracy shows that sample amount and attributes uncer-
tainty influences SVM classification.

32.5 Conclusion

The introduction of high dimensional cloud model with core space into bridge
management evaluation can fully consider the existence of various uncertain
errors, making the evaluation result more effective and reasonable.

Fig. 32.1 Evaluation
comparison with experts
experience and cloud model
with core space
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The result above shows the high dimensional cloud model with core space for
multi-attribute evaluation can enrich present information, and it can get not only
accurate and reasonable evaluation classification, but also much delicate infor-
mation of evaluation process. The method can be applied for a multi-attribute
evaluation well.

With the development of Chinese economy and society, the reinforcement of
bridge maintenance and management is very urgent and evaluation on the level of
bridge maintenance and management is to understand and supervise the condition
and process.

Though the division of core space can simplify weighted factor, the accuracy of
core space is increased at the same time. So how to integrate weighted information
of attribute into model still needs further study.
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Chapter 33
A Game Theory Based MapReduce
Scheduling Algorithm

Ge Song, Lei Yu, Zide Meng and Xuelian Lin

Abstract A Hadoop MapReduce cluster is an environment where multi-users,
multi-jobs and multi-tasks share the same physical resources. Because of the
competitive relationship among the jobs, we need to select the most suitable job to
be sent to the cluster. In this paper we consider this problem as a two-level
scheduling problem based on a detailed cost model. Then we abstract these
scheduling problems into two games. And we solve these games in using some
methods of game theory to achieve the solution. Our strategy improves the
utilization efficiency of each type of the resources. And it can also avoid the
unnecessary transmission of data.

Keywords Multi-level scheduling � Task assignment � Resource utilization
efficiency � Bidding model � The Hungarian method � Game theory �MapReduce �
Hadoop
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33.1 Introduction

MapReduce [1] is a programming model designed by Google for processing large
scale data sets parallel and distributed. It provides a simple and powerful way to let
the programs run in a distributed environment automatically. Apache Hadoop [2]
is an open source implementation of MapReduce. It consists of a distributed file
system named HDFS (Hadoop Distributed File System), and a MapReduce pro-
gramming framework. Due to the simplicity of the programming model and its
elastic scalability and fine-grained run-time fault tolerance [3], Hadoop is popular
among the commercial enterprises, the financial institutions, the scientific labo-
ratories and the government organizations.

Generally, a Hadoop job will be scheduled according to three steps: user level,
job level and task level. And usually, in a Hadoop cluster three types of resources
will be consumed, they are: CPU, Disk and Network.

This paper analyses the advantages and the shortcomings of the existed Hadoop
scheduling strategies, and designs a new scheduling algorithm. This algorithm
firstly meets the multi-level nature of the Hadoop scheduling environment, to
minimize the average waiting time per-user. Then it finds a balance point between
‘‘transfer data’’ and ‘‘wait’’ when running map tasks, to optimize the global cost of
all the map tasks.

33.2 Related Work

33.2.1 The Analysis for the Existing Hadoop Scheduling
Algorithms

In order to provide convenience to the users, the scheduler is designed as a
pluggable model, so that users can design their own scheduler under their needs.
And at the same time, Hadoop framework also integrates three schedulers to be
invoked by users.

Firstly, the scheduler by default uses the FIFO strategy. Capacity Scheduler [4]
and Fair Scheduler [5] are also integrated in a Hadoop framework. Capacity
Scheduler wants to prevent the resources being exclusive. Fair Scheduler’s pur-
pose is to make sure that the resources will be allocated fairly to each job.

At the same time, there also appear many schedulers proposed by the users
aiming at different application scenarios:

1. The first type wants to ensure the data locality [6, 7]. It comes to a conclusion
that there is a conflict between fairness and data locality [6]. In order to solve
this problem, it gives an algorithm called Delay Scheduling [6]. Its mean idea
is: instead of launching a job according to fairness whose tasks cannot be run
locally, it chooses to let it wait for a small amount of time, and let other jobs
launch their tasks locally. But this paper did not give a balance between
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‘‘waiting’’ and ‘‘transmission’’ from the point of view of the global cluster.
Another method to avoid unnecessary data transmission is: to assign tasks to a
node, local map tasks are always preferred over non-local map tasks, no matter
which job the task belongs to [8]. This method can guarantee the Data Locality
in a certain extent, but it greatly impairs the levels of Hadoop scheduling.

2. The second type is deadline scheduling [9]. Its purpose is to allocate the
appropriate amount of resources to the job so that it meets the required
deadline.

3. The third type is called performance-driven scheduling. It wants to dynamically
predict the performance of the tasks, and uses the prediction to adjust the
allocation of resources for the jobs [10].

33.2.2 Cost Model

The cost models are usually used in task assignment and resource allocation. There
are three common kinds of cost models. The first one doesn’t consider the steps
within a task, they simply think that the complete time of a local task is 1, and that
of a remote task is 3. This kind of cost model is usually used in approximation
algorithms, such as [11]. The second one is called a ‘‘non-accurate’’ model. This
kind of model usually assumes that the cluster is isomorphic, and the running times
of the tasks are equal. They use the performance of an already run task or the
history trace to predict the execution time of a new task. Deadline scheduling often
uses this type of cost model.

The third kind of model divides the cost as Disk IO, CPU and network transfer
cost and so on. Someone gives a method to quantitatively describe each kind of
cost of a task [12]. We can use it to effectively and accurately predict the per-
formance of a task. The scheduling algorithm in our paper is based on a prediction
of the costs of the tasks according to [12].

33.2.3 Game Theory Used for Scheduling in Cloud

Game Theory studies the balance when the decision-making bodies interact among
each other under a related constraint. It solves an optimization problem of vectors
which contains the target vector and the strategy vector. It is originally used in
economics, but recently its approaches are always successfully used in resource
allocations in cloud environment [13].

The scheduling problems of a distributed environment involve complicated
optimization requirements. In solving this kind of problems, traditional methods
usually combine the individual optimizations as a solution. And it only cares about
the individual rather than the entirety. For a scheduling system in a Hadoop
environment, the multi-level nature as well as the diversity of the optimization
objectives makes a game theory method obviously better to solve this problem.
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33.3 Problem Statement

After researching, we found the Hadoop scheduling environment has two natures
below:

1. Multi-Level: We can schedule the Hadoop jobs by three levels: user level, job
level and task level.

2. Consuming of multi-resource: Running a Hadoop job will consume three kinds
of resources: CPU, Disk IO and Network IO. Other scheduling strategies only
consider the allocation of CPU resources. But through some benchmarks we
found that sometimes the random Disk IO will give a greater impact for the
completion time of a job.

So we hope to design a scheduling algorithm, which can meet the following
characteristics:

1. It can meet the needs of multi-level.
2. It should improve the utilization of the multi type of resources.
3. It has to find a balance point between ‘‘transfer’’ and ‘‘wait’’.

To fit the purpose above, we design a 2 level scheduling algorithm as shown in
Fig. 33.1. Then we will present these 2 level scheduling algorithms respectively.

33.3.1 Level 1: Jobs Scheduling (with the Information
of User)

To simplify the problem we choose to add the user information into the definition
of a job, so that we do not have to consider about the user level scheduling
separately.

Definition 1 A MapReduce Job Queue (Q):
A Qðj1; j2; . . .; jqÞ is a vector which represents the set of submitted jobs. ji

means each job in Q.
Let q = |Q|, which means the number of jobs in the current Q.

…J1 J2 Jn BID

Ji

.

.

.

T1

T2

Tm

TSS (Ti, Nj)

Level 1

Level 2

Fig. 33.1 Scheduling Schema
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Let ji user be the user who submits ji.
Q dynamically changes when a job comes to Q or when a job leaves Q.

Definition 2 Total User Time: The sum of the time of all the jobs submitted by
this user.

Wait Time: The time that the job has waited after it was submitted.
Estimate Exec Time: The execution time of the job estimated by the cost

model.

According to the analysis above, we can give the definition of the ‘‘bid’’ given
by a job to represent its priority of being executed.

Definition 3: Bid

bid ¼ 1
TotalUserTime

� WaitTime
EstimateExecTime

1
TotalUserTime is designed for the fairness. And WaitTime

EstimateExecTime is used to
reduce the average waiting time of the jobs.

Game 1: Hadoop Job Scheduling Game
The target of this game is to choose a suitable job to be executed next.
To achieve this target we choose the bidding model, which is a dynamic non-

cooperative game. There is a competitive relationship among the jobs. They
compete for resources. Every job wants to be executed as soon as possible. The bid
defined in definition 3 can reflect the trend of our scheduling purpose. So we let
each job in Q submit a bid to JobTracker according to definition 3, then the job
with the highest bid will be sent to the cluster and run.

33.3.2 Level 2: Tasks Scheduling

Tasks scheduling is a cooperative game because we want to make the execution
cost of the job minimum which means we should take the tasks as an entirety. Our
goal is to reduce the global complete cost of all the map tasks. To reduce this cost
means to reduce the depletion of the resources of the cluster.

To achieve this goal, we give some definitions below:

Definition 4 A MapReduce Job (MR-Job)
A MR-Job is a pair (T, N) where T is a set of tasks, and N is a set of nodes.
Let m = |T|, and n = |N|, which means, m is the number of tasks in T, and n is

the number of nodes in N.

Definition 5: A tasks scheduling strategy (TSS)
A TSS is a function X: T ? N that assigns each task to a node n.
We define also a xij, if X(j) = i, then xij ¼ 1, if not, xij ¼ 0. Which means, if

assign task j to node i, then xij ¼ 1, if not, xij ¼ 0.
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Definition 6: A Cost Function C:
Let C(i, j) = (C, D, N) be the cost vector of running task j on node i, with C, D,

N represent the cost of CPU, Disk I/O, and Network I/O separately.

Let cij ¼ c� C þ d� N� D þ n, where c, d, n are the weights of C, D, N.
These weights will vary because of the type of the jobs. If the job is compute-
intensive, then c will be bigger. If it is a data parsing job, then d and n will be
bigger.

We define cij the cost of running task j on node i, we call the matrix cij a cost
matrix. And the cost matrix cij is called the parameter matrix for Hungarian
Method.

Definition 7: Total cost under a TSS:

Z ¼
X

n

i¼ 1

X

m

j¼ 1

cij � xij

Game 2: Hadoop Tasks Scheduling Game

In this game we have to find an assignment for map tasks to minimize the
execution cost of the entire map tasks. This is an assignment problem, which is a
static cooperative game. In an assignment problem, we have m tasks, and they will
be completed by n nodes. And we have to find a task scheduling scheme that let
the total cost be the least. If we transfer this target into mathematics, it means to
find a X(t), that minimize Z, where X(t) can represent an assignment.

We choose Hungarian Method [14] to solve this problem. And we translate this
problem into mathematics:

min z ¼
X

n

i¼ 1

X

m

j¼ 1

cijxij ð33:1Þ

s:t ¼
X

n

i¼ 1

xij ¼ 1 i ¼ 1; 2; . . .; n ð33:2Þ

X

m

j¼ 1

xij ¼ 1 j ¼ 1; 2; . . .; n ð33:3Þ

xji ¼ 0 or 1 ð33:4Þ

The second equation means each task can only be executed by one node. And
the third one means each node can only execute one task at one time. These 2
equations are the constraints for this assignment problem.

Theorem 1: According to the nature of the matrix multiplication, z won’t change
if we plus or minus a constant to all the elements in a row or in a column of cij.
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Which means that there won’t be any differences to the assignment if we plus or
minus a same constant to a row or a column in cij.

Proof: Suppose c
0
ij ¼ cij � ðui þ vjÞ, then,

Z
0 ¼
X

n

i¼ 1

X

m

j¼ 1

c
0

ijxij ¼
X

n

i¼ 1

X

m

j¼ 1

cijxij �
X

n

i¼ 1

X

m

j¼ 1

uixij þ
X

n

i¼ 1

X

m

j¼ 1

vjxij

 !

xij is a vector with the value of 0 or 1, so the above equation is equal to:

X

n

i¼ 1

X

m

j¼ 1

cijxij �
X

n

i¼ 1

ui þ
X

m

j¼ 1

vj

 !

¼
X

n

i¼ 1

X

m

j¼ 1

cijxij þ K ¼ Zþ K

K is a constant. So the Xu which makes Z reach the minimum will also makes Z
0

minimum.j

The Hungarian Method depends on this theorem. So we can solve the problem
as follows:

Step 1: Input a cost matrix cij.
Step 2: Find the smallest values in each column, for each element in this column,

minus this smallest value, repeat for each row.
Step 3: Check in each column, mark the first 0 in this column, the other 0 will be

deleted.
Step 4: Check whether the number of 0 is equal to that of tasks. If equal, break. If

not, use the least lines to cover all the 0, and then delete the elements
being covered.

Step 5: Find the minimum value in the elements non-deleted, and for all the rows
which contains the elements non-deleted, minus this minimum. A new
matrix will be formed after doing this. Come to step 3 for this new matrix.

33.4 Experiment Studying

We intend to use simulations to verify the effectiveness of our algorithm.
Average Waiting Time per User:
We generate a set of jobs, with the number from 30 to 200, and schedule them

with both FIFO policy and BID policy proposed in our paper. Then we record the
average waiting time per job as Fig. 33.2:

And the average waiting time per user is shown as Fig. 33.3:
From these 2 figures we can see that both the average time per job and per use

of Bid method given in this paper are shorter than those of FIFO. And with the
increase in the numbers of jobs, this gap becomes more and more obvious.
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Data Locality Rate:
We suppose that the number of tasks run locally is l, and the number of tasks

run remotely is r. Then we can define a data locality rate as: DLR ¼ l
r. This rate

describes the degree of tasks’ localization. In this simulation we suppose there are
3 replicas for each input split, stored in 3 nodes separately. We execute 5 tasks and
10 tasks separately in the cluster with the number of nodes vary from 10 to 60.
Compared with the scheduling strategy in Hadoop by default, we can see the data
locality rate as Fig. 33.4:

We can see the method we proposed is much better than that by default in
Hadoop, especially when the number of nodes is much bigger than that of tasks.
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Global Tasks Complete Time:
In this part, we want to measure the global complete time of all the tasks for a

job which contains 5 map tasks (Fig. 33.5), and another job which contains 10 map
tasks (Fig. 33.6).

From these 2 pictures we can tell that our method will take much less time for
complete all the tasks than the scheduling strategy by default.

33.5 Conclusion

Through analyzing the performance of the scheduler model of Hadoop, we find
some problems and give a game theory based method to solve these problems. We
divide a Hadoop scheduling problem into two steps—job level and task level. For
the job level scheduling we choose to use a bid model, and we define this bid in
order to guarantee the fairness and reduce the average waiting time. Then for tasks
level, we change this problem into an assignment problem and use the Hungarian
Method to optimize this problem. At last we do some simulation experiences to
prove the efficiency of our algorithm.

For the further research, we want to improve the performance of our scheduling
strategy in the following aspects: (1) Prove this algorithm in mathematics in using
the methods of game theory. (2) Do experiences in a real cluster. (3) Automatically
give the weights of the costs Etc.
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Chapter 34
Dynamic USBKEY System on Multiple
Verification Algorithm

Yixiang Yao, Jinghua Gao and Ying Gong

Abstract On account of the closed products and other defective products in the
current market, this paper puts forward and carries out the Dynamic USBKEY
System. This system is based on Multiple Verification Algorithm and is able to
verify the validity of users’ identity in a high-strength dynamic channel. Firstly,
the security of the entire system is based on the strength of the random key. The
overall design and the adopted algorithm are open. Secondly, it can solve the
problems within the channel, the verification method and the program’s self-
preservation. Thirdly, the system provides a more secure solution under the rapid
programming mode. The developers can apply the system on their own programs
through the opened cross-language interface. As a result, the development cycle
can be shortened and the security strength of their program can be improved.

Keywords USBKEY � One-time encryption � Network security � Software
security � Rapid programming

34.1 Introduction

The developers of application software have paid close attention to the encryption-
protection of commercial software. In order to protect intellectual property and
avoid piracy, a variety of encryption technologies have emerged. USBKEY, one of
these technologies, has taken over the market with its extraordinary superiority [1].

The current market is dominated by the third (programmable) and the fourth
generation (smart card) USBKEY systems. However, the seemingly high security
strength of these systems depends on encrypting the structure of the system itself
so that they are insecure when the structural information are let out or cracked. The
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main methods to crack the USBKEY are as follows: (1) cloning or copying, (2)
using the debugging tools to trace and decrypt, (3) using blocking procedure to
modify the communication between the software and USBKEY so as to acquire
the communication data. All these attacking methods are great threatens to the
USBKEY systems.

The USBKEY systems are usually used in protecting some specific software or
system like CAD and there is no commonly used USBKEY system that can adapt
to every user’s application. It is necessary to design a new type of USBKEY
system which is more secure, universally adaptable and easily installed.

In order to solve the problems described above, this paper comes up with a
Dynamic USBKEY System based on Multiple Verification Algorithm. In this
system, Multiple Verification is embodied in the diversity of authentication tokens
(such as the digital certificates) and the dynamic feature manifests in one-time
encryption used in the channel of transmission.

34.2 System Structure and the Principle of Module Design

The design of the USBKEY system depicted in this paper follows the principles
shown below: (1) it can be quickly put into use by developers (2) the function of it
can be expanded according to users’ demand (3) its structure is open and
the security strength is entirely based on the random key in transmission (4) the
security of channel (5) the safety of its components can be verified (6) the
authentication tokens have multiple dimensional patterns.

The entire USBKEY system includes four components: application programs
(CreateKey Application, which is designed to create keys, VerifyKey Application,
which is designed to verify the created keys, ConfMgr Application, which is designed
to manage configurations), USBKEY hardware, the database of the server and
PwdGuard Control (the security password control which is used as user interface).

Based on the four components, the system is divided into two states, namely
Creating State and Verification State. The Creating State is designed to initialize
the USBKEY and update the database. The Verification State mainly deals with
cross-validation and controls users’ action as is shown in Fig. 34.1. When a user
tries to operate the application and meet the verification point, the Verification
State will be triggered.

ApplicationServer

Local Program

Hardware

Verify PwdGuardUSBKEY

DataBase User Application

User

Fig. 34.1 The main structure of the Verification State
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All communications of the system are based on their own communication
protocols. Therefore, users can develop more plug-ins according to their own
demand or adopt rapid programming by using PwdGuard.

34.2.1 Design of Dynamic Transmission Channel

It is generally believed that the security of transmission channel depends on the
complexity of the protocol [2]. On contrary, cryptographers believe that any
algorithm based on the complexity of protocols can be inducted and conjectured
through statistical regularities. However, there is one exception that no one-time
encryption can be cracked down even with infinite computing resources [3].

The one-time encryption scheme of the channel is based on the key exchange
algorithm under Public-Key Encryption Infrastructure (PKI) and a symmetric
encryption algorithm of higher security level. However, Man-In-The-Middle
Attacks exist in some of the key exchange algorithms so that the channel needs a
trust-worthy Certification Agency (CA) to issue certificates. Those CAs mentioned
are beyond the protocols [3]. Since the USBKEY hardware only communicates
with VerifyKey, the USBKEY cannot build a CA and is impossible to adopt a
complete procedure of exchanging keys directly. Here, we put forward a scheme
independent of certificates and CAs: assume that the Creating State is safe, PK and
SK, a pair of public and private keys created in the Creating State, are saved in
database and USBKEY respectively. Then the Creating State will use the PK and
SK directly to complete the key exchange.

For the sake of safety, we set a safety time threshold t. When a time period
exceeds t, the VerifyKey will generate a new pair of PKnew and SKnew which
will be updated to USBKEY by the old pair of PK and SK.

The procedure is divided into four phases of communications as below:

1. VerifyKey generates message p which will be encrypted into c by using the
following formulas then VerifyKey will send c to USBKEY.

k ¼ RandomðÞ ð34:1Þ

c ¼ Ek pð Þ ð34:2Þ

2. USBKEY returns ACK after receiving the message.
3. After receiving ACK, VerifyKey changes k to k’, then send it to USBKEY.

k0 ¼ PKA k; SKð Þ ð34:3Þ
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4. USBKEY gets k and p via decryption.

k ¼ PKA k0; PKð Þ ð34:4Þ

p ¼ Dk cð Þ ð34:5Þ

Then v, the data need to be sent back, will be encrypted into v’ and then send
back to VerifyKey.

v0 ¼ Ek vð Þ ð34:6Þ

Hereto, the entire procedure of the communications completes.
Besides, we use SSL directly to guarantee the communications between the

database and the VerifyKey.
In order to fight against reply attacks, we need to use time-stamps with timeout

range in all data packets. Here, we leave out unnecessary details.

34.2.2 The Design of Multiple Verification Algorithm

The traditional mode of token protection is possible to be cracked down. There-
fore, it is essential to design a new kind of multi-dimensional transformation
method for tokens.

In Creating State, CreateKey needs to produce several units of various verifi-
cation tokens Ti. For all kinds of tokens, they have their own different ways to
transform. In other words, Ti’ = F(Ti) in which F may be a one-way function.
Then Ti and Ti’ will be saved respectively in the USBKEY and the database.

Assume X{T} is the sample space of the token in traditional protection mode,
X{F} is the sample space for the verification algorithm. Computed by this algo-
rithm, the sample space will become X{Ti} (i = 1, 2…,n). The sample space
computed by the verification algorithm will become X{Fj} (j = 1, 2,…,m). X, Y is
random variables, then

X

n

i¼ 1

PðX ¼ TiÞ ¼ PðX ¼ TÞ ð34:7Þ

X

m

j¼ 1

PðY ¼ FjÞ ¼ PðY ¼ FÞ ð34:8Þ

So under the protection of Multiple Algorithm, the possibility of tokens which
may be cracked down is:

PðX ¼ Ti; Y ¼ FjÞ ¼ PðX ¼ TiÞPðY ¼ FjÞ ¼
1

nm
PðX ¼ T; Y ¼ FÞ ð34:9Þ
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Besides, tokens cannot be saved continuously in the memory and they can only
be stored separately though self-defined structure of data.

34.2.3 The Design of Mutual Verification
and Self-Protection

Since the USBKEY components may be replaced or modified, Mutual Verification
is particularly important. Before transmission, both sides which are reciprocally
the subject and the object should verify each other through hash verification. The
information can only be transmitted when the verifications are passed.

The system also needs to prevent itself from decompiling and tracing. Without
the anti-tracing technologies, the software will be exposed by the cracker using
debugger and monitor [4]. The common protective measure in the market is
packing. We recommend the high strength virtual machine packer which has a
more remarkable protective ability.

In addition, we can adopt self-made methods to protect the core codes. For
example, the common 0xCC breakpoint can be detected by acquiring the machine
code during execution and we can also use the debugging mark in the memory of
Windows to judge or avoid debugging etc.

34.3 Module Design

34.3.1 The Design of Program Module

Here is an overview of the design for CreateKey and VerifyKey. ConfMgr is used
to manage the configuration. The related parameters can be redefined so as to be
compatible with different environment.

1. CreateKey is responsible for Creating State. The main functions include: cre-
ating, transforming and saving the verification token, generating and storing the
initial PKI parameters, writing the USBKEY and updating the database.

2. As the center of entire Verification State, VerifyKey is transparent to users.
When PwdGuard receives a request, the Verify will transfer the request to
USBKEY which will return the ID and the relevant token T. According to the
ID, a duplication of verification token T’ will be granted from the database.
Finally, VerifyKey will compare T’ and F(T) and use the result to generate
execution event which will be executed by PwdGuard.
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34.3.2 The Design of Hardware Module

As the carrier of the system’s hardware, USBKEY is responsible for storing the
authentication tokens and assisting VerifyKey to complete verification process. As
is shown in Fig. 34.2, when data arrives at the communication interface, it should
be decrypted and decoded by Cryptographer and Protocol Explanation respec-
tively. Then the data has three routes: (a) acquiring a random number (b) being
created or acquiring a verification token (c) calling other functions. Particularly,
the operations of verification token and function must go through internal memory
and then return. Here, the operation of verification token means the creation of
verification token (Creating State) and the random reading of verification token
(Verification State). While the function is used in two ways: (a) part of the function
(used to running in VerifyKey) is executed in the USBKEY and it will return the
result (b) the function only used by USBKEY itself.

34.3.3 The Design of Interface Module

The Interface Module is used to connect the user’s applications, its function
includes monitor and control the user’s operation. Based on the ActiveX control,
we designed a special InputBox to fight against detecting of asterisk password and
KeyLogger. It also has the function of verification.

1. Measures to prevent asterisk password from being detected: under the Windows
system, the password InputBox only changes password into asterisk. However,
the cracker can use the Handle of the InputBox to get the password. Our new
control is designed to avoid this problem by caching the password indirectly
and forging a fake display, as is shown in Fig. 34.3a.

2. Ways to prevent the KeyLogger: Message Hook is a mechanism provided by
Windows and it can allow the system to monitor the processing of Message [5].

Communication Interface

Cryptographer

Random

Protocol Explaination

Token Function

EEPROM or MemorySK

Fig. 34.2 The schematic of hardware module
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When a new Hook is created, it will be placed at the top of the Hook Chain. As
shown in Fig. 34.3b, we can load and unload Hooks repeatedly in small
intervals to ensure that all Messages (the Messages of WH_KEYBOARD_LL
and WH_DEBUG) will reach the top of the Hook Chain before being
transmitted.

34.4 Experimental Tests and Comparison

We installed the database into a testing server and the other components in a
common PC. Limited by the space of this paper, we only give the screenshots of
the data flow and the detecting result of the asterisk viewer. In particular, Fig. 34.4
(left) shows the data flow in the transmission channel when the system is doing the
same operation.

Table 34.1 presents the comparison between the USBKEY system introduced
in this paper and a certain one from current market.

Insert or modify the password 

Get modification position

Add the signs (*) to the input box 
according to the number of the password 

in the memory

Update the 
password

in the 
memory

Extract the character to the memory

Block the message

Intercept the message

Extract the message

yes

no

Transfer to the hook on the chain

Windows message

(a) (b)

Fig. 34.3 Two processes of PwdGuard. a The process of anti-asterisk detect. b The process of
anti-keylogger

Fig. 34.4 Data flaw in transmission channel and Asterisk Viewer’s detecting result
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34.5 Conclusion

In this study, researchers came up with the theory of Dynamic USBKEY System
on Multiple Verification Algorithm which can reduce the threats of cracking and
eavesdropping. Through the protocol’s decoupled structure, self-verification and
mutual verification, the system achieves custom extension while ensuring safety.
Developers can deploy the system into their own applications through simple
configuration. How to guarantee the safety of the system when the server is
cracked down will be future top priority in researches.
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Table 34.1 Function comparisons between USBKEY systems

Function Testing system Comparison system

Channel transmission Different data flow each time. When execute the same function,
the data flow is same.

Program modification No disassembling information in
OllyDbg1.1.

Disassembling the core code is
possible.

Password detecting The password cannot be cracked
down through password
viewer and KeyLogger.

The password can be cracked
down.

Customizing
components

Each part can be developed
independently and allows
self-defined interface.

Cannot be extended

System structure Open, the security is based on
random key.

Confidential, part of the security
strength is based on protocols
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Chapter 35
Anomaly Detection Algorithm Based
on Pattern Density in Time Series

Mingwei Leng, Weiyi Yu, Shuai Wu and Hong Hu

Abstract Anomaly detection in a time series has attracted a lot of attentions in the
last decade, and is still a hot topic in time series mining. In this paper, an anomaly
detection algorithm based on pattern density is proposed. The proposed algorithm
uses the anomaly factor to identify top k anomaly patterns. Firstly, a time series is
represented based on its key points. Secondly, the represented time series is par-
titioned into patterns set. Thirdly, anomaly factor of each pattern is calculated, and
anomaly factor is presented to measure the anomalous degree of a pattern by
taking into account the characters of its neighbors. Finally, Top k anomaly patterns
are identified. The effectiveness of the anomaly detection algorithm is demon-
strated with standard and artificial time series, and the experimental results show
that the algorithm can find out all anomaly patterns with different lengths.

Keywords Data mining � Time series � Anomaly factor � Anomaly patterns

35.1 Introduction

Recently, the increasing use of time series, has initiated various research and
development attempts in the field of data mining. Anomaly pattern detection in a
time series has extensive uses in a wide variety of application such as in business,
industry, medicine, science, stock market or entertainment. Anomaly detection is
still an important and hot topic. Most of time series are high dimensional and
feature correlational, detecting anomaly patterns directly in such data is very
expensive. In addition, the characters of its neighbors are the same as that of a
normal pattern, and the relation of a pattern and its neighborhoods should be
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considered in the process of identifying anomaly patterns. The anomaly patterns
which are identified by considering the relation of their neighbors should be more
meaningful. Although, there have been many representation method for time
series, we use key point method to compress time series before identifying
anomaly patterns. As far as we know, the KNN rule has not been applied into
anomaly pattern detection. In this paper, we present anomaly factor based on
pattern density to measure anomalous degree of a pattern by taking in account its
neighbors.

The rest of this paper is organized as follows. Section 35.2 gives an overview
of related works on anomaly detection. Section 35.3 gives a few definitions. In
Sect. 35.4, we present anomaly detection algorithm based on pattern density.
Section 35.5 aims at demonstrating the effectiveness of our methods with standard
and artificial time series. In the last section, we conclude this paper.

35.2 Related Works

There has been an extensive study on mining time series in the last decade. Many
high level representations methods have been proposed, and we only introduce
some of the most commonly used representations. The first representation method
we discussed is Discrete Fourier Transform (DFT) [1], which transforms a time
series from time domain into frequency domain. A few representation methods are
proposed in recent years [2–5]. Yi and Faloutsos [3] uses PAA (Piecewise
Aggregate Approximation) to achieve the goal of symbolizing time series. The
more popular method is SAX [4]. But these two methods do not fit the time series
which change fast. Fu et al. propose a representation method which suits for
financial time series [5], Leng et al. propose a re-representation method based on
key points for time series [2]. And Chen et al. propose a novel warping distance
[6], which can measure similarity of patterns better compared with other methods,
and the authors use it to detect patterns in streaming time series. More represen-
tation methods for time series are summarized in [7].

Anomaly detecting focuses on discovering the anomaly behaviors of time series,
and it is still a challenging topic. Ma et al. utilize support vector regression to detect
anomaly observations in a long time series [8]. Keogh et al. propose algorithm of
discord detection [9], and Keogh et al. have developed a number of techniques for
discord detection [10–12]. The shape information is one of most important char-
acters in time series, and some detecting techniques are proposed based on shapes
[12–14]. Wei et al. introduce the new problem of finding shape discord in large
image databases [12]. Leng et al. use anomaly factor to measure the degree of
anomaly patterns [13]. Liu et al. use HHM and dynamic programming to segment
time series and detect anomaly in a large collection of shapes [14].
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35.3 Formal Definitions

This section gives some definitions which will be used in this paper.

Definition 1 Key point. Given a series T ¼ t1; t2; . . .; tm, and ti; tiþ1; . . .; tj are
contiguous points, the maximum or minimum ti1 of ti; tiþ 1; . . .; tj is called a key
point of T if and only if ti1 satisfies the following conditions, where 1� i; j�m.

(i) ti1is t1 (the first points of time series T) or,
(ii) ti1is tm (the last points of time series T) or,
(iii) let tkey1 and tkey2 ðkey1\i; j\key2Þ are the closest key points, and ti1 holds

that ðti1 � tkey1Þ�ðtkey2 � ti1Þ\0.

Definition 2 Pattern density. Given a pattern p, its density xðpÞ is defined as,

xðpÞ ¼

P

q2NðpÞ
NðpÞ \ NðqÞj j

k
ð35:1Þ

where NðpÞ is constructed by the k nearest neighbors of p, and symbol NðpÞj j
denotes the number of patterns in NðpÞ.

Definition 3 k disð�Þ. Given a pattern set P and a pattern p in P, k disð�Þ is the
distance between p and its k-th nearest neighbor.

Definition 4 Anomaly factor. Given a pattern p, anomaly factor of p is defined as,

f ðpÞ ¼ k disðpÞ
xðpÞ ð35:2Þ

35.4 Anomaly Detection Algorithm Based on Pattern
Density

Most of the anomaly detection algorithms require giving the lengths of anomaly
patterns before detecting, but the lengths of anomaly patterns are unknown
sometimes. How to obtain the length of an anomaly pattern is a problem. In this
section, we use quadratic regression model to segment the represented time series
into patterns, and it can get the lengths of patterns automatically. We adopt DTW
(Dynamic Time Warping) to calculate the dissimilarity between patterns, and top k
anomaly patterns are identified based on the anomaly factor of each pattern. DTW
is an efficient method of measuring dissimilarity between time series or patterns,
and more detailed information is given in [15]. The anomaly detection algorithm is
given as algorithm 1.

Algorithm 1: Anomaly pattern detection based on pattern density.
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1. Input: time series T , the threshold of quadratic regression e1, self-similarity
threshold of pattern e2, the value of k1 in KNN and the number of anomaly
pattern k2.

2. Use key points to represent T , the represented time series is Tkey, TkeyðiÞ denotes
the position of i-th key point in T .

3. Segment Tkey into pattern set.

3.1. Let s1 = 1 denote the first point of the first pattern in Tkey, l ¼ 4 denote
initial length of each pattern, calculate quadratic regression function f .

3.2. If
Ps1 þ l� 1

j¼ s1
ðf ðjÞ � TðTkeyðjÞÞÞ

ffi

ffi

ffi

ffi

ffi

ffi
\e1, let l ¼ lþ 1, recalculate quadratic

regression function f , else let count ¼ count þ 1(count initial value is
zero), let e1 ¼ s1 þ l� 1; patternðcountÞ ¼ ðs1; e1Þ

3.3. Let j ¼ 1, if DTWðTðTkeyðs1; e1ÞÞ; TðTkeyðs1 þ j; e1 þ jÞÞÞ� e2 Let
j ¼ jþ 1, recalculate DTWðTðTkeyðs1; e1ÞÞ; TðTkeyðs1 þ j; e1 þ jÞÞÞ
until it larger than e2 or j� e1 � s1.

3.4. Let s1 ¼ s1 þ j; l ¼ 4, goto step 3.2.
3.5. Repeat above process until the end point of some pattern is the last value

in Tkey.

4. Find out k1 nearest neighbors for each pattern, let KNNðpatternÞ save these
neighbors.

5. Use f ðpÞ ¼ k disðpÞ=xðpÞ and KNNðpatternÞ to calculate anomaly factor for
each pattern, let anomalyðpatternÞ denote anomaly factor set, anomaly
ðpatternðiÞÞ is anomaly factor of the i-th pattern.

6. Find out k2 anomaly patterns.

6.1. Find out the first anomaly pattern with max value in anomalyðpatternÞ,
and reset its anomaly factor to zero.

6.2. Find out the max value v in anomalyðpatternÞ, suppose v is anomaly
factor of pattern p.

6.3. If p overlaps with some existing anomaly pattern, then combine them into
one and goto step 6.2, else add p into anomaly pattern set and goto step
6.2.

6.4. Repeat step 6.2 and 6.3 until finding out k2 anomaly patterns.

7. Output anomaly pattern set.

Algorithm 1 adopts quadratic regression method to segment the represented time
series Tkey into pattern sets. We adopt the overlapping method to partition Tkey.
If two adjacent patterns are similar, then they are called self-similar patterns, and
one of them is redundant and we delete it. In the step 3, if and only if the dis-
similarity of adjacent patterns is larger than e2, they can be appeared in pattern set.

The core of algorithm 1 is the step 4–6. Calculating the density and anomaly
factor of each pattern requires finding out k nearest neighbors for all patterns. Step
5 utilizes the KNNðpatternÞ to compute anomalyðpatternÞ. Step 6 identifies k2

anomaly patterns based on anomalyðpatternÞ. Since some of adjacent patterns are

308 M. Leng et al.



overlapping, then these adjacent overlapping patterns should be merged into one,
and step 6 achieves this goal.

35.5 Experimental Results

In this section, we demonstrate our anomaly detection algorithm with both real life
and artificial time series. The real life the time series are used in [4] and the
mechanism of generating artificial time series is given in Sect. 35.2. Firstly, we use
key points to represent time series. Secondly, segmenting the represented time series
into patterns, and finally top k anomaly patterns are identified with anomaly factors.

35.5.1 Real Life Time Series

This section demonstrates our algorithm with two kinds of ECG time series. We
set k1 ¼ 6; e1 ¼ 0:5, and e2 ¼ 1:0. The first ECG time series contains one anomaly
pattern, and Fig. 35.1 shows the anomaly pattern in bold line.

The most anomalous pattern shown in Fig. 35.1 is the real anomaly pattern.
And anomaly factor of the second most anomalous pattern is much less than that of
the first most anomalous pattern.

The anomaly pattern shown in Fig. 35.1 is very simple and ‘clear’ example.
Figure 35.2 shows an ECG that has several different types of anomaly patterns.
We identify the five most anomalous patterns and show them in bold line.

Anomaly pattern is the pattern whose characters are much different with that of
the rest of patterns in many literatures, but degree of difference is difficult to
measure. So we identify the most five anomalous patterns, and 1st-anomaly denotes
the most anomalous pattern, 2nd-anomaly is the second anomalous pattern.

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
4

4.5

5

5.5

6

6.5

Anomaly pattern

Fig. 35.1 An excerpt of an ECG that contains 1 anomaly pattern (highlighted in bold line)
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35.5.2 Artificial Time Series

Artificial time series is generated from the following stochastic processes.

XðtÞ ¼ sin
40p
N

t

� �

þ nðtÞ þ eðtÞ ð1� t� 3600Þ ð35:3Þ

where t ¼ 1; 2; . . .;N; N ¼ 1200, and nðtÞ is an additive Gaussian noise with
zero-mean and a SDT of 0.1. eðtÞ is defined as,

eðtÞ ¼ n1ðtÞ 1001� t� 1100
0 otherwise

�

ð35:4Þ

where n1ðtÞ follows a normal distribution of N(0, 0.5).
XðtÞ has one anomaly pattern, and it is identified with our detection algorithm.

Anomaly factors of the rest of patterns are much less than that of this pattern. The
anomaly pattern is plotted in bold line (Fig. 35.3).
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5th−anomaly 1st−anomaly

Fig. 35.2 An excerpt of an ECG that contains different types of anomaly patterns (highlighted in
bold line)
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Fig. 35.3 An artificial time series that contains 1 anomaly patterns (highlighted in bold line)
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35.6 Conclusion

This paper proposes a method of anomaly pattern detection algorithm. The most
interesting of its contribution is that we introduce the KNN rule into anomaly
pattern detection. Top k2 anomaly patterns are identified based on pattern density.
Primitive experimental results demonstrate the promising performance of the
proposed anomaly pattern detection algorithm. Meanwhile, many topics brought up
by this paper are still open. Researchers need to give the threshold of quadratic
regression e1. If its value is too large, then the anomaly factor of each pattern will be
very large. Then detecting anomaly patterns is meaningless in the pattern set which
is obtained with the value of e1. If its value is too small, then the algorithm also can
not obtain meaningful anomaly patterns. The value of e1 is given before running
algorithm 1, it is not self-adaptive. And this is our research works in the future.
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Chapter 36
Integrative Optimal Design
of Experiments with Multiple Sources

Hanyan Huang, Yuntao Chen, Mingshan Shao and Hua Zhang

Abstract Equivalent surrogate experiments are important information sources
when the prototype experiment is limited to do. To explore the design method-
ology for the experiments with multiple sources, the optimal design of experiment
for damage assessment is studied as an example and the following works are done.
Firstly, the discrepancy between the prototype experiment and the four equivalent
surrogate experiments, which are reduced scale test, test with surrogate drones,
static test and simulation, is analyzed. Secondly, the parameter model about the
discrepancy is constructed, and so does the fusion model. Thirdly, the integrative
optimal design is developed, and then the iterative algorithm for constructing the
integrative Dn-optimal design is also discussed. Lastly, an example about the
integrative Dn-optimal design of the flight and static experiments about the pro-
jectile penetrating into the concrete is given, and the example shows that the
proposed method is more efficient than the standard Dn-optimal design.

Keywords Damage response function � Integrative � D-optimal design �
Discrepancy modeling � Fusion assessment

36.1 Introduction

Physics experiment or observation is the most reliable approach to investigate the
performance of the machine or the mechanism of the nature. However, limited by
cost, resource, time and some other reasons, the prototype experiment is often
limited to do. In order to extend the information source, the equivalent surrogate
experiment is usually done. Model experiment has always played an important role
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in the development of airplane, ship, vehicle and airship [1]. Researchers in
America and Russia often use accelerated aging testing to assist the generic
experiments to evaluate the reliability of some apparatus with high reliability such
as spaceflight equipment and missile [1]. Wang did experiment utilizing a surro-
gate Radar with the same system capability and performance as the expected
system [2]. The high ballistic test and the short range test are often implemented to
substitute the long range ballistic to evaluate the precision of missile [3, 4]. Test on
airplane is a very important stage to evaluate the reliability of the equipments on
missile [5]. Static test [6], reduced-scale test [7] and experiment with surrogate
drones [8] are the three common experiments to evaluate the lethality of the
warhead. With the development of computer science, simulation is becoming a
very important tool to assistant physics experiment.

As the environment or the target is different, the result of the equivalent sur-
rogate experiment can not be used directly. In engineering application, before
fusion and evaluation, the result of equivalent surrogate experiment should be
transferred to the same condition with the prototype experiment via conversion or
error compensation [3]. However, the weapon system is so complex that the
conversion and compensation are not accurate. What is more, the sample size of
the equivalent surrogate experiment is relatively larger, thus if the results are fused
directly, the surrogate result will flood the prototype result. Define the credibility
of the surrogate experiment, and then the fusion is an admissive method [9]. To
increase the reliability of the evaluation, the experiment should provide as much
information as possible. Thus, it is a trend that the design of experiment (DOE) be
introduced to the small sample experiment [10]. However, the standard DOE aims
to design only one kind of experiment [11]. In this paper, the experiment for
damage assessment is taken as an example to discuss the integrative optimal
design of experiments with multiple sources.

36.2 Discrepancy and Fusion Model for Damage
Assessment

36.2.1 Discrepancy Model about the Equivalent Surrogate
Experiments

The process of the warhead attacking the target involves not only the characters of
the warhead and the target, but also the interaction between them. To simplify the
analysis, Deitz, Klopcic, Starks and Walbert developed the V/L taxonomy and
divided the Vulnerability space into four sub-spaces: the threat-target interaction
initial conditions, the target component damage states, the target capability and the
target combat utility [12]. The work of damage assessment is to get the mapping
from one space to the next space.
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A key problem in V/L taxonomy is to get the mapping from sub-space 1 to
sub-space 2, which is called the damage response function and can be denoted as

y ¼ f ðxÞ þ e ¼ f ðx1; � � � ; xpÞ þ e ð36:1Þ

where y express the physics damage of components, for instance, the damage area

or the damage probability, etc. The vector x ¼ x1; � � � ; xp

ffi �0
denotes the influence

factors from the warhead, the environment and the target. To deduce the experi-
ence function, the flight test and the equivalent surrogate experiment such as the
reduced scaled test, the static test, the test with surrogate drones and the simulation
make up of the primary information sources.

Take the reduced scale test for example. Small warhead is used to simulate the
real warhead based on the similitude theory. Dimension method is the most usual
similitude principle. Due to it, if the system can be described by k independent
dimensions, then it can also be denoted by s quantities without dimension, then

P ¼ gðP1;P2; � � �PsÞ þ e s ¼ p� k ð36:2Þ

Two systems are similar as Pi ¼ P
0

iði ¼ 1; � � � ; sÞ. However, two systems
which are similar in theory will not be exactly similar. Xu summed up the four
reasons about the discrepancy [14]. In a whole, those factors can be separated into
the random items and the items that can not be reduced. For instance, the error of
measure and the uneven of the material are the random items, the gravity and some
characters of the materials are the other kind. Therefore, while implementing the
reduced scale test, the size of the scale model should be controlled to reduce the
discrepancy, moreover, the discrepancy should be analyzed.

If the multiple of the scale is l, the item can not be reduced is Ps, due to the
Theorem of the mean, the real observation of the reduced scale test is

P ¼ gðP1;P2; � � �P0sÞ þ e
¼ gðP1;P2; � � �PsÞ þ ogðP1;P2; � � � ~PsÞ

�

oPs� P0s �Ps

ffi �

þ e ð36:3Þ

where ~Ps is between Ps and P0s. If l is small or the response is non-sensitive to P,
the discrepancy between the reduced scale test and the prototype test will be also
small. For simple, the observation of the reduced scale test with error can be
denoted as

P ¼ gðP1;P2; � � �PsÞ þ dðP1; � � � ;Ps; lÞ þ e0 ð36:4Þ

Similarly, the observations about the other three kinds of test (static test, the test
with surrogate drones and the simulation) can also modeled by

y ¼ f ðx1; x2; � � � ; xpÞ þ dðx1; x2; � � � ; xpÞ þ e0 ð36:5Þ

Formula (36.4) and (36.5) can also be denoted as

DðxÞ ¼ y� ~y ¼ dðx1; x2; � � � ; xpÞ þ e0 ð36:6Þ
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As the damage process is so complex that deduction through the physics
mechanism to get DðxÞ is hard to carry out. Thus, induction via the experiments is
preferred. We can use parameter model to describe the discrepancy as

DðxÞ ¼ a0dðxÞ þ e0 e0 �Nð0; ~r2Þ ð36:7Þ

In formula (36.7), the vector a ¼ a1; � � � akð ÞT denotes k � 1 parameters to be

estimated. The vector x ¼ x1; � � � ; xp

ffi �T
denotes the controlled factors. The vector

dðxÞ ¼ d1ðxÞ; d2ðxÞ; � � � ; dkðxÞð ÞT denotes k independent linear regression models
defined on a compact subspace X in Rp, and e0 denotes the random discrepancy.

History observations and simulations are the main data sources to deduce D. As
the observation y and ~y on the same point x are often unavailable, we can firstly get
the damage response functions on the two experiment state from the history
observations, and then estimate the difference by mutual prediction.

Consider denoting the damage response function with a linear model, which is

y ¼ b0fðxÞ þ e ð36:8Þ

where vector b ¼ b1; � � � bmð ÞT denotes m� 1 parameters to be estimated, the

vector fðxÞ ¼ f1ðxÞ; f2ðxÞ; � � � ; fmðxÞð ÞT denotes m dependent linear regression
models defined on a compact subspace X in Rp. Uniting it with the discrepancy
model, we can get the damage response function of the equivalent surrogate
experiment as

~y ¼ b0fðxÞ þ a0dðxÞ þ e0 ð36:9Þ

With n2 times of history observations, we can get the factual form of formula
(36.8) and (36.9), and then the parameter model of the discrepancy is built. The

estimator of the random error is ~r2 ¼
P

i
yi � ŷið Þ2

�

n2 � k, where yi and ŷi are the

observation and the prediction value of the equivalent experiment considering the
discrepancy.

36.2.2 Fusion Model

Consider the parameter model with three kinds of experiments:
� Prototype experiment: y ¼ b0fðxÞ þ e1 e1�Nð0; r2

1Þ
` Surrogate experiment 1: y� D2ðxÞ ¼ b0fðxÞ þ e2 e2�Nð0; r2

2Þ
´ Surrogate experiment 2: y� D3ðxÞ ¼ b0fðxÞ þ e3 e3�Nð0; r2

3Þ
As for the K kinds of equivalent surrogate experiments, Nk times of observa-

tions are done respectively
P

Nk ¼ N. Let h2 ¼ D2ðz21Þ;D2ðz22Þ; � � � ;D2ðz2N2Þð Þ0
be the discrepancy vector between the prototype and surrogate experiments 1, and
h3 ¼ D3ðz31Þ;D3ðz32Þ; � � � ;D3ðz3N3Þð Þ0 be the discrepancy vector between the
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prototype and surrogate experiments 2, the response vector is Yk ¼ yk1; yk2; � � � ;ð
ykNkÞ

0, the vector that denotes the random error is ek, with
EðekÞ ¼ 0; covðekÞ ¼ r2

kINk , Let

FðnkÞ ¼

f1ðzk1Þ f2ðzk1Þ � � � fmðzk1Þ
f1ðzk2Þ f2ðzk2Þ � � � fmðzk2Þ

..

. ..
. . .

. ..
.

f1ðzkN1Þ f2ðzkN1Þ � � � fmðzkNkÞ

0

B

B

B

@

1

C

C

C

A

ðk ¼ 1; 2; 3Þ ð36:10Þ

Then the fusion model of all the observations is

Y1

Y2 � h2

Y3 � h3

2

4

3

5 ¼
Fðn1Þ
Fðn2Þ
Fðn3Þ

2

4

3

5 � bþ
e1

e2

e3

2

4

3

5 ð36:11Þ

Let Y ¼ r�1
1 Y1; r�1

2 ðY2 � h2Þ; r�1
3 ðY3 � h3Þ

ffi �0
and

X ¼ r�1
1 Fðn1Þ; r�1

2 Fðn2Þ; r�1
3 Fðn3Þ

� �0
, then the LSE of b is

b̂ ¼ ðXT XÞ�1XT Y ð36:12Þ

Where

XT Y ¼
r�1

1 Fðn1Þ
r�1

2 Fðn2Þ
r�1

3 Fðn3Þ

2

4

3

5

T
r�1

1 Y1

r�1
2 ðY2 � h2Þ

r�1
3 ðY3 � h3Þ

2

4

3

5

¼ r�2
1 FTðn1ÞY1 þ r�2

2 FTðn2ÞðY2 � h2Þ þ r�2
3 FTðn3ÞðY3 � h3Þ ð36:13Þ

XT X ¼
r�1

1 Fðn1Þ
r�1

2 Fðn2Þ
r�1

3 Fðn3Þ

2

4

3

5

T
r�1

1 Fðn1Þ
r�1

2 Fðn2Þ
r�1

3 Fðn3Þ

2

4

3

5

¼ r�2
1 FTðn1ÞFðn1Þ þ r�2

2 FTðn2ÞFðn2Þ þ r�2
3 FTðn3ÞFðn3Þ ð36:14Þ

As for the K kinds of experiments, if the variance of the random error after
conversion is r2

k , then the fusion estimator of b is

b̂ ¼
X

k

r�2
k FTðnkÞðYk � hkÞ

,

X

k

r�2
k FTðnkÞFðnkÞ ð36:15Þ

Conclusion 1 Eb
_

¼ b; covb
_

¼
P

k
r�2

k FTðnkÞFðnkÞ
� 	�1

:

Thus, once the equivalent surrogate experiment is fused, the precision of the
estimator will be improved.
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36.3 Integrative Optimal Design

36.3.1 Definitions

If there are K kinds of experiments, whose random error resulted by discrepancy
modeling satisfies to ek �Nð0; r2

kÞ, the information matrix of the integrative design
nc composed by those experiments nkf g is

MðncÞ ¼
X

k

r�2
k FTðnkÞFðnkÞ ¼

X

k

r�2
k

X

Nk

j¼1

f ðzjÞf TðzjÞ ¼
X

N

j¼1

kjf ðzjÞf TðzjÞ

ð36:16Þ

wherekj ¼ Ið1;N1Þr�2
1 þ IðN1 þ 1;N1 þ N2Þr�2

2 þ � � � þ IðN � Nk þ 1;NÞr�2
k .

Apparently, if all r�2
k are the same, then the information matrix of the integrative

design is the same as that of the standard design.

Definition 1 if the information matrix of the integrative design nc is MðncÞ, we
call the design nc

D an integrative D-optimal design, if nc
D ¼ arg max det MðncÞ.

Definition 2 if the information matrix of the integrative design nc and the inte-
grative D-optimal design nc

D are MðncÞ and Mðnc
DÞ respectively, then the inte-

grative D-efficiency of nc is defined as

dc ¼ MðncÞj j
Mðnc

DÞ












¼
X

k

r�2
k FTðnkÞFðnkÞ































,

X

k

r�2
k FTðnDkÞFðnDkÞ































ð36:17Þ

Besides the D-optimal design, the analyzers care more about the Dn-optimal
design which can be used directly in application. As for a design with n support
points z1; z2; � � � ; zn(zi and zj can be the same), each with a weight coefficient 1=n,
then it is called an exact design nðnÞ.

Definition 3 an integrative design nc
DðnÞ is Dn-optimal, if and only if Mðnc

DðnÞÞ is
nonsingular and Mðnc

DðnÞÞ










 ¼ max
ncðnÞ

MðncðnÞÞj j.

36.3.2 Construction Algorithm

Consider getting the integrative Dn-optimal design via the singular point exchange
method. Let dðx; ncÞ ¼ fTðxÞM�1ðncÞfðxÞ. In a non-degenerated design nðnÞ,
whose information matrix is M nðnÞð Þ, then replace zi with z to get another design
~nðnÞ. The weight of zi is denoted as cðiÞ, only related to the order i.
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Conclusion 2 the determinant of M ~nðnÞ
� �

which is the information matrix of

~nðnÞ satisfies that M ~nðnÞ
� �


















¼ M nðnÞð Þj j � 1þ cðiÞ dðzÞ � dðziÞð Þ � c2ðiÞ dðzÞð½

dðziÞ � d2ðz; ziÞÞ�, where dðz; ziÞ ¼ f TðziÞM�1ðncðnÞÞf ðzÞ; dðziÞ ¼ dðzi; n
cðnÞÞ ;

dðzÞ ¼ dðz; ncðnÞÞ.

Proof M ~nðnÞ
� �

¼ M nðnÞð Þ � cðiÞf ðziÞf TðziÞ þ cðiÞf ðzÞf TðzÞ

Set j ¼
ffiffiffiffiffiffiffi

�1
p

, as nðnÞ is non-degenerated, M nðnÞð Þ is a nonsingular matrix with
the size m� m, and f ðxÞ is a vector with the size m� 1, such that

det M ~nðnÞ
� �

¼ det½M nðnÞð Þ � cðiÞf ðziÞf TðziÞ þ cðiÞf ðzÞf TðzÞ� ¼

det

M nðnÞð Þ cðiÞf ðziÞ jcðiÞf ðzÞ

f TðziÞ 1 0

jf TðzÞ 0 1

2

6

6

4

3

7

7

5

¼ det

M nðnÞð Þ cðiÞf ðziÞ jcðiÞf ðzÞ

0 1� cðiÞdðziÞ �jcðiÞdðz; ziÞ

0 �jcðiÞdðz; ziÞ 1þ cðiÞdðzÞ

2

6

6

4

3

7

7

5

¼

det M nðnÞð Þ½1þ cðiÞ dðzÞ � dðziÞð Þ � c2ðiÞ dðzÞdðziÞ � d2ðz; ziÞ
ffi �

�

ð36:18Þ

Let

Dðz; ziÞ ¼ cðiÞ dðzÞ � dðziÞð Þ � c2ðiÞ dðzÞdðziÞ � d2ðz; ziÞ
ffi �

ð36:19Þ

Due to conclusion 2, if Dðz; ziÞ[ 0; M ~nðnÞ
� �


















[ M nðnÞð Þj j, Thus, from a

initial design n0ðnÞ, if there exist two points z and zi such that Dðz; ziÞ[ 0, we can
get a better design n1ðnÞ, And then a series of designs n0; n1; � � � ; ns; � � � satisfying
that det Mðn0Þ� det Mðn1Þ� � � � � det MðnsÞ� � � � � det Mðnc

DÞ. Thus
lim
s!1

det MðnsÞ exists. The iterative algorithm to construct an integrative Dn-opti-

mal design is as follows.

Step1. for K kinds of experiments, give any original non-degenerated design n0ðnÞ

with n points: n0 ¼
n01 n02 � � � n0K

c1 c2 � � � cK

� 	

; n0j ¼ zNj�1þ1; � � � ; zNj�1þNj

ffi �

,

and the points can be the same.
Step2. calculate the information matrix M n0ðnÞð Þ and its inverse

matrixM�1 n0ðnÞð Þ.
Step3. get the point �zi and zs which satisfy Dsðzs;�ziÞ ¼ max

zi

max
z

Dsðz; ziÞ, then

replace �zi with zs to get the next design nsþ1ðnÞ.
Step4. s ¼ sþ 1, repeat from step 2 to step 3 until Dsðzs;�ziÞ is close enough to 0.
Step5. assign points with the measure ck as the support points of the kth kind of

experiment in the design.

Note The sequence nsf g is convergent; however, similar to the algorithm to
construct the standard Dn-optimal design, the solution of the above algorithm does

36 Integrative Optimal Design of Experiments with Multiple Sources 319



not always converge to the integrative Dn-optimal design. As the result is relates
only to the initial value, in application, we can set the initial value for several
times, and get the design with the highest D-efficiency.

36.4 Example

Consider the influence of the blast depth and gesture of the projectile to the blast
domino effect when certain concrete is attacked by the kinetic energy penetration
projectile. The flight test and the static test are considered. Experiments have shown
that if the fall velocity of the projectile is lower than 1000 m/s, the projectile is not
distorted during the penetration [16]. Thus the projectile is assumed rigid.

The damage process can be divided into the penetration process and the blast
process. Given the projectile and the drone, the fall velocity v and the fall angle h
are the most important factors in flight test. We use the penetration equation [15,
16] to get the gesture and depth before the blast. As for the static test, the depth and
the angle of the warhead buried in the static test are h; c.

To design the flight test and the static test to evaluate the damage efficiency, the
number of flight test is set as 3, and the number of static test is 6. If ricochet does
not happen, the value of h is among ð50

�
; 90

� Þ, and the fall velocity is among (300,
1000) m/S. accordingly, the angle of the warhead buried in a static test c is among
ð0� ; 70

� Þ, the depth is among (0.4, 1.5) m. For short, we discuss the normed
parameter slope as (0, 1). Assume the variances of the two kinds of experiment
after discrepancy modeling are r̂2

m ¼ 0:8, r̂2
s ¼ 2:4, thus c1 ¼ 0:8. Then use the

polynomial with degree 2 to approximate the damage response function. The
support points of the standard Dn-optimal design are (1, 0), (0, 0), (0.50, 0), (0, 1),
(1, 1), (0.50, 0.50), (1, 0.50), (0.50, 0.50) and (0, 0.50) (Fig. 36.1).

Take the standard Dn-optimal design as the initial design, then the integrative
Dn-optimal design is gotten as follows: the support points of the flight test are
(1, 0), (0, 0) and (0.5, 1) while the support points of the static test are (0, 1), (1, 1),
(0, 1), (1, 0.65), (0.50, 0.45) and (0, 0.55), or the support points of the flight test are
(0, 1), (1, 1) and (0.50, 0), the points of the static test are (1, 0), (0, 0), (0, 0), (1,

0 0.5 1
0

0.5

1Fig. 36.1 The standard
Dn-optimal design
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0.35), (0.5, 0.55) and (0, 0.45). The distributions of the design points are in
Fig. 36.2.

Thus, the static test is done on condition (0o, 1.5 m), (70o, 1.5 m), (0o, 1.5 m),
(70o, 0.985 m), (35o, 0.805 m) and (0o, 0.895 m), while the blast condition of the
flight test are (70o, 0.4 m), (0o, 0.4 m), (35o, 1.5 m). According to the penetration
equation [15, 16], the fall velocity and fall angle are set as (50o, 491.3 m/s), (90o,
302.5 m/s) and (35o, 1000 m/s).

The integrative Dn-efficiency of the standard Dn-optimal design is 0.798. If the
value of c1 changes, so does the integrative Dn-efficiency of the standard Dn-
optimal design. The trend is described by Fig. 36.3. As c1 increases, viz. the
relative precision of the static test declines, the integrative Dn-efficiency of the
standard Dn-optimal design declines too.

36.5 Conclusion

The design of experiments for damage assessment is taken as an example to
discuss the integrative optimal design of experiment with multiple sources. The
basic idea is as follows. Firstly, we should construct the parameter model about the
discrepancy between the equivalent surrogate experiments and the prototype

0 0.5 1
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0.5

1Fig. 36.2 The integrative
Dn-optimal design
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Fig. 36.3 The integrative
Dn-efficiency of the standard
Dn-optimal design
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experiment. Secondly, we should construct the fusion model about all sources of
experiment. Thirdly, we should develop the integrative optimal criterion based on
the fusion model. Lastly, we can get the Dn-optimal design via the iterative
algorithm. The idea proposed in this paper is also fit for other kinds of experiments
with multiple sources.
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Chapter 37
Fast Image Reconstruction Algorithm
for Radio Tomographic Imaging

Zhenghuan Wang, Han Zhang, Heng Liu and Sha Zhan

Abstract Radio tomographic imaging is an emerging technology of imaging the
attenuation by the objects in the area surrounded by the wireless sensor nodes to
locate and track the objects. So it’s significant to reconstruct the image in real-time
to track the motion of the objects and also with good enough imaging quality.
Tikhonov regularization can achieve the real-time requirement with acceptable
imaging results by one-step multiplication. Landweber iteration can obtain better
imaging quality but need many times of iteration. This paper use pre-iteration
method to complete the iteration process of Landweber iteration offline and
reconstruct the image online by one-step multiplication, just like Tikhonov reg-
ularization. Simulation and experiments show this method can get better imaging
results than Tikhonov regularization and imaging the objects in real-time.

Keywords Radio tomographic imaging � Pre-iteration � Landweber iteration �
Tikhonov regularization

37.1 Introduction

Radio tomographic imaging (RTI) is a new type of technology for location and
tracking objects in the interesting area. Its basic idea is to deploy enough wireless
sensor networks (WSNs) nodes surrounding the detection area [1]. If an object is
located in the area, some links between the nodes which the radio signals travel
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through will suffer great loss. Then an image which reflects the attenuation in the
area is reconstructed with this technology. The bright spot is in the image where
the object locates. RTI is a very appealing for security purpose because it works at
radio bands which can penetrate wall and smoke with low power consumption.
Other technologies either be blocked by walls or must have large transmitting
power such as camera and radar. Another advantage of RTI is that it can utilize
inexpensive nodes with small size, which can reduce the cost of the imaging
system.

It is very significant to know the location of the objects in real-time, particularly
for security areas. So the foremost aspect is that RTI must reconstruct the image
fast enough to track the motion of the objects, followed by the localization pre-
cision or imaging quality. Image reconstruction of RTI is an ill-posedness prob-
lem. Some methods are used to solve this problem such as linear back projection
(LBP), truncated singular value decomposition (TSVD), total variation (TV),
Tikhonov regularization (TR), Landweber iteration (LI) [2–5]. LBP is very simple
and can also achieve real-time imaging, but the quality of image is not quite good.
TSVD and TV are too computational expensive to meet the requirement of real-
time processing. TR is a good choice because this method can not only reconstruct
the image real-time but also get acceptable imaging results. LI can achieve better
imaging results than TR with finite iteration. This paper will use a pre-iteration
method to complete the iteration process offline and reconstruct the image by one-
step multiplication. So this method can not only retain the real-time characteristics
as TR but also obtain better imaging results.

37.2 The Model of Radio Tomographic Imaging

If K is the number of wireless sensor nodes deployed outside the imaging area as
depicted in Fig. 37.1, when there is an object in the imaging area, some links will
be blocked which means the signal will suffer great attenuation, usually up to
5–10 dB. Suppose Pi is received signal strength (RSS) of link i measured when
there is an object in the area while Pe

i is RSS measured when the area is vacant.
Their difference yi is the shadowing loss of the link icaused by object’s
obstruction.

yi ¼ Pi � Pe
i ð37:1Þ

where the unit is dBm.
In order to obtain the image of attenuation when signal travels though the

imaging area, the area is divided into many square regions with the same size and
each small region is called a pixel. Suppose that the total number of pixels is N. xj

is the attenuation when the signal passes through the pixel j. Then yi can be seen as
the weighted sum of xj [1].
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yi ¼
X

N

j¼1

wijxj þ ni ð37:2Þ

where ni is the noise and wij is the weight of pixel j for link i.
wij can be determine by the ellipse model for each link in the network, which is

very effective in outdoor environment.

wij ¼
1
ffiffiffiffi

di
p 1 if dijð1Þ þ dijð2Þ\di þ d

0 otherwise

�

ð37:3Þ

where d is a tunable parameter called ellipse parameter which describes the width
of the ellipse, di is the distance between the two nodes, dijð1Þ and dijð2Þ are the
distances between the center of pixel j and the two nodes for link i respectively.

In order to look more compact, (37.2) can be written in matrix form as

y ¼ wxþ n ð37:4Þ

where y ¼ ½y1; y2; y3; . . .; yM�T 2 RM is shadowing loss vector, w ¼ ½wij�M�N 2
RN�M is weight matrix, x ¼ ½x1;x2;x3; . . .; xN �T 2 RN is pixel vector and n ¼
½n1; n2; n3; . . .; nM� 2 RM is noise vector.

37.2.1 Tikhonov Regularization

Image reconstruction of radio tomographic imaging is an ill-posed problem
because the number of pixels is much more than the number of RSS measurements
in the wireless sensor network. TR might be the most popular method to solve the

Fig. 37.1 An illustration of
radio tomographic imaging
with wireless sensor network
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ill-posed problem [1–3]. The standard TR is to minimize the following objective
function.

min
x

y� wxk k2þk xk k2 ð37:5Þ

where k is TR parameter. The solution of (37.5) is

x̂TR ¼ ðwT wþkIÞ�1wT y ð37:6Þ

From the (37.6) it is quite clear that once kis determined, the ðwT wþkIÞ�1wT

can be calculated in advance [1]. So the procedure of TR can be divided into two

steps: one is get the ðwT wþkIÞ�1wT offline and the other one is online image
reconstruction by one step multiplication. That means real-time processing is
possible, which is a very appealing feature of TR.

37.2.2 Landweber Iteration

Landweber iteration is widely used in some other image reconstruction areas such
as ECT [3, 5]. It aims to minimize the following objective function in an iterative
way.

f ðxÞ ¼ 1
2
k y� wx k2¼ 1

2
ðy� wxÞTðy� wxÞ ð37:7Þ

The steepest gradient descent method chooses the direction in which f ðxÞ as
new search direction for next iteration [3]. This direction is opposite to the gradient
of f ðxÞ at current point. The iteration procedure is therefore

x̂kþ1 ¼ x̂k � lrf ðx̂kÞ ¼ x̂k � lwTðwbxk � yÞ¼ðI�lwT wÞxkþlwT y ð37:8Þ

where the constant l is known as gain factor and is used to control convergence
rate. The choice of l will be explained later.

LI method needs many times of iteration before obtaining satisfying results,
which is not suitable for on-line imaging.

37.2.3 Pre-iteration Landweber Iteration

In fact, the iteration task of LI can be undertaken offline. If D ¼ I�lwT w; then the
equation can be rewritten as

x̂kþ1 ¼ Dx̂k þ lwT y ð37:9Þ
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The matrix D is independent of x and y and it is an interesting feature of the LI
method. Suppose that the initial value x̂0¼0; then after k iteration, the solution can
calculated as follows

x̂k¼ ðIþ Dþ D2þD3þ. . .þDk�1ÞlwT y¼PlwT y ð37:10Þ

where P¼ ðIþ Dþ D2þD3þ. . .þDk�1ÞlwT : Similar to TR, the coefficient matrix
P can be computed in advance and stored in the computer for real-time processing
[6, 7]. Then the imaging process can be very simple, which just needs that the P
multiply the observed shadowing loss vector y. Compared to TR, this method can
not only keep the real-time performance that TR holds, but also achieve better
imaging results than TR.

In (37.10) the iteration number k should be appropriate chosen because LI and
PLI have the drawback of semi-convergence, which means the imaging quality
deteriorates when k is larger than a certain number [3, 4, 8].

There is indeed an optimal iteration number k0 existing to make the imaging
error reach the minimum, but it’s very difficult to determine. In most cases, k0 is
chosen empirically and it’s sufficient to meet the requirement of most cases.

37.2.4 Calculation of P

At the first glance it might be complex to compute P because D is a very large
matrix with dimension n� n and the computation of P requires a lot of time. In
fact if we use some property of P, the computation can be simplified substantially.
Suppose that the singular value decomposition (SVD) of w is w ¼ URVH¼
P

r

i¼1
riuiv

H
i where ui; vi; ri are the singular vector and singular value of w respec-

tively [9].
Then the SVD of D and P will be

D ¼ I�lwT w¼VðI�lRHRÞVH ¼ Vdiagð1� lr2
1; 1� lr2

2; . . .; 1� lr2
r ÞVH

ð37:11Þ

P ¼ ðIþ Dþ D2þD3þ. . .þDk0�1ÞlwT¼lVdiagð
X

k0�1

k¼0

ð1� lr2
1Þ

k;
X

k0�1

k¼0

ð1� lr2
2Þ

k; . . .;
X

k0�1

k¼0

ð1� lr2
r Þ

kÞUH

¼
X

r

i¼1

1�ð1�lr2
i Þ

k0

ri
viu

H
i

ð37:12Þ

It can be seen that once SVD of the w is completed and other parameters are
determined, P can be obtained immediately through (37.12).
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From the (37.12), the principle of choosing l can also be obtained. In order to
guarantee the convergence, 1� lr2

k should be less than 1. So the choice of l
should be l\ð1=r2

maxÞ; where the rmax is the largest singular value of w.

37.3 Results

37.3.1 Compasion of TR and PLI Using Simulated Data

It is obvious that the landweber iteration and Tikhonov regularization can com-
plete the reconstruction by one-step processing. So their computational speed is
the same. The only one aspect they may be different is the imaging quality.

The relative imaging error e is defined by

e¼k x� bx k
k x k ð37:13Þ

The true shadowing loss x is obtained by simulation. We make the following
assumption that shadowing loss of the links affected by object’s obstruction is
about 5 dB and the shadowing loss of other links is zero. The noise vector subject
to Gaussian distribution and the variance is 0.8, n�Nð0; 0:8Þ.

The deployment of sensors is depicted in Fig. 37.2. The object is located at the
center of the imaging area and modeled as a cylinder with radius of 10 cm. The
imaging area is divided by 60*60 pixels and the size of each pixel 0.2 m*0.2 m,
which means the numbers of elements in x is 3600. The ellipse parameter r; TR
parameter k and gain factor l are chosen to be 0.03 m, 100 and 0.0001
respectively.

We can see the semi-convergence phenomenon of LI or PLI from the Fig. 37.3.
At the beginning the relative imaging error decreases rapidly. After about 80
iterations, the relative imaging error reaches the minimum values and the corre-
sponding error is 0.95. While when the iteration process continues, the relative
imaging error increases and it’s not difficult to guess that the imaging error will

Fig. 37.2 The simulation
setting
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converge to LS method when the iteration number reaches infinity. TR is not an
iterative method, so its simulation curve is a straight line and the imaging error is
0.96 which is higher than LI or PLI. So we can conclude that PLI can achieve
better imaging results than TR method.

37.3.2 Performance of PLI Using Experiments

To evaluate the performance of PLI method, the experiment was also conducted in
outdoor environment. An area of 6 m 9 6 m was monitored by 20 sensor nodes,
as illustrated in Figs. 37.2 and 37.4. Each node was placed 1.2 m apart along the
square premier of the monitored area and mounted on a tripod at a height of 1 m.

The nodes use JN5139 chip which is compatible with IEEE 802.15.4 protocol
and operate at 2.4G frequency. A token ring protocol is utilized to avoid trans-
mission collisions. During each time interval of 3 ms, one node broadcasted one
packet. All the other nodes received the packet and measured the RSS of the
packet. Then the token was passed to the next node in the next time interval. So the

Fig. 37.3 The relative imaging error versus iteration number

Fig. 37.4 The experiment
scenario
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RSS on each link was updated every 60 ms. It’s fast enough to track the motion of
the targets in the area. The nodes sent the measured RSS data to the laptop. The
laptop collected the data from the sensors and run the imaging software based on
PLI in real-time

The values of parameters are the same with the simulation. Figure 37.4 shows
the experiment scenario that a person was moving in the area in a norm speed.
During the environment the person’s location was shown real-time from the
software.

Figure 37.5 shows the imaging results when person locating at three spots.
From the images the person’s position is clearly shown, which is the bright spot in
the image.

In the model of RTI, it doesn’t restrict the number of targets. In fact, RTI can
also track multiple objects at the same time. Figure 37.6 shows the results when
two persons moving in the monitored area using PLI method. It can be inferred
when the two persons come too close, the results become a little worse and when
the person stands far away, the results are much better.

Fig. 37.5 The imaging results when one person locates the three positions

Fig. 37.6 The imaging results using PLI method when two persons locate in the monitored area
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37.4 Conclusion

This paper presents a pre-iteration landweber method to meet the real-time
requirement of radio tomographic imaging. The PLI method can reconstruct the
image by one-step multiplication, just like TR does while achieving better imaging
results than TR. Simulation and experiment have demonstrated that PLI can locate
and track the objects in real-time with enough precision.
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Chapter 38
Reliability Monitoring Algorithm
in Multi-Constellation Satellite Navigation

Lin Yang, Hao Wu, Yonggang Sun, Yongzhi Zheng
and Yongxue Zhang

Abstract Global Navigation Satellite Systems (GNSS), including GPS, BeiDou,
GLONASS, Galileo and other systems, are becoming more and more widely used
in our today life. As a result, multi-constellation receiver that compatible with
more than one system will take the place of single-constellation receiver that only
uses GPS or BeiDou system. Reliability monitoring algorithm in single-constel-
lation receiver has some limitations when applied in multi-constellation receiver.
Therefore, an enhanced reliability monitoring algorithm based on weighted and
statistic schemes is designed for multi-constellation receiver that compatible with
GPS and BeiDou in this paper. The experiment results show that the algorithm
improves the performance in both static and dynamic scenes, especially about
31 % in static scene than the BeiDou/GPS multi-constellation receiver without it.

Keywords Reliability � Navigation � Multi-constellation � Weighted � Statistic

38.1 Introduction

Global Position System (GPS), controlled by the USA, is based on a man-made
constellation of 27 Earth-orbiting satellites. Using these satellites, a person or
object can obtain its position, velocity and time information. While GPS can be
effectively used for many navigational applications, it has limitations [1]. For
example, the availability of the GPS receiver is low in urban canyons because high
buildings shield line-of-sight satellite signals and receiver could not obtain an
available position result with less than four satellites. As GPS is widely used in cell
phones, the emergency call positioning demands (U.S. E-911 mandate, E.C. E-112
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directive) and popularity of location-based services increase year by year [2]. So
navigation capability and reliability are now also required and expected in
degraded signal-environments such as indoors.

With the development of BeiDou Navigation Satellite System (BNSS) in China,
BeiDou is able to provide service for areas in China and its surrounding countries
[3]. The simplest way to improve the reliability of navigation receiver is to acquire
more satellite signals. The more satellite signals acquired, the more redundancies
obtained. Therefore, multi-constellation receiver that compatible with GPS,
BeiDou and/or more systems could uses 24 or more available satellites, while
GPS-only receiver uses only 12 satellites. A commercial BeiDou/GPS multi-
constellation receiver that based on MXT3013 baseband chip designed by Beijing
Microelectronic Technology Institute (BMTI) is chosen in this paper and the
algorithm and experiments are designed and done in it [4].

38.2 The Principle of Global Navigation Satellite System

Even though GPS, BeiDou, GLONASS and Galileo are all different with each
other, they all belong to Global Navigation Satellite systems (GNSS) and the
principles of them are similar. So GPS is chosen to introduce the principle of
single-constellation receiver. Then the principle of multi-constellation receiver is
discussed later.

38.2.1 The Principle of Single-Constellation Receiver

The GPS-only receiver is the most popular commercial single-constellation
receiver. Therefore, take GPS as an example. The speed of signals transmitted by
the GPS satellites is equal to the speed of light. So the range between satellite and
receiver could be calculated from the time that signal takes from satellite to
receiver. As the existence of ionospheric and tropospheric delay, the multipath
delay and other bias, the range calculated above is named Pesudorange qð Þ as
follows:

q ¼ cðtreceive � ttransmitÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxSV � xRcvrÞ2 þ ðySV � yRcvrÞ2 þ ðzSV � zRcvrÞ2
q

ð38:1Þ

c is the speed of light, ttransmit and treceive are the times signal transmitted and
received respectively, ðxSV ; ySV ; zSVÞ and ðxRcvr; yRcvr; zRcvrÞ are the positions of
satellite vehicle and receiver respectively.
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As the receiver clock is not as accurate as the satellite atomic clock, the clock
bias dtRcvrð Þ is also needed to be calculated. So at least four equations are needed
to acquire an available navigation solution:

q1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx1
SV � xRcvrÞ þ ðy1

SV � yRcvrÞ þ ðz1
SV � zRcvrÞ

p

þ cdtRcvr

q2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx2
SV � xRcvrÞ þ ðy2

SV � yRcvrÞ þ ðz2
SV � zRcvrÞ

p

þ cdtRcvr

q3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx3
SV � xRcvrÞ þ ðy3

SV � yRcvrÞ þ ðz3
SV � zRcvrÞ

p

þ cdtRcvr

q4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx4
SV � xRcvrÞ þ ðy4

SV � yRcvrÞ þ ðz4
SV � zRcvrÞ

p

þ cdtRcvr

8

>

>

>

<

>

>

>

:

ð38:2Þ

Equations above could be solved by Least-Squares adjustment, and then the
receiver position ðxRcvr; yRcvr; zRcvrÞ and receiver clock bias dtRcvr could be
concluded.

38.2.2 The Principle of Multi-constellation Receiver

Multi-constellation receiver could acquire more satellites and therefore performs
better than single-constellation receiver. A BeiDou/GPS commercial receiver is
chosen in this paper. The coordinate of BeiDou and GPS is almost equal and the
main difference between GPS and BeiDou is the time system. GPS-only receiver
uses GPST and BeiDou-only receiver uses BDT, but BeiDou/GPS receiver will
both uses GPST and BDT. As a result, a BeiDou/GPS receiver at least needs five
satellites from the two systems in all to acquire an available navigation solution.
The result can be calculated as follows:

q1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx1
SV � xRcvrÞ þ ðy1

SV � yRcvrÞ þ ðz1
SV � zRcvrÞ

q

þ cdtGPS�Rcvr

..

. ..
. ..

.

qi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxi
SV � xRcvrÞ þ ðyi

SV � yRcvrÞ þ ðzi
SV � zRcvrÞ

q

þ cdtGPS�Rcvr

8

>

>

>

>

<

>

>

>

>

:

q1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx1
SV � xRcvrÞ þ ðy1

SV � yRcvrÞ þ ðz1
SV � zRcvrÞ

q

þ cdtBD�Rcvr

..

. ..
. ..

.

qk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxk
SV � xRcvrÞ þ ðyk

SV � yRcvrÞ þ ðzk
SV � zRcvrÞ

q

þ cdtBD�Rcvr

8

>

>

>

>

<

>

>

>

>

:

where dtGPS�Rcvr and dtBD�Rcvr are the clock biases between receiver clock and
GPS or BeiDou time system respectively, the other variables are the same in (38.1)
and (38.2).

If the sum of GPS and BeiDou satellites is five or more iþ k� 5ð Þ; receiver can
conclude a solution includes receiver position ðxRcvr; yRcvr; zRcvrÞ and the two clock
biases, dtGPS�Rcvr and dtBD�Rcvr.
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38.3 Reliability Monitoring Algorithm
for Multi-constellation Receiver

There are many different Receiver Autonomous Integrity Monitoring (RAIM)
algorithms designed for single-constellation in related papers: Range and position
comparison method [5], Least-square residual method [6], Parity vector method
[7], reliability testing introduced by Heidi Kuusniemi [2], etc. The first three
methods have been proved to be equal by Brown [8] and reliability testing method
has been proved effective and reliable in GPS receiver.

The navigation procedure of multi-constellation receiver is more complex than
single-constellation receiver, so these single-constellation RAIM methods would
be modified when applied to multi-constellation receiver. In this paper, a weighted
scheme is introduced to combine BeiDou and GPS satellite systems, the fault
detection and exclusion of inner system is accomplished by a statistic scheme.

38.3.1 The Statistic Scheme for Inner-Constellation Faults

It is assumed that the faults in the measurements are normally distributed and that
they are uncorrelated. Additionally, Least-Squares adjustment is applied in the
procedure of navigation processing and statistic test is applied to detect the faults
in the inner-constellation after Least-Squares adjustment. Apply linearization,
iteration and Least-Squares adjustment to (38.2):

Xk ¼ Xk�1 þ DX ¼

xk�1

yk�1

zk�1

dtk�1

2

6

6

4

3

7

7

5

þ

Dx
Dy
Dz

DdtRcvr

2

6

6

4

3

7

7

5

¼

xk�1

yk�1

zk�1

dtk�1

2

6

6

4

3

7

7

5

þ ðGT GÞ�1GT b ð38:3Þ

G ¼
�I1ðXk�1Þ 1

..

.

�IiðXk�1Þ 1

2

6

4

3

7

5

ð38:4Þ

IiðXk�1Þ ¼ xi�xk�1
riðXk�1Þ

yi�yk�1
riðXk�1Þ

zi�zk�1
riðXk�1Þ

h i

ð38:5Þ

b ¼
q1 � dtk�1 � r1ðXk�1Þ

..

.

qi � dtk�1 � riðXk�1Þ

2

6

4

3

7

5

ð38:6Þ

riðXk�1Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxi � xk�1Þ2 þ ðyi � yk�1Þ2 þ ðzi � zk�1Þ2
q

ð38:7Þ
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where X ¼ x y z dtRcvr½ �T is the state of the receiver that contains position
and clock bias, the initial of the iteration X0ð Þ is a rough guess of the receiver state
even set zeros to it. After six or seven iterations the result Xk will be convergent.
Matrix G is the design matrix, vector I is the line-of-sight unit vector between
receiver and satellite, vector b is the observation vector and scalar r is the true or
geometric range between receiver and satellite. Formula superscript i stands for the
ith available satellite and formula subscript k stands for the number of iterations.

Statistic test uses the sum of the squares of the range residual errors (SSE) to
judge whether fault exists [8]. SSE could be calculated as below:

SSE ¼ vT v ð38:8Þ

v ¼ b� GDX ¼ b� GðGT GÞ�1GT b ð38:9Þ

In which v represents the residual of the error between the Pesudorange and the
range calculated after the navigation solution is acquired. SSE is a scalar quantity
and represents the consistency between the measurements. So SSE could be used
to compare with a precalculated threshold. As is assumed before, the faults are
normally distributed. Therefore, the statistical distribution of SSE is Chi square
distribution v2ð Þ whose dimension of freedom (DOF) is i� 4, i is the number of
available satellites. The threshold can be obtained by DOF and the false alarm
probability a. The DOF determines probability density function (PDF) and a
finally determines threshold. As shown in Fig. 38.1, the threshold is 11.3448 when
DOF is 3 and a is 0.01. If SSE exceeds 11.3448, some faults might exist in the
measurements and result is unreliable.

Fig. 38.1 The threshold of
SSE with DOF is 3 and false
alarm probability is 0.01

38 Reliability Monitoring Algorithm in Multi-Constellation Satellite Navigation 337



38.3.2 The Weighted Scheme for Joint-Constellation
Solution

After statistic tests applied to every constellation respectively, the navigation result
by every constellation and its SSE can be concluded. These results would be used
to calculate the multi-constellation navigation solution. For a BeiDou/GPS
receiver, if GPS and BeiDou satellites are all enough to conclude an available
solution respectively, then joint-constellation solution can be concluded with the
weights as below:

XBD=GPS ¼
SSEGPS

SSEBD þ SSEGPS
XBD þ

SSEBD

SSEBD þ SSEGPS
XGPS

where formula subscripts GPS, BD, GPS/BD stand for the satellite systems and the
other variables are the same in (38.3) and (38.8).

If one or two constellations are not enough for navigation i� 4ð Þ but the sum of
the two constellations satellites is five or more iþ k� 5ð Þ; an available solution
can still be calculated which is introduced in Sect. 2.2.

38.4 Experiments Studying

Two experiments are designed to verify the enhanced reliability monitoring
algorithm, one is static scene experiment and the other is dynamic scene.

38.4.1 Static Scene

In static scene, a 2400 s signals record was used and six faults were introduced
during the period. If no reliability monitoring algorithm was applied, the perfor-
mance would be poor and unreliable as shown in the left part of Fig. 38.2. The
receiver with reliability monitoring algorithm performed more reliable and all the
six faults were detected and excluded, so no outliers can be found in the right part
of Fig. 38.2. Table 38.1 shows the statistic result and the performance improved
about 31.21 %.

38.4.2 Dynamic Scene

The dynamic experiment was taken in Zhongguancun, an urban canyon in Beijing.
As shown in Fig. 38.3, the blue trajectory was logged by the receiver without the
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Fig. 38.2 The performance of the receiver with or without reliability monitoring algorithm in
static scene

Table 38.1 Algorithm performance in Static Scene

With or Without Algorithm North East

Mean (m) Std. (m) Mean (m) Std. (m)

Without -0.32453 1.95511 0.23075 2.57130
With -0.33241 1.71442 0.22293 1.41332

116.1815 116.182 116.1825 116.183 116.1835 116.184 116.1845 116.185
39.586

39.5865

39.587

39.5875

39.588

39.5885

39.589

Fig. 38.3 The performance of the receiver with or without the algorithm in dynamic scene
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reliability monitoring algorithm and the red trajectory was logged by the receiver
with the algorithm. The red trajectory is closer to the actual road, and the reli-
ability is improved very much.

38.5 Conclusion

This paper describes an enhanced reliability monitoring algorithm in multi-con-
stellation satellite navigation receiver. It bases on the statistic and weighted
schemes to detect faults in measurements and obtain a more reliable solution. The
BeiDou/GPS multi-constellation receiver with this algorithm will perform more
reliable than the receiver without it both in static and dynamic scenes. The static
experiment shows that the performance is improved about 31 %.

References

1. Zekavat, S., Buehrer, M.: Handbook of Position Location: Theory, Practice and Advances,
pp. 9–10. Wiley, Hoboken (2012)

2. Kuusniemi, H., Wieser, A., et al.: User-level reliability monitoring in urban personal satellite-
navigation. IEEE Trans. Aerosp. Electron. Syst. 43(4), 1305–1317 (2007)

3. China Satellite Navigation Office.: BeiDou navigation satellite system signal in space interface
control document (2011)

4. Yang, L., Sun, Y., Zhang, Y., et al.: Implementation of a multi-constellation and multi-mode
navigation terminal equipment. In: Proceedings of the 2012 IEEE/ION Position Location and
Navigation Symposium, pp. 86–91 (2012)

5. Ober, P.B.: Integrity Prediction and Monitoring of Navigation Systems, pp. 7–9. Integricom
Publishers, Leiden (2003)

6. Xie, G.: Principles of GPS and Receiver Design, pp. 118–120. Publishing House of Electronics
Industry, Beijing (2009)

7. Kaplan, E.D., Hegarty, C.J.: Understanding GPS: Principles and Applications, 2nd edn,
pp. 258–265. Publishing House of Electronics Industry, Beijing (2008)

8. Grover Brown, R.: A Baseline GPS RAIM scheme and a note on the equivalence of three
RAIM methods. Navigation 39(3), 301–316 (1992)

340 L. Yang et al.



Chapter 39
CTL Model Checking Algorithm
Using MapReduce

Feng Guo, Guang Wei, Mengmeng Deng and Wanlin Shi

Abstract Model checking is a promising automated verification technique. The
state space explosion is the major difficulty of model checking. To deal with this
problem, researchers present a new model checking algorithm for the temporal
logic CTL based on MapReduce framework. And the algorithm’s data structure is
defined for the Kripke structure. This MapReduce algorithm outputs the set of
states of the model that satisfies the formula by giving a model and a CTL formula.
Researchers justify its correctness by an example with the EU formula. Finally, an
example illustrates the validity of this algorithm, and the result shows this method
is feasible.

Keywords Model checking � CTL � MapReduce

39.1 Introduction

In software and hardware design of complex systems, the formal verification
spends more time and effort than construction. Many methods are proposed to
reduce and ease this problem. As a verification technique, model checking [2, 4] is
an automatic, model-based, property-verification approach. It checks exhaustively
and automatically whether the given system’s model satisfies a given specification.
And if it is not satisfied, it will usually produce a trace of system behavior which
causes this failure.

The set of all states with a system, state space can be very large or even infinite.
This is called the state space explosion problem, and is one of the most serious
problems with model checking.
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Model checking is based on temporal logics [4], such as Linear Temporal Logic
(LTL) and Computation Tree Logic (CTL). CTL is the most popular temporal
logic. It’s a branching-time logic, and its model of time is a tree-like structure in
which the future is not sure.

CTL formula constitutes of the path operator and state operator. Each CTL
temporal connective is a pair of symbols. The first is a path operator of A and E
which means ‘along All paths’ and ‘Exist one path’, the second symbol is a state
operator of X, F, G, or U, meaning ‘neXt state’, ‘some Future state’, ‘Globally’
and ‘Until’. For example, the pair of symbols in E [p U q] is EU. And pairs of
symbols like EU are indivisible.

To solve the state explosion problem in model checking, the paper proposes a
new parallel algorithm. It is designed based on the MapReduce framework to
compute the set of states of the model that satisfy the given CTL formula.

Hadoop [1, 7, 8] is an open-source framework for reliable, scalable, distributed
computing. It is designed to scale up from single servers to thousands of machines,
each offering local computation and storage. It enables programmers easily to
write and run distributed applications that process large amounts of data. The
Hadoop platform consists of the Hadoop kernel, MapReduce and HDFS, as well as
a number of related projects. MapReduce is a simplified parallel programming
model for large-scale datasets processing.

The processing of MapReduce works has two phases: the map phase and the
reduce phase. The input and output of each phase are key-value pairs which is
given in the general form

map: \ k1, v1 [? list(\ k2, v2 [)
reduce: \ k2, list(v2) [? list(\ k3, v3 [)

Related work: most of the distributed model checking techniques shares a
common idea that each machine in the network explores the partial state space.
Some related studies are presented in other papers [3] in the context of distributed
model checking.

The rest of the paper is organized as follows: The next section gives the
algorithm’s data structure definitions. In Sect. 39.3, this paper presents the design
and realization of the CTL model checking algorithm based on MapReduce
framework, with an example using the EU formula. The Experiment illustrates the
validity and feasible of this algorithm in Sect. 39.4. In the end, the conclusion and
future work are given.

39.2 Data Structure Definitions

The various algorithms for model checking, such as LTL and CTL, are all based
on a system description in terms of the Kripke structure [6]. A Kripke structure is
defined over AP, a set of atomic propositions, as a 4-tuple M = (S, I, R, L),
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consisting of a finite set of states S, a set of initial states I ( S, a transition relation
R ( S 9 S and a labeling function L: S ? 2AP.

For example, consider the CTL model in Fig. 39.1. It is basically a graph whose
nodes represent the reachable states of the CTL model, and whose edges represent
state transitions. A labeling function maps each node to a set of properties that hold
in the corresponding state. Temporal logics are traditionally interpreted in terms of
Kripke structures.

As an example of Kripke structure, the CTL model in Fig. 39.1 is given by:

S = {s0, s1, s3}
I = {s0}
R = {(s0, s1), (s1, s2), (s2, s0), (s2, s2)}
L (s0) = {p1}, L (s1) = {p2}, L (s2) = U

In MapReduce, the data structure is described as follows: Consider the key-
value pair. The key represents the state ID, and the value represents the state’s
information, such as its status flag, pre-successors, labels and successors’ infor-
mation. Each row of data represents a state, and the data structure of each state is
given below:

ID Color Pre-successors’ info. My labels Successors’ info.

ID state identification
Color status flag
Pre-successors’ info. all pre-successors of this state
My Labels the labels of this state
Successors’ info. the successors’ information (the successor ID and labels)

The data structure of s1 in Fig. 39.1, for example, is: s1 WHITE|s0|p2|s2, null
If the state adds a new label, then it should inform all its pre-successors to

update, letting the pre-successors update their successor’s information. The noti-
fication data structure is as follows:

ID of the pre-successor to inform Color The state’s ID The state’s new labels

p1

p2 s1

s0 s2

Fig. 39.1 A simple CTL
model
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39.3 Algorithm Design and Realization

The CTL model-checking algorithm uses the labeling algorithm [5]. The labeling
algorithm is an algorithm which gives a model and a CTL formula, outputs the set
of states of the model that satisfy the given formula.

The following will be given the thoughts of the labeling of the CTL formula EU.
E [p1 U p2], suppose p1 and p2 are the sub formulas of the CTL formula

satisfying all the immediate sub formulas of p1 and p2 have already been labeled.

1) If any state is labeled with p2, then label it with E [p1 U p2].

Label any state with E [p1 U p2] if it is labeled with p1.

2) Repeat: If any state is labeled with p1 and at least one of its successors is
labeled with E [p1 U p2], label it with E [p1 U p2]. Repeat this until there is no
change. Figure 39.2 illustrates this step.

The CTL model checking algorithm based on MapReduce needs to realize the
map and reduce functions.

Map Function
Map function is designed to deal with all the states of the CTL model and

output the relative result after the received key/value pair’s treatment. If any state
is labeled, then the map function must produce outputs to update the state’s pre-
successors’ relative value (Fig. 39.3).

p1

E[ p1 U p2 ]

p1

E[ p1 U p2 ]

E[ p1 U p2 ]

Fig. 39.2 The iteration step of the procedure for labeling states with the sub formula E [p1 U p2]

ID of the pre-successor to 
inform

Color The state’s
ID

The state’s new 
labels

ID Color Pre-successors’ info. My Labels Successors’ info.

……

output1

output2

ID Color Pre-successors’ info. My Labels Successors’ info.

Fig. 39.3 Map function’ input and outputs
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The map function for the CTL formula EU is given below.

Reduce Function
After the map phase is over, the Reduce function is designed to process the

result set of the map function. If there is no update information to this state, then
output the state. Otherwise update the value of the state’s successors’ information.

The reduce function is given in Algorithm 2.
The iteration procedure of MapReduce

This algorithm adopts MapReduce jobs chain for iteration. MapReduce jobs are
chained to run sequentially, with the output of previous MapReduce job being the
input to the next. The process is controlled by a MapReduce counter and a non-
MapReduce driver program that checks for termination. And the iterative process
should be terminated when the MapReduce counter is zero.

Algorithm 1. The Map Function for the CTL formula EU 

/*Vi is the processing state*/ 

Input: <Vi, v> 

Output: the changed state Vi information; the update information 

If the state is labeled with EpUq then 

  Output the state 

  Return 

End if 

If the state is labeled with q then 

  Label it with EpUq 

  Output the state 

  Output the update information which Inform all pre-successors of the state to update 

  MapReduce counter adds 1 

  Return 

End if 

If the state is labeled with p then 

  If one of its successors is labeled with EpUq then 

    Label the state with EpUq 

    Output the state 

Inform all pre-successors of the state to update 

MapReduce counter adds 1 

Return 

  End if 

End if 

Output the state 

Return 
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39.4 Experiment Studying

For example, consider the following diagram of the system in Fig. 39.4, and the
data are defined as follows:

According to the small amount data of the model, Hadoop runs in the pseudo-
distributed mode. And the algorithm is realized by java language. Consider the
system in Fig. 39.4 to compute the set [[E (T U p)]]. Here T is defined as any state
of the system. From Fig. 39.4, it’s easily obtained that [[p]] = {s3} and the state
s3 is one of the state s1’s successors. And s0 and s2 can reach s3 via s1. This can
be obtained that [[E (TU p)]] = {s0, s1, s2, s3}.

The following gives the first iterative procedure of the CTL model-checking
algorithm. In the Map phase, the state s3 is labeled with p, then label it with E
(T U p) and output it. After that, output the information to inform the state s1, one
of the pre-successors of s3, to update. Any other state is labeled without p, and
none of their successor is labeled with E (T U p), so we just output these states.

Algorithm 2. The Reduce Function for the CTL formula EU 

/*Vi is the processing state*/ 

Input: <Vi, list<v>> 

Output: the state Vi information 

For each value of Vi do 

  Judge the color and store the values 

End for 

If all colors are white then 

  Output the state itself  

Else 

  Update the information of the state: modify the changed state’s labels according to t

information of the red color values 

Output the state
End if
Return 

The corresponding data of Fig. 39.4 for 
MapReduce 
s0 WHITE|s3|q|s1.null;s4.q;
s1 WHITE|s0,s2|null|s2.null;s3.p;
s2 WHITE|s1,s3|null|s1.null;s4.q;
s3 WHITE|s1|p|s0.q;s2.null;s4.q;
s4 WHITE|s0,s2,s3,s4|q|s4.q;

s2

s1

p

q
s4

s3

q
s0

Fig. 39.4 A system, compute the states satisfying E(T U p)
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Then in the Reduce phase, the key-value list is handled. If any status flag of the
value list is RED, then update the information of this state. In the first iteration, the
state s1’s information is processed and its successor, s3, adds new label E (T U p).
The first iterative procedure is given in Fig. 39.5.

For the model of Fig. 39.4, to compute the states satisfying E (T U p), the
results in each iteration are given below.

By analyzing experiment result and relative theory, it’s obtained that the states
s0, s1, s2, s3 are labeled with E (TU p). For the system of Fig. 39.4, the state set
{s0, s1, s2, s3} satisfies the CTL formulas [[E (TU p)]]. The results are consistent
with the previous analysis and shows that the CTL model-checking algorithm
based on MapReduce is feasible.

s0 WHITE|s3|q|s1.null; s4.q;

s1 WHITE|s0, s2|null|s2.null; s3.p;

s2 WHITE|s1, s3|null|s1.null; s4.q;

s3 WHITE|s1|p|s0.q; s2.null; s4.q;

s4 WHITE|s0, s2, s3, s4|q|s4.q;

s0 WHITE|s3|q|s1.null; s4.q;

s1 WHITE|s0, s2|null|s2.null; s3.p;

s2 WHITE|s1, s3|null|s1.null; s4.q;

s3 WHITE|s1,|p,E(TUp),|s0.q;s2.null;s4.q;

s1 RED|s3.E (TUp)

s4 WHITE|s0, s2, s3, s4|q|s4.q;

s0 WHITE|s3|q|s1.null; s4.q;

s1 WHITE|s0, s2|null|s2.null; s3.p, E (TUp);

s2 WHITE|s1, s3|null|s1.null; s4.q;

s3 WHITE|s1, |p, E (TUp), |s0.q; s2.null; s4.q;

s4 WHITE|s0, s2, s3, s4|q|s4.q;

Input

Map

Reduce

Fig. 39.5 The first iterative procedure

The result in each iteration

The 2nd iterative procedure s0 WHITE|s3,|q,|s1.null,E(TUp);s4.q;
s1 WHITE|s0,s2,|null,E(TUp),|s2.null;s3.p,E(TUp);
s2 WHITE|s1,s3,|null,|s1.null,E(TUp);s4.q;
s3 WHITE|s1,|p,E(TUp),|s0.q;s2.null;s4.q;
s4 WHITE|s0,s2,s3,s4|q|s4.q;

The 3th iterative procedure s0 WHITE|s3,|q,E(TUp),|s1.null,E(TUp);s4.q;
s1 WHITE|s0,s2,|null,E(TUp),|s2.null,E(TUp);s3.p,E(TUp);
s2 WHITE|s1,s3,|null,E(TUp),|s1.null,E(TUp);s4.q;
s3 WHITE|s1,|p,E(TUp),|s0.q,E(TUp);s2.null,E(TUp);s4.q;
s4 WHITE|s0,s2,s3,s4|q|s4.q;

The 4th iterative procedure s0 WHITE|s3,|q,E(TUp),|s1.null,E(TUp);s4.q;
s1 WHITE|s0,s2,|null,E(TUp),|s2.null,E(TUp);s3.p,E(TUp);
s2 WHITE|s1,s3,|null,E(TUp),|s1.null,E(TUp);s4.q;
s3 WHITE|s1,|p,E(TUp),|s0.q,E(TUp);s2.null, E(TUp);s4.q;
s4 WHITE|s0,s2,s3,s4|q|s4.q;
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39.5 Conclusion and Future Work

The paper proposes a new solution to the state explosion problem in model
checking. This solution is based on MapReduce programming framework. For the
future work of the approach described in this report, the performance of the
presented algorithm under the large data should be further studied and be com-
pared and evaluated against other benchmarks in distributed model checking
techniques. Researchers will continue to study and improve the algorithm, or
modify the Hadoop frame to solve the state space explosion problem.
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Chapter 40
LBSG: A Load Balancing Scenario Based
on Genetic Algorithm

Shan Jin and Wei Zhou

Abstract Resource load balancing problem of the large-scale and heterogeneous
network was studied. The problem was modeled and analyzed theoretically at first,
and an objective function which satisfied the host and network constraints was
designed. Then, a multi-objective minimum spanning tree problem was researched,
and then a multi-objective genetic algorithm was devised. At last, a dynamic load
balancing scenario was proposed. The simulation results show that, LBSG can
balance the load effectively between the light-load nodes and the overload ones.
Besides, the performance of the scenario is obviously better in a larger scale network.

Keywords Load balancing � Multi-objective � Genetic algorithm � Distributed

40.1 Introduction

With the rapid development of the computer and network technology, the parallel
and distributed computing becomes more and more popular. Meanwhile, the
reduced cost of computer hardware enables network-based cluster and grid com-
puting attract more and more researchers. However, the actual utilization rate of
the potential performance of these systems is usually less than 10 % [1] which
makes the system operate inefficiently. In the face of the growing system visits and
the increasing complex computer needs, and combined with the technical and
economic aspects of the two facts of the constraints, it appears more and more low
prices that depend on improving the performance of a network servers to solve
efficiency problem. Distributed system, which uses the effective loading balance, is
a key technology to improve the system resource utilization and the performance
of parallel computing [2].
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In large-scale distributed system model, the heterogeneity, opening and sharing
of the network make it difficult to compute the load of calculation and commu-
nication in advance. Therefore, how to realize the logical data resources effective
load balancing research becomes one of the difficult problems [3–7]. In view of the
traditional resource load balancing scheme is insufficient, a distributed dynamic
resource load balancing scheme named LBSG (Load Balancing Scenario based on
Genetic algorithm) is designed.

40.2 Model and Description

40.2.1 Mathematical Model

LBSG constructs a network topology using the multi-criteria minimum spanning
tree [8] as a basic model. The two-dimensional plane can be depicted as a com-
plete graph, G = (V, E), where V = {v1, v2,…,vn} is the set of vertices represented
the network node of the system and E = {e1, e2, …, en} is the set of edges
represented link between the network nodes. Each edge ei is associated with
q weights, Xi = {xi1, xi2, …, xiq} (i = 1, 2,…, m).

Considering the practical application of feasibility and the mathematical
modeling of convenience, we set single hop routing delay threshold of node
communication for tmax. Take node vi for example, we define the local coverage
for a two-dimensional circular surface in graph Gi, Gi = (Vi, Ei), where vi is the
center of a circle and tmax is the radius of it. Gi within any spanning tree is denoted
as Ti. First, the whole network is divided into several local coverage of Gi by
LBSG. Second, the local topology will be constructed in accordance with the
multi-objective minimum spanning tree for independent in every Gi. Finally, the
global topological structure of the network achieves approximate optimization.

40.2.2 Objective Function

For the purpose of constructing a reliable, efficient, scalable distributed system, we
need to comprehensive consider node resources, link delay, and network com-
munication interference conditions. Not only the multi-objective optimization has
the peak value, but also a variety of constraints obtain a reasonable compromise.
For any local coverage domain Gi, where Vi = {vi1, vi2,…, vin}, Ei = {ei1, ei2,…,
eim},Xi = (xi1, xi2,…, xim), the objective function is defined in formula (40.1).

To link ej, the used bandwidth is depicted as xj1 = deg(xj), the communication
delay of such link is depicted as xj2 = time(xj), the delay jitter value of such link
network is depicted as xj3 = jet(xj), and the loss rate of data transmission of such
link is depicted as xj4 = loss(xj).
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min z1ðXiÞ ¼
P

im

j¼i1
xj1 � xj

min z2ðXiÞ ¼
P

im

j¼i1
xj2 � xj

min z3ðXiÞ ¼
P

im

j¼i1
xj3 � xj

min z4ðXiÞ ¼
P

im

j¼i1
xj4 � xj
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>

>

:

s:t: Xi 2 SðTiÞ

ð40:1Þ

40.3 Design and Analysis of LBSG

40.3.1 Spanning Tree Coding

According to Cayley’s theory, there are nn-2 trees in a graph which contains n
nodes, therefore it can be used n-2 number arranged to only express on a tree and
each number is an integer between 1 to n, this arrangement is called Prufer number
[8]. This style of coding can be uniquely represented in a graph of all possible
spanning tree and still represents a tree in any crossover or mutation operation.
Therefore, LBSG using Prufer is expressed as the number of problems of all
feasible solutions.

40.3.2 Fitness Function

A compromise method which is not directly and positively to describe how to
weight the most ideal, but to identify with the ideal solution of recent solution
according to a distance measure is used in LBSG. The mathematical description of
the corresponding called regret function. In accordance with the Lp, the expression
forms of such function is defined in formula (40.2).

rðZ; pÞ ¼ Z � Z�k kp¼
X

q

j¼1

zj � z�j

ffi

ffi

ffi

ffi

ffi

ffi

p
" #1=p

ð40:2Þ

Among them, q is the target number, p is norm parameter, zj is the j target
value, and zj* represent the ideal value of the j target. The expression is zj* = zj

min.
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The parameter p on behalf of great regret value concern, the larger value the
more care of great regret value. For each target regret value can be considered [9],
every regret value must be firstly changed to one order of magnitude through the
normalization method, making its value are all between [0, 1], and then select the
appropriate parameter p. Accordingly, the regret function of type (40.1) which
typed as the form defined of (40.2) is as follows:

rðZÞ ¼ Z � Z�

Zmax � Zmin

�

�

�

�

�

�

�

�

p

¼
X

4

j¼1

zj � z�j þ c

zmax
j � zmin

j þ c

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

p" #1=p

ð40:3Þ

Among them, parameter c is the positive real numbers which between (0, 1),
this function not only can avoid producing the mistake of except by 0 of formula
(40.3), but also can be adjusted to a purely random selection. For many complex
problems, it is difficult to find the ideal point. Therefore, we change Z* into agents
of ideal point to replace the ideal point. The agent ideal point is not given problems
of ideal point, but the current corresponding to the ideal point. If we let P indicates
the kind of cluster, the agent ideal point is calculated as follows:

Z� ¼ ðzmin
1 ; zmin

2 ; zmin
3 ; zmin

4 Þ
zmin

1 ¼ minfz1ðXÞ X 2 Pj g

zmin
2 ¼ minfz2ðXÞ X 2 Pj g

zmin
3 ¼ minfz3ðXÞ X 2 Pj g

zmin
4 ¼ minfz4ðXÞ X 2 Pj g

8

>

>

>

>

>

<

>

>

>

>

>

:

ð40:4Þ

Obviously, we get the value, zj
min = min {zj(X) | X [ P, j = 1, 2, 3, 4},

zj
max = max {zj(X) | X [ P, j = 1, 2, 3, 4}.

As for the minimize the problem, the smaller regret value the better, so we need
to change the regret function into the fitness function to ensure excellent indi-
viduals with greater fitness value. Define the fitness function is as follows:

evalðZðXÞÞ ¼ exp
rmax � rðZðXÞÞ
rðZðXÞÞ � rmin

� �

ð40:5Þ

Among them, rmax and rmin respectively are representing the current generation
of maximum value and the minimum value of regret.

40.3.3 Genetic Operator Designing

In solving the minimum spanning tree problem, searchers often use roulette
(proportional) method [10] to select individual. The process of crossover was
randomly paired as parents for all individuals within groups and exchanged both
subsets of chromosomes with a certain probability Pc, which resulting in the
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formation of two new generations. LBSG use single point crossover which product
a random crossover point to exchange the whole intersection gene of the right end
of the parents and finally form two individual. Prufer number coding is still a tree
after this single point crossover. The mutation is that the mutation probability Pm

alters one or several loci genetic values for the other allele in each individual of the
groups. LBSG uses the exchange variation and the parent code string to randomly
select two position changes after the formation of a new generation.

40.3.4 Topology Control and Load Balancing

The pseudo code of every topology control in LBSG is shown in Fig. 40.1. LBSG
uses the method which based on event and message to perform load balancing
operations [11].

40.4 Simulation and Evaluation

40.4.1 Simulation Setup

In order to verify the performance and efficiency of the algorithm, we carry out the
simulation experiments. The underlying network uses random topological struc-
ture and the network delay between nodes is proportional to their geometry dis-
tance. Node load is the consumption of resources during its work and it can be
calculated capacity, bandwidth, I/O or storage space, and other indicators or these
indexes. This paper abstracts the node load to the concept of value. The maximum
degree of each node is randomly distributed between 15 and 25. The initial degree
is randomly distributed between 2 and 6, and other experimental parameters as
follows: tmax = 20, deg(xj) = [100, 200], time(xj) = [5, 50], jet(xj) = [10, 40],
loss(xj) = [5 %, 10 %], p = 2, c = 0.4, Pc = 0.6, Pm = 0.003, size = 4,
Maxgen = 100.

vi V) 1 WHILE (
2 init ();
3 for (k = 1; k <= Maxgen; k = k +1)
4 evaluate(); 
5 for ( j = 2; j <= size; j = j + 2)
6 f1 = selection(); f2 = selection();
7 crossover(f1, f2);
8   mutation();
9   if (Zmin(X) < Zmin(X0))
10 X0 = X; 

Fig. 40.1 Pseudo code of
topology control
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40.4.2 Simulation Results and Analyses

• Experiment 1

As to all the initialized nodes in the network, we use a random algorithm to
increase the resource load first, and then produce the specified number of light load
and heavy load node. Based on the operation of LBSG load balancing, we finally
inspect the similarities and differences on the distribution of the occupancy rate of
node resources before and after equilibrium. Among them, the light load is defined
as the resource occupancy rate less than 20 %, the heavy load is defined as the
resource occupancy rate higher than 80 %. The experiment was divided into two
groups, the first group generate a 50 light loaded nodes and 50 overloaded node
(lv = 50, hv = 50), the second group generate 500 light loaded nodes and 500
overloaded node (lv = 500, hv = 500). As in Fig. 40.2, no matter the node size is
100 or 1000, and most of the occupancy rate of node resource can adjust from 20
to 80 % which proved the validity of algorithm.

• Experiment 2

Firstly, aiming at running the random network topology and using the control
algorithm to optimize the topology structure of operation. Secondly, making sure
that all nodes have been using degrees were increased into any integer by 0–10, and
judges its resource usage. If the occupancy rate greater than or equal to 80 %, we
need to move half of the degree of use (to be rounding) to Q(vi) of node mobility. In
third, re-perform the topology control algorithm to form a new network topology
after the completion of migration movement. It should be repeated 3 times about the
two and three step as a complete experiment. Here, the Q(vi) is the nodes set which
resource occupancy rate is below 60 %, k and c in DLBM is set to 0.7 and 0.4.

In Fig. 40.3, with the constant enlargement of the scale of the LBSG node, the
performance gap increases. The reason is that density of plane node distribution

(a) (b)  
Experiment 1

Fig. 40.2 Contrast of occupancy rate of node resource. a lv = 50, hv = 50, b lv = 500,
hv = 500
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becoming greater brings the increase of the spanning tree corresponding to the
feasible solution. However, the expansion of the scale of population will inevitably
bring the increase of time complexity, so it is not be better. In the practical
application, we need to be weighed against the various factors to determine the
appropriate population scale.

40.5 Conclusion

LBSG comprehensively assesses the object in the calculation of the objective
function such as the link resources, the network response speed, the delay jitter and
the packet loss rate of transmission. From the simulation results, the LBSG has a
significant load balancing effect and other equilibrium strategy compared with the
obvious advantages. At the same time, LBSG also showed good adaptability along
with the expansion of the scale of network node. It is shown that LBSG is more
suitable for deployment in large and complex network system. In future work, the
optimal parameters will be discussed by some theoretical proof and experiment
methods.
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Chapter 41
Improved Ant Colony Algorithm
for the Constrained Vehicle Routing

Guiqing Liu and Dengxu He

Abstract Using the basic ant colony algorithm to solve the constrained vehicle
routing problem (CVRP) has some drawbacks such as slow convergence speed and
easily getting into local optimum. To effectively solve the CVRP, this paper has
proposed a new ant colony algorithm (ACA-CVRP) based on the dynamic update
of local and global pheromone and improved transfer rule. In order to shorten the
process, the authors introduced the candidate list and 2-opt searching strategy. The
experiment result shows that ACA-CVRP achieves better performance in optimum
solution compared with other five main meta-heuristic algorithms.

Keywords Ant colony algorithm � Pheromone update � 2-opt � Candidate list �
CVRP

41.1 Introduction

Ant colony algorithm (ACA), which is a new swarm intelligence algorithm
characterized with positive feedback system, easy to calculate and integrate with
other algorithm. It has grabbed attention among scholars domestic and overseas
since its appearance. The ACA has succeeded in solving optimization problems
such as TSP, scheduling, and VRP and so on [1]. However, as a classic ACA, ant
colony system has encountered troubles like slow convergence speed, easily get-
ting into local optimum or stagnation behaviour when solving realistic problems.
At present, the main methods to solve VRP are tabu search [2, 3], ACA, simulated
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annealing algorithm [4] and genetic algorithm. Up to now, the Osman’s TS
algorithm is the most prominent one to solve the VRP considered vehicle capacity,
routing distance and rich in relevant literature information. Though less relevant
literature than TS, the ACA [5–7] has shown considerable potential in settling the
VRP. Through the weakness analysis of ant colony system (ACS) [8], this paper
has proposed an improved ACA to solve the CVRP basing on the dynamic update
of local and global pheromone and improved transfer rule.

41.2 Mathematical Model of CVRP

Min
X

N

i¼0

X

N

j¼0

X

N

k¼1

cijx
k
ij ð41:1Þ

CVRP (vehicle routing problem under the constraints of vehicle capacity and
distance) means to meet requirements of all customers around the single depot
aiming at the shortest distance [9]. cij means the cost from station i to station j. tij

represents the known distance from station i to station j. si represents the given
service time of station i. Qk represents the fixed capacity of vehicle k. Tk represents
the longest running distance of vehicle k. dj represents given the quantity demand
of station j. N and K respectively represent the amount of station and vehicle.

41.2.1 Constrained Conditions

X
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X
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ji ¼ 0 1� k�K; 0� j�N ð41:4Þ

X

N

i¼0

X

K

k¼1

xk
ij ¼

1
K

1� j�N
j ¼ 0

ffi

ð41:5Þ

xk
ij 2 0 ; 1f g 1� k�K; 0� i; j�N ð41:6Þ

Formula (41.2) means the capacity of every vehicle.
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Formula (41.3) defines the longest distance each vehicle can run. The total
length concludes distance between all the stations and the equivalent distance
when one vehicle staying at the station.

Formula (41.4) represents that the vehicle arrives at station i, it must leave i.
Formula (41.5) defines the vehicle must stop at each station (one vehicle at a

time). All the vehicles must return to the depot.
Formula (41.6) defines xk

ij is a quadratic function, when vehicle k travels from

station i to station j, xk
ij ¼ 1; otherwise xk

ij ¼ 0.

41.3 Basic Principle of ACS

Let n mean the amount of cities. m means the amount of ants.dij means the
distance between city i and city j. gijðtÞ ¼ 1

�

dij means the ant’s degree of
expectancy transfer from city i to city j at time t: a;b means the importance
parameter of pheromone strength s and heuristic information when ants selecting
routing. At the initial moment of the algorithm, put ants (amount m) to cities
(amount n) randomly. Set pheromone amount of every routing sijð0Þ ¼ c (cis
constant). Each ant select the transfer city according to pheromone amount along
the routing. Ant k selects city j according formula (41.7) (41.8) at time t.

j ¼ arg max
s2allowedk

sisðtÞ½ �a gisðtÞ½ �b
n o

if q� q0

J otherwise

(

ð41:7Þ

Pk
ij ¼

½sijðtÞ�a½gijðtÞ�b
P

s2allowedk

½sisðtÞ�a½gisðtÞ�b
; if j 2 allowedk

0 otherwise

8

<

:

ð41:8Þ

q0 2 ð0; 1Þ a constant, q 2 ð0; 1Þ a random number, allowedk means a set which
ant k can select city j from. If q [ q0; ant k will select city j randomly according to
formula (41.8).

When one ant transfers from city i to city j; local pheromone will be updated
according to formula (41.9).

sijðt þ 1Þ ¼ ð1� eÞ sijðtÞ þ es0 e 2 ð0; 1Þ s0 is Constant ð41:9Þ

When every ant goes through all these cites, global pheromone will be updated
for the best solution according to formula (41.10).

sijðt þ nÞ ¼ ð1� qÞsijðtÞ þ qDsgb
ij q 2 ð0; 1 Þ ð41:10Þ

Dsgb
ij ¼

1
Lgb

Lgb is the global best solution.
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41.4 Improvement of ACA

41.4.1 New Transfer Rule

Just like greedy algorithm, ants are led by Pheromone concentration and distance
between cities in the process of transferring. At the beginning, distance between
cities plays the main role. With the application of positive feedback system,
pheromone is getting increasingly important. As a result, possibility of local
optimum and stagnation behavior is getting greater. In order to balance the factor
role between sij and gij during the process of optimizing, we replace sij with sij

�

s0

(marked s�ij). The formula (41.7) and (41.8) were respectively turned into formula
(41.11) and (41.12),

j ¼ arg max
s2allowedk

f½s�isðtÞ�
a½gisðtÞ�bg if q� q0

J otherwise

(

ð41:11Þ

Pk
ij ¼

½s�ijðtÞ�
a½gijðtÞ�b

P

s2allowedk

½s�isðtÞ�
a½gisðtÞ�b

; if j 2 allowedk

0 otherwise

8

<

:

ð41:12Þ

41.4.2 Dynamic Update of Local Pheromone

In the ACS, the variant of local pheromone updating is a constant s0. By analyzing
the solution of the ant paths we find that few cities are passed by ants at the
beginning when the possibility of building optimum solution is relatively large
because of large range of free choice. In the end the number of passed cities is
larger and larger. Due to the restriction of taboo lists, the optional range of next
city is becoming smaller and smaller. Based on the analysis above, local phero-
mone was updated according to formula (41.13):

snew
ij ¼ ð1� eÞsold

ij þ eDsij ð41:13Þ

Dsij ¼ maxðcÞ � S
maxðcÞ �minðcÞ

n

where e 2 ð0; 1Þ is a local evaporation coefficient of phermone, maxðcÞ and minðcÞ
are maximum and minimum amount of pheromone updating respectively, S is the
city number of taboo list, n is the city total, Dsij is a variant which is decreasing
linearly from the maximum.
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41.4.3 Dynamic Update of Global Pheromone

Only the best path is updated globally for ACS compared with AS when all the
ants complete their cycles. Since the difference of pheromone amount on the ant
paths is increasing, it is easy to fall into local optimum and produce stagnation in
ACS. Based on the analysis above, strengthening positive feedback mechanism
can speed up the convergence of the current optimal solution, but easily lead to
premature phenomenon. To balance this contradiction, we firstly compared the Lib

with L�gb in this paper and classify secondly according to strengths and weaknesses
of Lib. Gobal pheromone was dynamically updated according to formula (41.14)

sijðt þ nÞ ¼ ð1� qÞsijðtÞ þ qDsij ð41:14Þ

Dsij ¼
X

x

k¼1

xkQ=Lk ð41:15Þ

xk ¼

2� ðLk=L�gbÞ
p if ðLib\L�gbÞ and ðLk\L�gbÞ

ðL� LkÞ=L� 2 if ðLk ¼ Lib ¼ L�gbÞ and ðTsame
gb � numÞ

1� ðLk=L Þ if ðLk ¼ Lib ¼ L�gbÞ and ðTsame
gb \numÞ

0 else

8

>

>

<

>

>

:

ð41:16Þ

where x is the path number satisfying global updating in this cycle, Lk is the path
length of ant-k, L is the average path length of this cycle, Lib is the iteration-best,
L�gb is the global-best until the last iteration, Tsame

gb is the number of the same
global-best, num and p are two parameters which are determined respectively by
the scale of the problem and the total iteration number, xk is the global pheromone
updating weight of ant-k which is explained from the following two aspects.

If Lib is smaller than L�gb; this searching effect is better than the last. In order to
make full use of current information and search the next solution in the vicinity of
Lib; the positive feedback mechanism of better paths are treated differently in this
cycle. Pheromone is adaptively globally updated by weight if the path satisfies the
condition of Lk\L�gb. The smaller Lk is, the larger xk is, the smaller on the
contrary, which can make further search for a better solution around the current
optimum solution. Because updated paths are not only the optimal path, this
method can effectively prevent the phenomenon of local optimum.

If Lib and L�gb are equal, this iteration doesn’t change the global-best and this
searching effect is bad. If the number of same global-best reach a certain number
num the algorithm is likely to run into local optimum. We judge the polymeri-
zation of the ant paths by calculating the difference between Lib and L (the overall
similarity between ant paths and the Iterative-best, the greater the similarity is, the
greater the degree of polymerization is, conversely the smaller). If Tsame

gb � num;

pheromone of path Lk will be cut by different degrees, according to the degree of
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polymerization. The closer the difference is between L and Lib; the greater the
degree of polymerization of the entire ant colony is, conversely the smaller. If
Tsame

gb \num; pheromone of path Lk is strengthen by different degrees according to
the degree of polymerization.

41.5 Main Idea of ACA-CVRP

In order to save calculating time and exclude bad routings, we introduce the
candidate list when ants select stations. The candidate list is established according
to the neighboring method and ascending ranking of dij. The length of candidate
list influences the solution and calculating time a lot. In the process of routing
construction, every ant represents for a complete routing. If q� q0; we will pick

the unselected stations in the list. If the value of ðs�isÞ
agb

ij is maximum, we will
select the routing. Otherwise, if q [ q0; we select the random city j according to
probability distribution of formula (41.8). Considering vehicle capacity and the
limited distance, if the solution violates it, we pick the second best station to
replace. If all the stations are in the routing, ants will return to the depot and then
restart.

In order to increases chances of finding other feasible solution, local pheromone
will be updated on line according to formula (41.13). After all the ants have visited
all the stations, we will calculate the routing distance of each ant and use 2-opt to
locally search the shortest routing until the solution remains stable. Global pher-
omone will be dynamically updated according to formula (41.14) and the phero-
mone concentration of every routing is limited in the range of smin; smaxð Þ to avoid
the pheromone too dense or thin.

41.6 Analysis of Simulation

14 examples are selected from literature [2–4] for the simulation. The gaven
parameters are shown in Table 41.1).

According to the description of Table 41.2 among the 14 standard experiments,
SA has 2 of them succeeded getting the optimum solution while Osman’TS gets 4,
tauroute gets 5, GTS gets 4 and the hybrid ACA [10] gets 6. The ACA-CVRP gets
8 optimum solutions among 14 standard experiments. If we compare the results of
constrained by routing distance (C2, C5, C9, C13), ACA-CVRP has the best effect.

Table 41.1 Gaven parameters for simulation

Ant number Pheromone amount Length of candidate list ða;bÞ q0 q

10 s0 ¼ 10�4 n=3 (4, 1) 0.7 0.08
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Hybrid ACA is the second best; taburoute, Osman’s TS, GTS and SA algorithm
have bad solutions relatively.

41.7 Conclusion

This paper has improved the transfer rule, local and global pheromone update in
allusion to the ACS’s weakness of slow convergence speed and easily getting into
local optimum in solving the constrained vehicle routing problem. Compared with
taburoute, Osman’s TS, GTS, TS and hybrid ACA, the ACA-CVRP has achieved
better performance in optimum solution.
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Chapter 42
Active Queue Management Mechanism
Based on DiffServ in MPLS Networks

Yang Jiao and Li Du

Abstract Active Queue Management is the key to congestion control and
enhancing IP QoS. MRED can support MPLS networks and take advantage of
classifying mechanism of DiffServ and mark different businesses with different
drop precedence. However, it has several limitations. In this paper, I-AMRED is
proposed in order to reduce packet loss ratio and raise throughput in MPLS
networks based on DiffServ and MRED. Thus, it can also adaptively control average
queue length, and diminish sensitiveness to control parameters and improve stability
with the service flow bursts. Two experimental schemes are designed and imple-
mented on NS-2. Experimental results show that I-AMRED algorithm increases
throughput of networks and largely decreases packet loss ratio of AF PHB traffic.
When data traffic is very large or sharply increased, the performance of throughput
and packet loss ratio is improved greatly, and has better stability.

Keywords DiffServ � MPLS � QoS � AQM � MRED

42.1 Introduction

In recent years, the continuous increase of traffic and service types has caused
great demand in IP QoS and MPLS (Multi-Protocol Label Switching) DiffServ
(Differentiated Service) model became dominant technology in solving IP QoS
problems. The technological combination and interoperability [1] of MPLS and
DiffServ is to take advantage of explicit routing and fast forwarding of MPLS and
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the scalability of DiffServ, so choosing MPLS DiffServ environment has more
practical meaning. Active Queue Management (AQM) is a mechanism which can
drop packets by some strategy before router buffer is full and avoid global
synchronization. RFC 2597 recommends that AQM mechanism be used to realize
the multiple levels of drop precedence required in the AF PHB. MRED (Multi-
level RED) [2] supporting DiffServ and MPLS is an AQM mechanism that can
execute different RED policy and calculate drop probability independently for
different drop precedence. In this paper, the limitations of MRED are researched
and analyzed. Improved schemes are proposed and I-AMRED algorithm is raised.
NS-2 platform is used to verify the effectiveness of I-AMRED algorithm.
Comparisons of performance parameters such as throughput, packet loss ratio are
presented between I-AMRED and MRED in two experiment schemes using NS-2.

42.2 The Limitations of MRED

MRED maintains multiple sets of RED thresholds [3]. With the continuous
development of IP networks some limitations appear.

(1) Sensitiveness to RED Parameters Configuration: Configured RED parameters
include the maximum threshold (maxth), the minimum threshold (minth) and
the maximum drop probability (maxp). MRED uses these configuration
parameters un-self-adaptively. If RED parameters are configured improperly,
the fluctuation of average queue length will become violent [4].

(2) Instability When Traffic Is Large or Sharply Increased: Essentially, linear
relation between drop probability (Pb) and average queue length (avg_q) for
each drop precedence leads to the instability of throughput value. When avg_q
ranges from minth to maxth, Pb will increase slowly with the increase of avg_q.
When traffic sharply increases, queue buffer would have been filled up,
accordingly, throughput will drop and link utilization will reduce [5].

(3) Insufficiency to Reflect Congestion Condition: MRED uses avg_q as unique
evaluation parameter to reflect congestion change. However, avg_q can’t always
reflect congestion condition correctly. When weight value is low and the value of
avg_q is high, the condition of congestion may be relieved. At this time, if
deciding drop policy only according to avg_q, packet loss ratio will raise.

42.3 I-AMRED Algorithm

42.3.1 Basic Ideas of I-AMRED Algorithm

The purpose of I-AMRED is to remove the limitations of RED, and to accordingly
reduce packet loss ratio.
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(1) Import ARED Mechanism: In order to reduce sensitiveness to RED parameters
configuration of MRED, import adaptive mechanism of ARED and make
avg_q range from minth to maxth as far as possible. Two judgment principles is
introduced, that is reducing maxp value by dividing a factor a when congestion
condition of networks is in a low level, and raising maxp value by multiplying
a factor b when congestion condition of networks is in a high level. Factor a
and b are both more than 1, and control RED policy should be more positive or
more conservative by monitoring the change of avg_q every certain period.

(2) Change Linear Relation Between Pb and avg_q: To raise stability of MRED
when traffic is large or sharply increased, linear relation between Pb and avg_q
should be changed to exponential relation as in Fig. 42.1. The purpose of this
change is to reduce Pb when avg_q approaches minth (queue buffer of router is
relatively idle) and to raise Pb when avg_q approaches maxth (queue buffer of
router is almost filled up), accordingly relieving shortage of queue buffer of
router before congestion and improving the stability of network throughput.

(3) Import Real-time Queue Length as Another Evaluation of Congestion Con-
dition: To reflect congestion condition more sufficiently and reduce packet loss
ratio, import real-time queue length (qlen) as another evaluation criterion of
congestion condition of queue buffer of router. Three judgments are added:

(1) avg_q C maxth: If qlen is less than maxth, use qlen instead of avg_q to
calculate drop probability, else, drop all arriving packets.

(2) qlen C maxth: No matter whether avg_q is more than maxth, drop all
arriving packets.

(3) Use avg_q to calculate drop probability except the two conditions of the
two judgments above.

When weight value of a certain Behavior Aggregate (BA) is very low and at
this time congestion is relieved just now and avg_q is more than maxth but qlen has

Pb

avg_q

1

maxp

maxthminth

(e-1)·maxp

MRED

I-AMRED

Fig. 42.1 Exponential relation of drop probability and average queue length in I-AMRED
algorithm
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been already less than maxth, it is not essential to drop arriving packets and qlen
should be used to implement drop policy instead of drop all arriving packet. When
qlen is more than maxth, queue buffer of router has been filled up, if avg_q is less
than maxth and calculate Pb and let packets access, causing higher packet loss ratio,
at this time, all arriving packets should be dropped. Because the three judgments
above are added, congestion will be relieved earlier when qlen is more than maxth

but avg_q is still less than maxth. Therefore, packet drop ratio of network will
decrease totally.

42.3.2 Concrete Design of I-AMRED Algorithm

42.3.2.1 Calculation Equations

I-AMRED is an algorithm which can differentiates calculation from many BAs. In
order to look convenient, variables of I-AMRED as below all aim at a certain BA.

avg q ¼ ð1� wqÞ � avg q0 þ q� wq ð42:1Þ

Pb ¼ maxp � exp
avg q�minth

maxth�minth

� �

� maxp ð42:2Þ

In Eq. (42.1), wq is set as weight value of certain level drop precedence, avg_q
is average queue length of last time and initial value of avg_q is zero. q is
instantaneous queue length of sampling time. When avg_q ranges from minth to
maxth, Pb is calculated as in Eq. (42.2). The relation between Pb and avg_q in Eq.
(42.2) is exponential as in Fig. 42.1.

42.3.2.2 Implementation in NS-2

NS-2 simulation platform contain DiffServ module, where MRED is programmed
in the files of ‘‘dsredq.cc’’ and ‘‘dsredq.h’’ [6], so I-AMRED is implemented by
modifying program code according to Eq. (42.2).

In the file‘‘dsredq.h’’, add enumeration variable status and integer variable qlen,
and declare function updateIAMREDMaxP().

In the file‘‘dsredq.cc’’, define the function updateIAMREDMaxP() in order to
update maxp parameter periodically according to I-AMRED judgments. Modify
the calculation formulae to exponential form and add judgments about qlen into
the function enque(). Add the function updateIAMREDMaxP() into the function
calcAvg() in order to update maxp parameter periodically for every BA.
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42.4 Experiments on NS-2 Platform

42.4.1 Experiment 1

The network topology of experiment 1 is set as a simple network. Four source nodes
send data to four destination nodes through a bottleneck link which is from a core
router to an edge router. Three TCP agents are set on three source nodes which are
marked with different drop precedence. An UDP agent is set on one source node, in
which traffic is the sum of the three TCP sources. Links between edge routers and core
router adopt TSW3CM. All nodes are configured as MPLS nodes.

Two schemes are set in experiment 1. First, let four source nodes send data in a
high constant rate at the beginning of simulation time. Second, let two source
nodes send data at the beginning of simulation time, and then at the 3rd second let
other two source nodes send data. The purpose is to verify stability when traffic
sharply increases.

42.4.2 Experiment 2

The network topology of experiment 2 is set as Fig. 42.2, and the purpose is to
examine whether I-AMRED will be stable when the network scale is large. C is
core router, E1, E2, …, E11 are source edge routers, E0 is destination edge router,
S1, S2, …, S11 are source nodes, D is destination node. Every source node has a
TCP agent marked by different drop precedence. These TCP agents use random
number generator and adopt exponential distribution generating a number as a
time interval of TCP transmission. Pareto model is used to generate a random
number to assign a size of file needed to be transmitted. The arrival of packet obeys
Poisson distribution. The link between C and E0 is bottleneck link. Accordingly,
uncertainties of actual network distribution and data transmission can be simulated
and stability of I-AMRED can be verified more practical.

C

E3

E0 D

E1

E2E4

E6

E5

S3

E11

E10
E9

E8

E7

S9
S8

S7

S6

S5

S4 S2

S1

S11

S10

Bottleneck link

Fig. 42.2 Network topology
of experiment 2
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42.5 Results and Discussions

42.5.1 Experiment 1

When four source nodes send data in constant rate at the same time, set simulation
time as 10 s, and throughput comparison figure between MRED and I-AMRED is
shown in Fig. 42.3. So I-AMRED improves throughput on the whole, and is more
stable than MRED at the beginning of simulation time. Packet loss ratio com-
parison between MRED and I-AMRED is shown in Table 42.1.

When letting two TCP sources send data at the beginning of simulation time,
and then at the 3rd second let another TCP source and UDP source send data at the
second scheme in experiment 1, throughput comparison figure between MRED
and I-AMRED is shown in Fig. 42.4. So it is clear that when traffic is sharply
increased, throughput using I-AMRED increases as simulation time goes on.

Packet loss ratio comparison between the two algorithms is as Table 42.2, so
I-AMRED algorithm make packet loss ratio of TCP (AF PHB) reduce much, but
UDP packet loss ratio raises, for drop precedence of UDP packets is high, and
traffic of UDP is the sum of three TCP sources. As a whole, I-AMRED make
average packet loss ratio decrease by over 10 %.

Fig. 42.3 Throughput comparison when sending rate is constant in experiment 1
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42.5.2 Experiment 2

In experiment 2, throughput comparison figure between MRED and I-AMRED is
shown in Fig. 42.5, so I-AMRED make throughput even more stable and higher
when network topology is more complex. Packet loss ratio comparison between
MRED and I-AMRED is shown in Table 42.3.

Four TCP agents selected are examined. It is clear that packet loss ratios of four
TCP sources all decrease after using I-AMRED, but the decrease of low drop

Table 42.1 Drop packet ratio comparison when sending rate is constant

TCP1 (%) TCP2 (%) TCP3 (%) UDP (%)

MRED 5.699177 5.215420 6.076389 6.785214
I-AMRED 2.628697 3.158488 2.604699 8.526743

Fig. 42.4 Throughput comparison when traffic increases sharply in experiment 1

Table 42.2 Drop packet ratio comparison when traffic sharply increases at 3rd second

TCP1 (%) TCP2 (%) TCP3 (%) UDP (%)

MRED 6.156234 6.538661 5.343511 5.996960
I-AMRED 4.559118 4.552129 2.422407 10.309650
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precedence is more obvious, the decrease of high drop precedence is less. As a
whole, average packet loss ratio decreases notably.

42.6 Conclusion

The results of experiment 1 and 2 indicate that I-AMRED raises throughput
especially when traffic is large. And it sharply increases compared with MRED,
and notably reduces packet loss ratio of AF PHB. Because of the improvement of
throughput and packet loss ratio, sensitiveness to RED control parameter
decreases, while stability of network throughput increases. These advantages make
I-AMRED algorithm very suitable for current IP networks in which the amount
and type of user and traffic expand rapidly. In summary, I-AMRED algorithm is
ideally suitable for MPLS networks based on DiffServ.

Fig. 42.5 Throughput comparison of MRED and I-AMRED in experiment 2

Table 42.3 Drop packet ratio comparison in experiment 2

TCP1 (%) TCP2 (%) TCP3 (%) TCP4 (%)

MRED 1.800000 2.824859 8.387097 9.409190
I-AMRED 0.908998 1.821934 6.895765 8.134652
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Chapter 43
The Analysis and Implementation
of Universal Workflow with Partition
Algorithm on Finite Field

Wenxin Hu, Yaqian Yang and Guoyue Chen

Abstract To guarantee the running of system without collapse when deal with the
complex changes of personnel and departments and implement the compatibility
of the workflow system within different kinds of enterprises under certain regu-
lations, Workflow with Partition Algorithm on Finite Field denoted in this paper
provides an efficient solution. According to the performance of the eventually
practice, this strategy completely solve the problem of addressing the issues of
personnel position and department architecture changes in an enterprise as well as
the requirement of enforcing the compatibility of the workflow system when
deploying on different enterprises and also reduce the cost of system designing and
new user importing time.

Keywords Workflow � Partition on finite field � Organizational hierarchy

43.1 Introduction

The technology of workflow starts from researches on office automation in mid-
1970s [1]. Many related works have been reported in the research of self-adaptive
workflow system. Two strategies of selection-adaption, through defining some
phases of the workflow system during the running period instead of the creation
time have been denoted [2, 3]. An interaction framework in which Manual
intervening when the running system encounters some certain situations has been
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provided [4]. An architecture named Tri GSflow intends to use object oriented
technology to integrate the object oriented model, role model and rule model in the
workflow system [5]. Then resolution strategy and method of flexible workflow
were discussed in particular from theoretical and implemental sides [6]. Some
improvements on the dynamic modeling method have been made [7]. And a
method was proposed to construct workflow including loop dynamically.

However, there’re still some challenges within the state of the art technology.
For example, it’s hard to guarantee the running of system without collapse when
deal with the complex changes of personnel and departments. For another, current
researches of the workflow are mainly limited within the scope of s single
enterprise, that means it can only deal with the flow changes took place in one
certain company.

The algorithm denotes in this paper can greatly relieve the problems described
above and can thus significantly improves the performance of the current workflow
system. It provides an effective solution for both situations mentioned above by
firstly extracting valid keywords according to organization information the
enterprise possessed, and then partitioning these keywords into finite fields which
is necessary for dealing with the problems made by personnel change and
department restructuring.

The description of finite field partition algorithm is presented in Sect. 43.2.
Section 43.3 provides the implementation and Sect. 43.4 presents a workflow
implementation of the algorithm. Then Sect. 43.5 presents some concluding
remarks.

43.2 Finite Field Partition Algorithm

The elements of this algorithm are described below:

(1) Pattern of organization information constitution: That means the regulations
followed by denominating of each department, institution and organization in
an enterprise.

Definition 1 Denote the number of enterprises with universal workflow service as
m; the information constitution pattern of every enterprise as Pi; 0\i�m: So the
universal workflow information constitution pattern is as follow.

P ¼ Pij0\i�mf g ð43:1Þ

(2) Integrity Attribute of organization Information: the integrity designation of
internal departments and organization according to constitution pattern.
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Definition 2 Denote the integrity attribute of an enterprise as Di; so the integrity
attribute of universal workflow information is represented below.

D ¼ Dij0\i�m;Pi Dð Þ 2 Pf g ð43:2Þ

(3) Hierarchy: The hierarchical relationship among the organizations according to
compartmentalization from superior to inferior.

Definition 3 Li describes hierarchy number of each enterprise which participates
in workflow. The hierarchical relationship of universal workflow organization is as
follow.

L ¼ Lij0\i�mf g ð43:3Þ

(4) Keyword: A group of distinguishing strings or string set for dividing
information integrity attributes into separated string subset in reference to
hierarchical relationship.

Definition 4 If the hierarchy number of an enterprise is Li; the number of keyword
subsets should be Li � 1since Li � 1subsets will separate the integrate information
into Li finite fields. Ki means all keywords of every enterprise for integrity attribute
partition. The total of the number of keyword subsets in every hierarchy through
the partition algorithm C equals Li � 1.

Ki ¼ kjk 2 Ki;
X

C kð Þð Þ ¼ Li � 1
n o

ð43:4Þ

The universal workflow keywords are as follow.

K ¼ Kij0\i�mf g ð43:5Þ

(5) Finite fields: describe the several fields from integrity attribute divided by
keywords.

Definition 5 Assort the set of keyword from each enterprise (Li-1 in all) from
high to low and match them with the integrity attribute of this enterprise. If a
matched keyword (or an item of a keyword subset) is included, then partition this
content as a finite field. Again, this attribute begins the next matching process with
the next keyword after this partition, until all the keywords or keyword subsets in
the set are processed. This procedure can be described as below:
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1 counting variable I = 1
2 remaining properties after partition SD = Di

3 the set of partitioned properties G =
4 While I <= Li-1 {
5 k = Ki (I)
6 IF SD k
7 {
8 g = The content of SD partitioned by k
10 G = G g
11 SD = SD – G
12 I = I + 1
13 }
14 }
15 loop
According to the principle elements listed above, the hierarchy model is

illustrated as follow (Shown in Table 43.1).
Following the parameter settings in the table above, the hierarchical partition of

partition algorithm on finite field is demonstrated as follow. All of the internal
departments in an enterprise are partitioned hierarchically. Hence, each node on the
workflow can be defined by names of these departments and personnel (Fig. 43.1).

43.3 Implementation of Finite Field Partition Algorithm

43.3.1 Preparation of Basic Data for Workflow

(1) Draw keywords and number of ranks, which is also the maxim numbers of
possible nodes in the workflow route, for partition from collection of sorted
designations of all departments and organizations.

Table 43.1 An example of the principle elements

Elements Examples

Constitution pattern of enterprise
information

Including all complete designations from top to bottom

Integrity attributes of enterprise
information

D: String 1 Keyword 1 String 2 Keyword 2 String 3
Keyword 3 String 4

Hierarchy L: 4
Keyword K1 : Keyword1f g;

K2 : Keyword2f g;
K3 : Keyword3f g

Finite fields generated after partition G1 : String1 Keyword1f g;
G2 : String2 Keyword2f g;
G3 : String3 Keyword3f g;
G4 : String4f g
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(2) Configure keywords and the number of ranks.
(3) Divide the integral department designations into distinct rank components

according to the keywords.
(4) Input all position designations which may possibly appear on workflow

approval routings.
(5) Set respective position designations for every employee in the staff table.

According to the steps listed above (shown in Fig. 43.2), the basic data can be
prepared for establishing workflow approval routings as well as for flexibly
implementing different workflow paths. Special implementation is shown in
Fig. 43.3.

43.3.2 Path Establishing in Universal Workflow System
for Basic Workflow

A stabilized, regulated and limited workflow should be established in any
enterprise, whatever its scale. Or, workflow would lose its significance. Thus,
the subsequence step is to build up the potential workflow route in the intern
enterprise. This includes four steps listed below:

(1) Set work positions of every approval node on each workflow route.
(2) Set hierarchical mark number of those positions.

D

'D

''D

Φ

( )0L =

( )4L =( )3L =( )2L =( )1L =

1 1String Keyword 2 2String Keyword 3 3String Keyword 4String

3K2K1K

Fig. 43.1 The hierarchical partition by partition algorithm on finite field

Extracting 
keywords 

Distinct rank 
component 

System position 
setting

Position 
designation 

setting

Fig. 43.2 The flow sheet of parallel processing of extracting keywords and system position
setting
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(3) Iterate (1) and (2) until a workflow path is established.
(4) Iterate (1), (2) and (3) to create multiple paths for an enterprise.

Then, basic workflow routes can be established.

43.3.3 Workflow Setting for Special Field

In practical situation, besides the top-down approval structure in the regular
enterprises, some special requirements are needed in certain ones. For instance,
some enterprises require specialized quality control departments to participant in
workflow approval. Otherwise, some need supervision departments activate
throughout the process. Moreover, some allow employees in some certain
departments that can join the procedure of approval, etc. Denote these spetial
departments as special field and with those possible situations under consideration,
we integrate those requirements in the universal workflow. The main steps of
integration are listed below (shown in Fig. 43.4):

(1) When dealing with the scenario of department, such as quality control
departments, special function departments and supervise department need to
participate into the procedure of approval, we load the data of designations of
those departments into the personnel position table of workflow system dat-
abases when setting the basic data. These special departments are named as
special field.

(2) Set employees in relevant special departments. Normally, there are many in one.
(3) By analogy of work position, map those special departments to the nodes in

the workflow.
(4) According to the different ways employees in those special departments par-

ticipate into the workflow, divide the special field into collateral filed and
exclusive field. All members in compatible field should join the tasks of the
workflow node, the moment for participating in workflow. One and only one
of those members in exclusive field should join the tasks of the workflow node.

Fig. 43.3 Extraction of keywords for diving distinct rank components according to data analysis
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(5) According to the special filed nodes which participate into the action of
workflow, Special field can also be divided into two different types: partial
field and global field. Partial field has its unique working sequence, which
means workflow members in partial field will join workflow tasks in special
setting time while following the workflow order. Members of Global field in
this field can join workflow tasks any time. In another word, no specific
sequence is existent. In universal department, the approval timing of a member
follows the time-order, like other members. The specific implementation is
shown in Fig. 43.5.]

43.4 Workflow Implementation

After completing three main steps illustrated above, the basic workflow route
should be established. Then, the final implementation is available. The critical
point in this procedure is to allocate preset roles to single employee. Otherwise,
department designations which partitioned by low, can bring us convenience

Position

Rank

Special

Fig. 43.4 Flow sheet of route setting of basic workflow and workflow containing special field

Fig. 43.5 Setting approval nodes of every rank on the route of workflow containing special field
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to easily confirm each roles on the approval route instead of searching rank
relationships among complex staff tables. The main steps are listed below:

(1) Select a workflow route or automatically generate one depending on the
different approval content.

(2) Gain all the finite fields of the applicant’s department.
(3) Determine the next node which should be approved, and gain the position and

the position rank number of the approval manager.
(4) Gain the desired finite fields of confirmer and its department finite fields by

matching designations gained in step (2) with rank number.
(5) In this department, determine a approval manager in the members who own

the position mentioned in step (3).
(6) Submit the approval request to the selected approval manager.
(7) Let the approval manager be the requirement submitter, and iterate steps from

(2) to (6) until the whole workflow route is established.

The special implementation can be seen in Fig. 43.6. After selecting a certain
route of workflow in the basis of user information, ascertain an individual route of
workflow according to the relevant information of position and role of system
settings.

43.5 Conclusion

Since it works on the enterprise information basis, the special-field workflow
system based on partition algorithm on finite field can perfectly meet the
requirements of organization structure changing and personnel switching. More-
over, because organization information is internal resources of an enterprise, there
is no need to do a lot of system-oriented design. Therefore, it can significantly
reduce the cost of system designing and new user importing time. Currently,
almost all the workflow systems adopt the security mechanism based on the Task-

Fig. 43.6 Ascertaining an individual route of workflow
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Role access control. However, with the system become more and more complex,
other approaches are necessary to guarantee the security of the system. For
example, the mixture pattern of Task-Role access control and self-adaptive
mechanism can improve the system security in distributed environment and this
will be our future work.
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Chapter 44
Optimization for the Logistics Network
of Electric Power Enterprise Based
on a Mixed MCPSO and Simulated
Annealing Algorithm

Lin Yuan, Dong Wang and Canquan Li

Abstract Recently the Electric Power Enterprise have many problems showing
up. Combining the characters of Electric power enterprise supplies, researchers
build an optimized network model to solve the irrationality of warehouse network,
the simplex distribution and the high storage cost. This new model uses a method
different from gravity and radius method which usually used by the general
models. Researchers also discuss the penalty costs, construction costs and the
operation costs in this paper. They use simulated annealing algorithm based on a
mixed MCPSO (Multi-swarm Cooperative Particle Swarm Optimizer) in the new
model. Fortunately, in an actual project of Power Supply Company, this optimized
scheme is verified to be rational and effective.

Keywords Electric power enterprise � Logistics network � Mixed MCPSO and
simulated annealing algorithm

44.1 Introduction

With the opening of electric power market, the power materials and goods man-
agement become one of the main factors to affect the core competence and cost,
which faces a huge drastic market competition and challenge [1].

Although the power material management share some similarities to the other
industries’ material management, a higher demand of the selection and matching
of goods is made by the characteristics of the electric power industry [2]. The
storage is an important link of modern logistic management. The effective ware-
house would simly integrating production, reducing cost and optimizing logistics
network. The warehouse cost, which has direct influence on the cost of power
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production and construction, is related to the economy efficiency of electric power
enterprise [3]. Therefore, this paper focus on how to optimize the logistics
network. It provides reference and theoretical support to enhance resource inte-
gration capability, reduce cost and maintain the security of the power grid.

44.2 Logistics Network Optimization Model of Electric
Power Enterprise

44.2.1 The Model of Logistics Network

It proposes a network topology of logistics network with three layers as shown in
Fig. 44.1. The first layer stands a hypothesized central warehouse. On the second
layer, a small amount of district warehouses are controlled by central warehouse.
Those district warehouses delivery materials to the third layer which presents the
turnover warehouses. The function of turnover warehouses is to support the
operation of power companies.

Based on the network topology, an optimization model is established.

44.2.1.1 The Logistics Demand of District Warehouses and Turnover
Warehouses

Because the material demand prediction of power industry cannot be accurately
obtained by traditional demand prediction, the electricity consumption is com-
bined [4]. The expression is as follow:

Fig. 44.1 A network
topology of logistics network
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R ¼ Ec� Q ð44:1Þ

In this function, Q means the amount of inventory used by the unit electricity
consumption. R stands for the amount of annual inventory. Ec is annual electricity
consumption.

We hypothesized that there are i kinds of materials. Rm represents the delivery
quantity of district warehouse m. Rmi, as the delivery quantity of the ith kind
materials from district warehouse m, transports the ith kind materials to several
turnover warehouses. The ith kind of materials in a turnover warehouse can be
transported by only one district warehouse. We can get the formula:

• The Sum of Storage Material

R ¼ Ec
X

I

i¼1

Qi ð44:2Þ

• The Logistics Demand of District Warehouses

Rm ¼
X

I

i¼1

lmiRmi ð44:3Þ

Rmi ¼
X

N

n¼1

xmniRni; lmi ¼ 1 ð44:4Þ

X

M

m¼1

xmni ¼ 1 ð44:5Þ

xmni 0–1 variable, the ith kind materials of Turnover Warehouse n is distributed
from District Warehouse m or not;
Rni delivery quantity of the ith kind materials from Turnover Warehouse n;
• The Logistics Demand of Turnover Warehouses

Rn ¼
X

I

i¼1

Rni ð44:6Þ

Rni ¼
X

K

k¼1

rnkRki þ rni ð44:7Þ

XN

n¼1
rnk ¼ 1; 8k ð44:8Þ

K the sets of cancelled warehouses;
rnk 0–1 variable, if the materials of cancelled warehouse k is distributed from
turnover warehouse n, rnk= 1;
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Rki delivery quantity of the ith kind materials from cancelled warehouse k;
rni output of the ith kind materials from turnover warehouse n;

44.2.1.2 The Reconstruction Cost of District Warehouses
and Turnover Warehouses

According to the logistics demand, it is possible that warehouses need recon-
struction. Eqs. (44.9)–(44.12) reflect the reconstruction cost.

• The Reconstruction Cost of District Warehouses

W ¼
X

M

m¼1

dmðA1Sm1 þ A2Sm2 þ A3cm

Rm

TB
� Sm1 � Sm2

ffi �

þ dmÞ ð44:9Þ

cm ¼
0; Sm1 þ Sm2� Rm

TB
1; Sm1 þ Sm2\ Rm

TB

(

ð44:10Þ

• The Reconstruction Cost of Turnover Warehouses

U ¼
X

N

n¼1

dnðA1Sn1 þ A2Sn2 þ A3cn

Rn

TB
� Sn1 � Sn2

ffi �

þ dnÞ ð44:11Þ

cn ¼
0; Sn1 þ Sn2� Rn

TB
1; Sn1 þ Sn2\ Rn

TB

(

ð44:12Þ

T Turnover rate;
B The average stock value per square meter;
A1 Inside reconstruction cost;
A2 Outside reconstruction cost;
A3 The average of construction cost
Sm1; Sn1 The indoor storage area of Warehouse;
Sm2; Sn2 The outdoor storage area of Warehouse;
Sm; Sn The area of Warehouse;
cm; cn 0–1 variable, Warehouse needs to be newly built or not;
dm; dn The fixed cost of the construction of Warehouse;
dm Warehouse m is district warehouse or not;
dn Warehouse n is turnover warehouse or not.
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44.2.1.3 The Operation Cost of District Warehouses and Turnover
Warehouses

V ¼
X

M

m¼1

dmðm1 þ m2Þ Sm1 þ Sm2 þ cm
Rm

TB
� Sm1 � Sm2

ffi �� �

þ
X

N

n¼1

dn n1 þ n2ð Þ Sn1 þ Sn2 þ cn
Rn

TB
� Sn1 � Sn2

ffi �� �

ð44:13Þ

The operation cost consists of two parts: the labor cost and maintenance cost. In
(44.13), means the labor cost per square meter, standing for the maintenance cost
per square meter.

44.2.1.4 The Penalty Cost

In electric power company, they delivery materials from district warehouses to
turnover warehouses by their own trucks. Combining the actual situation, we use
penalty cost instead of traffic cost.

Y ¼
X

M

m¼1

X

N

n¼1

X

I

i¼1

umnðdmn � D1Þh1xmniRni þ
X

N

n¼1

X

K

k¼1

X

I

i¼1

rnkðdnk � D2Þh2Rki

ð44:14Þ

umn Turnover Warehouse n is covered by the service radius of District
Warehouse m;

rnk Cancelled Warehouse k is covered by the service radius of Turnover
Warehouse;

dnk road distance from Turnover Warehouse n to Cancelled Warehouse k;
D1 The service radius of District Warehouse to Turnover Warehouse;
D2 The service radius of Turnover Warehouse;
h1 Service penalty rate of District Warehouse;
h2 Service penalty rate of Turnover Warehouse.

44.2.1.5 The Total Storage Cost

Based on the above, the whole network model is as follow:

Minimize UþWþ Vþ Y ð44:15Þ
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44.3 A Mixed MCPSO and Simulated Annealing
Algorithm

44.3.1 The Framework of Algorithm

According to Ref [5], a mixed MCPSO and simulated annealing algorithm is
proposed in this paper as shown in Fig. 44.2.

44.3.2 Optimal Design Steps of Algorithm

• Initialize the Particle Swarm.
S groups with N particles are generated. Annealing temperature is T.

• Operate PSO Algorithm by Every Subgroup.
Before updating the status of subgroups, a main group M is selected by tour-
nament selection to compare with the global best position of each subgroup.
Every subgroup Q sends information of the personal best position to M. The
positions of ith particle in d-dimensional space are expressed
intoxi ¼ xi1; xi2; . . .; xidð Þ. The speed is represented in vi ¼ ðvi1; vi2; . . .vidÞ.
Particle swarm is updated according to the velocity update rule of MCPSO.

vM
id ¼ vM

id þ c1r1 pM
id � xM

id

� �

þ c2r2 pM
g � xM

id

� 	

þ /c3r3ðpQ
g � xM

idÞ ð44:17Þ

xi t þ 1ð Þ ¼ xi tð Þ þ viðtÞ ð44:18Þ

c3 Learning factors;
r3 Random numbers obeying the (0, 1) uniform distribution;
/ 0–1 variable, removal factor;
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• Simulated Annealing
SA is used to deal with each individual generated from the step 2. If the
evolving times are less than the maximum times, return step 2.

• Accomplishment
When a given maximum number of iteration has been performed, or the algo-
rithm has satisfactory results, the algorithm is accomplishment.

Division strategy of 
subgroup

Initialize particle swarm

Calculate fitness value 

Acquisition of global best 
position

Convergent 
conditions are 

met or not

Accomplishment

Operation on dropping in 
temperature. Calculate Pbest and Gbest

Select main group by tournament 
selection method

Update particle swarm by 
function 17 18

Y

Decrease 
temperature 

or notN

Algorithm 
Preparation

Y

N

Obtain optimal solution

Simulated 
Annealing

Iteration of standard pso for subgroup

Global updating rule

Fig. 44.2 The framework of algorithm
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44.4 Examples and Results Analysis

A power supply company somewhere in China has 28 warehouses. Compared with
current situation, the results are presented. We build a network of warehouses in
Table 44.1 (Tables 44.2, 44.3).

Obviously, the number of warehouse is reduced. The cost of transportation,
storage and service is also reduce by 14 %.

44.5 Conclusion

Logistics network of electric power enterprise is a multiplicity and complexity
network. Combining with the features of enterprise, a mathematical optimization
model is put forward in this paper. In order to solve this model, a mixed MCPSO
and simulated annealing algorithm is presented. In the end, the validity of the
method is verified with an actual project.

Table 44.1 The relationship
of district and turnover
warehouse

District warehouse Turnover warehouse

1 6,7,8
2 9,15,22
3 23,24
4 25,26
5 27,28

Table 44.2 The relationship
of turnover and cancelled
warehouse

The service radius
of turnover warehouse

The service radius of
cancelled warehouse

9 10,11,12,13,14
15 16,17,18,19,20,21

The service radius of No.9 warehouse covers the service radius
of No.10–14
The service radius of No.15 warehouse covers the service radius
of No.16–21

Table 44.3 Comparison
diagram of optimized results

District
warehouse
amount

Turnover
warehouse
amount

Cost

Before optimizing – 28 250015167.3
After optimizing 5 12 228652211.3
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Chapter 45
Bi-Level Programming Model and Taboo
Search Algorithm in Industrial Location
Under the Condition of Random Price

Yuan Qu and Zhong-ping Jiang

Abstract In this paper, the Bi-level programming model with random prize is
presented to solve the industrial location problem. In terms of the binary coding,
and controlling the location numbers on the operation of neighborhood, three kinds
of neighbor domain are proposed by introducing the taboo search algorithm. In
order to improve the taboo search algorithm for the efficiency and effectiveness of
the addressed algorithm, the research utilizes a penalty function to deal with the
constraints of the total amount of investment as well as introducing the principal of
the model and TS. The representative example is used to illustrate the correctness
of the optimal algorithm.

Keywords Industry location � Bi-level programming � Taboo search algorithm

45.1 Introduction

Looking back past researches on location problem, location-allocation problem
(LA) becomes the most discussed topics in this area since it was proposed. LA
mainly think about the relationship between facilities location and goods allocation,
with the purpose to determine the optimal number, location and size of transit
centers, hence to keep operating expenses and vehicles cost in lowest level. So far,
many scholars committed to LA study and has made great remarkable efforts, some
representative researchers are William [1], HodgBon [2], Keith [3], Hsieh [4] etc.

This article focuses on the industry location problem based in LA, not only the
number and location, but also the output of each factory is the essential factors.
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W. E. Wong and T. Ma (eds.), Emerging Technologies for Information
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This paper introduces the price as a random variable, then establish bi-level
optimization model with the tabu search algorithm, and multiple sets of data will
be tested; finally, a representative result and the analysis are presented.

45.2 Problem Description and Model

45.2.1 Problem Description

LA can be described as follows: leader factory will establish one or more factories
whose total capacity is Q, with limitation of factory number, total investment,
management, and technical force in M candidate locations; the effectiveness of the
plant is influenced by its annual output, product, market prices, raw material prices
and operating costs; the annual factory capacity is affected by amount of invest-
ment; the market price of product is a stochastic variable subject to a certain
distribution; raw materials price is influenced by the whole layout; the goal is to
maximize the difference between the sum of annual profit of all factory and the
average annual amount of investment.

45.2.2 Mathematical Models

45.2.2.1 Model

In this paper, a bi-level optimization is used to describe the industry location
problem. The upper level plan describes the optimal number, the location of
industry and the total investment within the limits of decision-making; the lower
level programming determines the capability of branch factory, aiming to maxi-
mize the total annual profit. The model is as follows1:

max
i
ðv� H

X

i2I

CiðyiÞxiÞ

s.t.
X

i2I

xi�N
ð45:1Þ

X

i2I

CiðyiÞxi� IN ð45:2Þ

xi ¼ 0 or 1; i 2 I ð45:3Þ

1 The full name of all s. t. in the paper are subject to.
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V ¼ max
Y

X

i2I

Ppyi �
X

i2I

ððPMðXÞyi þ CEiÞÞ

s.t.
X

i2I

yi�Q
ð45:4Þ

yi�QL ð45:5Þ
X

i2I

EðyiÞxi�EM ð45:6Þ

yi� 0 ð45:7Þ

where xi means assigned 1 if the depot i is selected as the location factory, 0
opposite; X is upper decision variables {Xi}; yi means production possibility of the
factory; I is collection of the candidate location; Ci(yi) is construct costs when a
branch was established at the depot i, is the function of yi, Ci(yi) = a1yi

b1 ? c1, a1,
b1, c1 are construction cost parameters; N is restriction number of industries; IN is
the restrictions total investment; v is total profits per year of lower level plant;
H means unit coefficient which matches the upper plant construction costs and the
lower branch’s total profits.

The upper objective function is to maximize the difference between the annual
profit and the average annual investment.

PP is the product price, it is a random variable obedient to a certain distribution,
gained from test of goodness of fit of market prices statistical analysis
~PP�NðL;R2Þ, PM(X) is the unit cost of the product, includes raw materials costs,
human costs and logistics costs. Which is the function of X. Suppose S is the

collection of the chosen location, then PMðXÞ ¼
a2ð
P

j2S;j 6¼i

1

d
b2j
i

Þþc2

ûSûb3
, a2, b2, b3, c2 is a

normal number;
CEi is constant which means other operating expenses of plant i; Q is total

designed production possibility of the factory; QL means lower limit of branch’s
production possibility; EM is human resource constraints, including management,
technical force; E(yi) is a function of production possibilities, means the occupied
human resources of the factory i, and E(yi) = a3yi ? c3, where a3, c3 are constant;

The lower objective function represents maximizing total operating profit, that
is, to maximize the difference between the plant output value and the total cost;

Regulation (1): restrictions of branch number;
Regulation (2): restrictions on total investment;
Regulation (3): upper 0–1 decision variables;
Regulation (4): total plant designed production possibility is Q;
Regulation (5): lower limit QL of single branch’s production possibility;
Regulation (6): total human resource constraints;
Regulation (7): factory production possibility is not less than 0.
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45.2.2.2 Model Random Parameters Processing

As the above model expressed, the lower objective function contains a random
variable P̂P to process, we chose to follow processing methods: the objective
function is transformed into constraint conditions, the probability of which is not
less than the predetermined confidence level A [5] and [6]. Make
Pr vðYÞ� v̂f g�A, then v ¼ max vûPr vðYÞ� vf g�Af g, that is, v is the maximum
value of the objective functions when the confidence level is greater than or equal
to A, so the lower objective function v(Y) transform to:max v

s:t:Pr vðYÞvf g�A
Because v(Y) is a linear function of PP, and PP is subject to normal distribution,

so v(Y) is also subject to normal distribution, and

v� vðYÞ � Eðv� vðYÞÞ
Dðv� vðYÞÞ

�Nð0; 1Þ;Dðv� vðYÞÞ ¼ ð
X

i2I

yiÞ2DðPpÞ

Eðv� vðYÞÞ ¼ v� ð
X

i2I

yiEðPPÞ �
X

i2I

ðPMðXÞyi þ CEiÞÞ;

While vðYÞ� v is equivalent to v�vðYÞ�Eðv�vðYÞÞ
Dðv�vðYÞÞ

� �Eðv�vðYÞÞ
Dðv�vðYÞÞ

; Pr vðYÞ� vf g�A

can be transformed into Pr L� �Eðv�vðYÞÞ
Dðv�vðYÞÞ

n o

�A, L is a stochastic variable, subject

to a standard normal distribution. Make X ¼ 5�1ðAÞ; 5�1, is the inverse proba-
bility distribution function of standard normal distribution. From Ref. [7],

Pr L� �Eðv� vðYÞÞ
Dðv� vðYÞÞ

( )

�A) �Eðv� vðYÞÞ
Dðv� vðYÞÞ

�X

After processing, the low-level programming can be described as:

max v

s:t: v� ð
X

i2I

yiEð~PPÞ �
X

i2I

ðPMðXÞyi þ CEiÞÞ þ 5�1‘ðAÞ
X

i2I

yiDð~PPÞ� 0

Restrict (4) (5) and (6), let the upper planning unchanged, when lower-level
programming is processed through the random parameters, industry location
allocation model transforms to a deterministic bi-level programming problem, and
the low-level programming is linear.

45.3 The Algorithm Design of Industry Location
Allocation Problem

Because the location allocation problem is a NP-hard problem, the limit of the
node number will have strict requirements if using exact algorithm. Consequently,
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this research employs the tabu search algorithm to optimize the industry location
allocation problem considering the characteristics of the model.

45.3.1 Solution Structure and the Initial Solution Generation

By using binary code, the coding length is the number of candidate industry
locations, concerning the encoded depot i, 1 represents selected i as the industry
location, and 0 means depot i is not selected. Make B = N/M, for any point i in the
solutions, generating the random number D; if DcB, assigning 0 for depot i, or
otherwise set to 1. Repeat the above steps m times, then get the initial solution.

45.3.2 Neighborhood Search

According to the characteristics of industrial location allocation, we designed three
neighborhood operations: self-negated, 2-swap exchange and 2-opt exchanged.

1. Self-negated. Which is the operation of single point, that is doing self negated
for the selected solution i.

2. 2-swap exchange. Which is two-point operation, that is exchanging two points
of solutions while other points unchanged. For example, if selecting the points
2 and 6 in the solution to do 2-swap, solution 001101 will be turned into
011100.

3. 2-opt exchanged. Which is a Multi-point operation, that is exchanging two
points, and reverses the value between two points. For example, if selecting the
points 2 and 6 in the solution to do 2-opt exchanged, solution 001101 will be
turned into a 010110.

Self negated, 2-swap exchange operations can be faster when searching a local
optimal solution, while 2-opt exchange is able to expand the search space. Self-
negated and 2-swap exchange operate were repeated in each cycle to search the
local optimal solution. When the temporary optimal solution does not change, do
2-opt exchanged once to skip local optimal. The combinations of the above three
neighborhoods will not only maintain the advantages of the TS local ‘‘mountain-
climbing’’ ability, but also greatly enhance its global optimization ability.

45.3.3 Constraint Handling

The upper level constraints of the industry location allocation model include the
number of branches and the amount of total investment limits. The number of
factories is controlled by neighborhood operator: if the current solution violates the
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branch number limitation after a neighborhood operation, the operation of this
neighborhood will be canceled; for the total investment constraints, this paper
employs the penalty function. If the value is beyond the constraints, then it should
be multiplied by a penalty coefficient, which will be added into solutions for fitness
as a penalty. The upper objective function F can be expressed as:

F ¼ v� H
X

i2I

CiðyiÞxi � p~oð0;
X

i2I

CiðyiÞxi � INÞ

where v is the total per year of lower level plant; H is unit coefficient which
matches the upper plant construction costs and the lower branch’s total profits;
Ci(yi) is construct costs when a branch was established at the depot I; xi means
assigned 1 if the depot i is selected as the location factory, 0 opposite; IN is the
restrictions total investment; p is the penalty coefficient of the total amount of
investment constraints.

45.3.4 Tabu List and Termination Criteria

According to the different natures of neighborhood operation in this tabu search
algorithm, this paper designs two types of tabu list, namely the local tabu table and
the global taboo list. The local tabu table stores itself negated-swap and 2-swap,
exchange as the object of the neighborhood operation. That is, if a certain
neighborhood is adopted to get the current solution, then in the next G-cycles it
does not allow using the inverse operation of the neighborhood. Global taboo table
stores the solution value for each cycle of the optimization process, and this taboo
form can only be used in the selection of 2-opt exchange operation, so as to avoid
the search repeat and accelerate the optimization speed.

If you get a better solution than the current best solution after a neighborhood
operation, regardless of whether the neighborhood is taboo, the neighborhood
should be regarded as the current neighborhood. Termination condition: If the
optimal solution has not changed through the continuous K, the loop and the
algorithm end.

45.3.5 Some Key Steps of Tabu Search Algorithm
for Optimizing the Industry Location Problem
with Pseudocode

Parameters. init();
For every factory

f* = initSolution();
if (the optimal value of continuous K generations did not change){
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continue;//?
}
If (is Operated (f*.neighbor (2-opt))){
If (the optimal value of the continuous generation did not change){
nb solution values = searchSolution(f*.neighbor(2-opt));
} else {
nb_solution_values = searchSolution(!f*) ? searchSolution(f*.neighbor
(2-swap));
}
}
nb solution values. orderByDesc ();
For each f in nb solution values
If (f [ f*){
f* = f;
break;
}
If (f.violateRules() ==true){
contunue;
} else {
f = f*;
break;
}
End//the end of for each f in nb solution values
End//the end of for every factory

45.4 Numerical Results and Analysis

Calculate the multiple sets of examples by using TS in the industry Location
Problem. Here are the results and their analysis of one representative numerical
example.

45.4.1 Example Parameters and Results

Leader factory wants to establish one or more branch factories which the total
capacity is 10 million units in the 10 candidate locations, and the limitation of total
number of factory N = 5, the lower limit of single factory production capacity
QL = 100 million units, factory construction cost parameters are: a1 = 1, b1 = 0.7,
c1 = 10, total investment restrictions IN = 220; The parameters of raw materials
cost are: a2 = 100, b2 = 1.5, b3 = 0.15, c2 = 11, human resource parameters are:
a3 = 0.2, c3 = 10, EM = 250; matching coefficient H = 5, product price exhibits
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the normal distribution N(15,4), confidence A = 0.95; candidate location coordi-
nates generate randomly in [0,100] range, the results are shown in Table 45.1:

Based on the Matlab 7.0 to achieve the tabu search algorithm of the industry
location problem, take the taboo algorithm parameters K = 100, C = 30, G = 5,
calculate 20 times in pI2.0 model, converge to 100 % probability of this algorithm,
we can get the optimal solution value of 992.98. The average convergence time is
only 5.39 s. The optimal solution is found in the selection of 3,5and 8 factory
locations. In these cases, the annual production capacity is 100,100 and 800
respectively.

45.4.2 Example Analysis

For the purpose of proving validity of the tabu search algorithm, the authors
calculated the optimal solution of 3.1 by means of branch-and-bound method,
which took 163.32 s. The value of the optimal solution is 992.98.

Analyze from computation results. With the problem that the tabu search
algorithm this paper proposed, the results are stable and overall optimizing ability
is strong; Analyze from computing speed. As shown in 3.1, its operation speed is
30.3 times the exact algorithm, it is practical and suitable for optimization of large-
scale industry site problems.

45.5 Conclusion

With a description of industry location problem, this paper sets up a bi-level
programming model for an industry location problem with the price changing
randomly, and designs a taboo search algorithm for solving this model. The
repeated calculations and results analysis demonstrates that the bi-level
optimization with random parameters and optimal algorithm for industry location
problem are effective.

Table 45.1 Candidate site coordinates

Serial number 1 2 3 4 5 6 7 8 9 10

X 22 32 45 52 61 61 50 3 28 5
Y 44 29 12 40 54 30 22 24 56 22
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Chapter 46
Electrophysiological Correlates
of Processing Visual Target Stimuli
During a Visual Oddball Paradigm:
An Event-Related Potential Study

Bin Wei, Bin Li and Yan Zhang

Abstract The aim of the study was to investigate temporal changes of brain to
visual stimuli in earthquake-exposed survivors using event-related potentials
(ERPs). The present study used ERP to explore whether trauma event and expe-
rience had much greater influence on earthquake-exposed survivors than controls,
which could provide neuroscience evidences in the psychotherapy for earthquake-
exposed survivors. After filling out a series of psychometric questionnaires, 13
earthquake-exposed middle school students and 13 healthy age and sex matched
unexposed controls were investigated by using a visual oddball paradigm. One
thousand visual stimuli trials were randomly presented with ‘‘target’’ stimuli
occurring at a probability of 10 %, ‘‘novelty’’ earthquake-related stimuli 10 %,
and ‘‘frequent’’ stimuli 80 %. Participants were asked to respond to ‘‘target’’
stimuli while ignoring other stimuli. Electroencephalogram (EEG) was continually
recorded in order to assess P300 responses, an event-related potential (ERP)
associated with attention processes. The results showed that the earthquake-
exposed group had significantly reduced more P1 and P300 compared to the non
earthquake-exposed control group. It indicated that the trauma event and experi-
ence had much greater influence on earthquake-exposed survivors than controls.

Keywords Earthquake-exposed � P300 � Oddball paradigm � ERPs
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46.1 Introduction

As we know, the brain is controlled to a large extent by chemical neurotrans-
mitters, and it is also a bioelectric organ. The collective study of Event Related
Potentials (ERPs) offers a window into brain physiology and function via com-
puter and statistical analyses of traditional EEG patterns. It suggests innovative
approaches to the improvement of attention, emotion and behavior, via high
temporal resolution ERP technique. The focus of this study is on attention pro-
cessing toward target stimuli in survivors who experienced trauma without PTSD
symptoms. Thus, we hypothesized that the trauma event might have greater sig-
nificantly influence on cognitive and brain functions in the earthquake-exposed
group than the control group. It is yet unclear the extent to which modality of
stimulus presentation is significant with respect to the activation of brain systems
involved in the earthquake-exposed group, particularly to non-threatening neutral
stimuli. In majority of studies of PTSD, it is now known that attention deficits are
present to non-threatening neutral stimuli that are presented primarily in the
auditory modality [1]. Several studies used visually presented trauma related
stimuli [2–4]. Kimble, Kaloupek, Kaufman, and Deldin [5] found that attentional
problems in PTSD may be activated either by heightened arousal to threat stimuli
or by the requirement of sustained attention. As Miltner, et al. [6] showed higher
P300 amplitudes to fearful stimuli than to neutral stimuli in spider phobics but not
in healthy controls. A meta-analytic review of ERP studies in PTSD by Karl,
Malta, and Maercker [7] revealed that PTSD patients showed greater P300
amplitudes to trauma-related cues compared to non-PTSD trauma controls. Also,
Wessa, Jatzko, and Flor [8] found that PTSD subjects showed higher P300 to
trauma-related materials than healthy controls. However, there are few studies that
used only neutral visual stimuli in the earthquake-exposed group without PTSD.

Accordingly, we predicted that target stimuli would elicit attenuated amplitudes
in the earthquake-exposed group compared to the control group, and this ERP
effect would be related to a posterior greater positivity. Here, P1 and P300
amplitude were examined to determine whether the earthquake-exposed group had
reduced amplitude to the target stimuli compared to controls in an oddball
paradigm.

46.2 Method

46.2.1 Participants

The volunteer participants recruited from two middle schools, who were interested
in our research. Firstly, participants were consented to participant our experiment
by their guardians (their parents and teachers signed the informed consent). Sec-
ondly, participants were initially screened for selection criteria through an
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interview and some psychometric assessments. Accordingly, 13 middle school
student (7 girls, 6 boys) participants who had experienced the Wenchuan earth-
quake selected as the earthquake group, while 13 healthy age and sex matched
participants (7 girls, 6 boys) that had not experienced the Wenchuan earthquake
selected as the control group. The mean age of the earthquake group was 15.78
(±0.58, range 15–16), of the controls 15.45 (±0.26, range 15–16). All participants
were right-handed and had normal hearing and no self-reported history of neu-
rological or psychiatric disorder.

46.2.2 Procedures

Firstly, all subjects signed an informed consent in accordance with the Ethical
Principles of Psychologists, and the study was approved by Mianyang Normal
University ethics committee. The procedure consisted of two parts. In the first part,
some psychometric assessments were carried out. In the second part, the EEG was
recorded in an oddball paradigm. Finally, the psychological counseling about
trauma was provided to all of the participants by our psychotherapists.

Psychometric Assessments We collected some demographics through a face to
face interview [9]. There were 18 students from Mianyang, which is one of the
three major cities immediately surrounding the earthquake’s epicenter (Wenchuan,
approximately 75 miles). Moreover, they reported had no loss of life of significant
others, no physical injure, and no psychosomatic symptoms, but felt strong shaking
in the earthquake, witnessed specific horrific events in the disaster area, and
viewed earthquake-related television. Besides, there were 19 students from
Chongqing located 186 miles from the epicenter (Wenchuan) of the 2008 Chinese
earthquake [9]. However, only 16 students reported not had previous or current
presence of traumatic experiences. Then, all of the participants selected by the
interview were investigated by a post-traumatic stress disorder self-rating scale
(PTSD-SS) [10]. The PTSD-SS was constructed based on the definition and
diagnostic criteria of the post-traumatic stress disorder in the Diagnostic and
Statistical Manual of Mental Disorders: 4th Edition (DSM-IV). It provides that
individuals who have got the total score below 60 have no serious PTSD symptom
[10]. According to its scores, 17 subjects from Mianyang and 15 subjects from
Chongqing who have got the total score below 60 were selected as the earthquake
group. The participants also filled out a modified version of the PTSD Cheeklist-
CivilianVersion (PCL-C) [11]. This allowed for assessment of criteria A1 and A2
to assess the presence of a traumatic event as defined by current American Psy-
chological Association (APA) criteria. Moreover, the total score within 17–37 was
identified no obvious PTSD symptom. Accordingly, 13 subjects from Mianyang
and 13 subjects from Chongqing were respectively selected as the earthquake
group and control group. Furthermore, 26 subjects did not meet the A1 and A2
criteria for trauma in the DSM-IV. This paperwork was followed by the ERP task.
All subjects were paid for their participation after they were investigated.
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Experiment Tasks The participants were seated in a comfortable chair in a
soundproof, electrically shielded, dimly lit room, at a distance of 80 cm from the
computer screen. Initially, each participant performed 10 training trials. Then, they
completed the oddball task. Altogether, 1000 trials divided into 5 blocks were
presented for 1500 ms each with an inter stimulus interval (ISI) of 800 ± 50 ms.
For the entire task, 80 % of the stimuli were repeating bell pictures (‘‘frequents’’),
10 % of the stimuli were rare repeating stool pictures (‘‘target’’), and the other
10 % of the stimuli were unique, non-repeating earthquake-related pictures
(‘‘novelty’’). The earthquake-related pictures were from the database created by
Zhang et al. [12], including the field, people, buildings, and environment related to
earthquake. The subjects were asked to ignore all other pictures, and press ‘‘J’’
when they saw the ‘‘target’’ pictures. The stimuli were presented in randomized
order. The response-to-hand assignment was counterbalanced across participants.
Accuracy rates for all participants were over 97 %. The duration of the experiment
was about 30 min.

46.2.3 EEG Recording and Data Processing

The electroencephalogram (EEG) was recorded from 64 scalp sites using tin
electrodes mounted in an elastic cap (Brain Products, Munich, Germany), with the
references on the left and right mastoids (average mastoid Ref. [13]. The ground
electrode was on the medial frontal aspect. The vertical electrooculogram (EOG)
was recorded with electrodes placed above and below the left eye. The horizontal
EOG was recorded from the left versus right orbital rim. EEG and EOG were
amplified using a 0.01–100 Hz bandpass and continuously sampled at 500 Hz/
channel. Impedances were kept below 5 KX. Averaging of ERPs was computed
off-line with rejecting those trials with eye movements, blinks, motion, or other
artifacts at any of the channels. Trials contaminated with EEG artifacts (mean
voltage exceeding ±80 lV) or those with artifacts due to amplifier clipping, bursts
of electromyographic (EMG) activity, or peak-to-peak deflection exceeding
±80 lV were excluded from averaging.

Data were analyzed offline using BP software (Analyzer 1.0). For the ERP
analysis, epochs of 1000 ms were generated offline from the continuous ERP
records, starting 200 ms before target stimulus onset. Furthermore, incorrect
behavioral classifications had to be rejected from further data processing. ERPs
were aligned to a 200 ms baseline. Average ERP waveforms were calculated as
described above in the test phase. There are more than 90 valid epochs for each
individual ERP average.
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46.2.4 Statistical Analysis

Consistent with previous research of Polich [14], the most obvious P300 effect to
targets was parietal. In this study, the largest P300 to targets was maximal at Cz,
Pz and Oz. Therefore, the amplitude and latency of the P300 to target stimuli were
measured at frontal/central/parietal/occipital from 7 scalp positions including Fz,
FCz, Cz, CPz, Pz, POz, and Oz.

Statistical analyses were performed using SPSS for Windows (version 11.0;
SPSS Inc., 2002). For all analyses, P value was corrected for deviation from
sphericity according to the Greenhouse–Geisser method. The results section only
reported main effects and interactions that involved the group factor, based on the
main hypothesis of the study.

46.3 Results

Base on the visual inspection of grand average amplitude (see Fig. 46.1) and on
previous studies in the literature on oddball paradigms, ERP analyses were con-
ducted on P1 (50–150 ms), N2 (150–250 ms), and P300 (350–400 ms) compo-
nents. Accordingly, repeated measures analyses of variance (ANOVAs) on Group
(Earthquake-exposed group/Control group) 9 Electrodes (Fz/FCz/Cz/CPz/Pz/
POz/Oz) was conducted to determine if the latencies and amplitude differences
were present.

P1 As shown in Fig. 46.1, the P1 was elicited by target stimuli. The ANOVA
showed that there were no P1 latency main effect on Group, F (1, 24) = 3.168,
P = 0.291, on Electrodes (POz/Oz), F (1.00, 24.00) = 0.036, P = 0.852, and no
Group 9 Electrodes interaction, F (1.00, 24.00) = 0.812, P = 0.376.

The ANOVA revealed that there was main Group effect of P1, F
(1, 24) = 4.695, P = 0.040, with the earthquake-exposed group (7.12 ± 1.
35 lV) yielding reduced positivity compared to the control group
(11.24 ± 1.35 lV). But the main effect of Electrodes, F (1.00, 24.00) = 2.038,
P = 0.166, and Group 9 Electrodes interaction difference is not present, F (1.00,
24.00) = 0.284, P = 0.599.

P300 As shown in Fig. 46.1, the P300 was elicited by target stimuli. The
ANOVA showed a main latency effect of P300 on Electrodes (Cz/CPz/Pz/POz/
Oz), F (2.16, 51.92) = 3.771, P = 0.027. The results indicated that the latency on
POz (359.23 ± 5.38 ms) and Oz (357.92 ± 6.20 ms) were earlier than that on Cz
(381.31 ± 7.72 ms) and CPz (383.38 ± 7.80 ms), while Pz (365.46 ± 6.20 ms)
was later than POz, and earlier than CPz. However, the Group 9 Electrodes
interaction and Group effect were not significant, F (2.16, 51.92) = 0.482,
P = 0.635, F (1, 24) = 0.619, P = 0.439.

The ANOVA showed a main amplitude effect of P300 on Electrodes (Cz/CPz/
Pz/POz/Oz), F (1.68, 40.31) = 5.190, P = 0.014. The results showed that the
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amplitude on Cz (12.77 ± 1.79 lV) and Oz (12.86 ± 1.70 lV) were smaller than
that on Pz (18.54 ± 1.40 lV) and POz (18.39 ± 1.64 lV), while CPz
(16.62 ± 1.46 lV) was larger than Cz. It indicated that the most enhanced P300
amplitude effects were on the parietal scalp. There was also a significant Group
effect, F (1, 24) = 5.539, P = 0.027, with the earthquake-exposed group
(13.12 ± 1.63 lV) producing reduced positivity compared with the control group
(18.56 ± 1.63 lV).

46.4 Discussion

The present study examined electrophysiological measures of an earthquake-
exposed group compared with a non earthquake-exposed control group to target
stimuli during an oddball paradigm. It is generally accepted that the positive
component emerged less than 150 ms after stimulus onset representing rapid
processing in human visual system [15]. It suggested that the earthquake-exposed
group allocated less attention resource to target stimuli than the control group.
Moreover, P300 reflects more accentuated to high arousing or salient stimuli in the
context of a given task [16]. In particular, the P300 component has been examined
in studies of PTSD because it provides temporal information about attention

Fig. 46.1 Grand-mean ERP and topographies of differences curves at representative electrode
sites to target stimuli in the earthquake-exposed group versus the control group
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processes such as the ability to detect a target, the salience of the target to the
participant, and the response to novel or distracter stimuli. For these reasons, the
P300 is the most widely studied ERP in individuals with trauma histories. The
findings suggested that PTSD may not be central to the attention disturbances
found in traumatized samples, while trauma history may play a more important
role.

Generally, oddball neutral targets, but not standard or novelty stimuli, elicit a
subcomponent of the P300 called the P3b [7]. As for the findings in this study,
recent brain imaging studies have shed light on the neural underpinnings of
attention processing to target stimuli. Reduced P3b responses have been inter-
preted as an index of general cognitive impairment as well as more specific deficits
in attention, working memory, and in the allocation of information processing
resources to tasks [14]. As some researchers have presumed that abnormal function
in these brain networks helps to explain deficits or everyday attention difficulties in
PTSD [17], we could deduce that these brain functional difficulties or attention
deficit may result in the ERP amplitude differences between the earthquake-
exposed group and the non earthquake-exposed control group.

According to these studies, the decreased P1 and P300 may reflect more
attenuated neural activity to target stimuli in the earthquake-exposed group than
controls. Consequently, the findings are consistent both with the clinical presen-
tation of the disorder and with theoretical notions that traumatized group dem-
onstrates attention deficits towards virtual or auditory stimuli. Similarly, there
were same cerebral processing mechanisms of attention to target stimuli with the
traumatized PTSD group to the earthquake-exposed group without PTSD. As some
studied have also demonstrated that attention tasks using neutral cognitive stimuli
showed differences between PTSD and control participants [7], this study provides
further evidence that the attention impairments in the earthquake-exposed group
without PTSD are not confined to trauma-related stimuli.

46.5 Conclusion

The present study showed that the earthquake-exposed group exhibited reduced P1
and P300 amplitudes to target stimuli on posterior scalp compared with the control
group during a visual oddball paradigm. It indicated that the trauma event and
experience had much greater influence on earthquake-exposed survivors than
controls.
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Chapter 47
Realization of Equipment Simulation
Training System Based on Virtual
Reality Technology

Pin Duan, Lei Pang, Qi Guo, Yong Jin and Zhi-Xin Jia

Abstract According to the actual needs of equipment training, function and
structure of simulation system present themselves by comparing past training
systems. The ideas are elaborated which include solid modeling, 3D terrain ren-
dering, fault databases generation and control rules setting. The system was
realized based on 3D interactive devices and programming language. By using
forces, the system meets the design requirements and the training needs.

Keywords Virtual reality � Simulation training � 3D terrain � Troubleshooting

47.1 Introduction

As the modern weapon updating from time to time, structure and function of the
weapon are becoming more and more complicated. Therefore, there is a high
request to efficient training. If the simulation training system can be developed
before the weapon inputted to army, the training time will be decreased and the
human resources will also be saved. By applying the virtual reality technology in
training, trainees are able to get familiar with the operation platform and master
the operation method in a short period which saves training time and expenses,
improves the training efficiency and safety and avoid the limitation of the site as
well [3]. Moreover, previous training systems are lack of the fault maintenance.
So, the simulation system based on virtual reality technology is proposed.
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47.2 Needs and Functions

The equipment simulation training system aims at producing a living training
environment and achieving training content, including equipment’s structure
study, simulation training, assessment and third part development. Simulation
training includes driving training, shooting training and troubleshooting training.
By the third part development interface, users can import other weapon system
models, other 3D terrains and new battle plans based on help document [10].
Figure 47.1 shows the vertical type structure design of training.

47.3 Ideas

47.3.1 Solid Modeling

Besides the function and efficiency of training simulation system, the most
important element is modeling for the trainees. Therefore, it is necessary to create
a model which is attractive and easy to operate, which is one of significant factors
in the design process [4].

Trainees

Training function

Equipment’s 
structure 

Driving training Shooting
training

Troubleshooting 
training

3D interactive equipment

Cyber glove Position tracker Helmet mounted 
display

Virtual environment

3D model base Tooling base Scene control

Software support

System 
software

Modeling 
software

Simulation 
software

Hardware support

Fig. 47.1 The vertical type structure design chart of training
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The paper models equipment by the software of 3D MAX, but it is necessary to
generate the files as *.flt in operation process by the Vega software. Therefore, the
3D MAX software and the Creator software are united in the system [5]. Firstly,
equipment models are produced in the 3D MAX software, and then imported into
the Creator software as the *.dxf files. Finally, to imported into the Vega software
and be able to function, the models are modified and simplified, and generated to
the *.flt files. The models produced in this way are fine. Similarly, complex models
of equipment showed in Fig. 47.2 can also be produced by this method.

47.3.2 3D Terrain Rendering

The method of terrain rendering is simply but time-consuming. Firstly, scan the
contour maps into electronic topographic maps. Then workload is biggest to build
paths of contour lines on the electronic topographic maps by the Photoshop
software. It should be noticed to minimize the file size that paths are constructed in
sparse areas of contour lines by intervals of 10 m while 50 m in dense areas can be
increased. Next, fill the colors in the areas divided by paths from dark to light
following the order of contour lines, and save the files as half-tone pictures.
Finally, import it into modeling software, and generate the 3D terrain with slight
adjustment [2]. Figure 47.3 demonstrates the finished 3D terrain.

47.3.3 Fault Databases Generation

Fault databases establishment is difficult for troubleshooting of virtual training
system which includes expert solutions and animated simulations for troubles [8].
Based on equipment maintenance manuals and Feedback information from users,
fault databases are finished including of Artillery types, parts names and No., fault

Fig. 47.2 Equipment
external structure
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codes, fault phenomenon, animated descriptions and solutions, as shown in
Table 47.1.

According to fault codes from databases, virtual system shows the fault phe-
nomenon in the maintaining process, such as breech block not in place and button
malfunction. Trainees go to do other tasks after to solve the fault based on its
phenomenon. In this way, trainees can be improved the ability to react and the
capacity of dealing with sudden faults.

47.3.4 Control Rules Setting

Control rules are necessary no matter whether it concerns driving, shooting or
troubleshooting. Control rules are the assembly of methods to describe the expe-
rience knowledge, which is the foundation of next step deduction. The rule is that
‘‘if R, then Q’’. R is a fact, and Q is the result caused by R.

The description as following:

\Rule[:: = IF\ premise[THEN\conclusion[
\Premises[:: = AND|OR|NOT\condition[
\Conditions[:: = AND|OR|NOT\assertion[
\Assertions[:: = \verb[\database[\parameter[
\data[|\verb[\database[\parameter[
\Conclusions[:: = \Assertion[\diagnose opinion[

Diagnose opinion is the final judging conclusion and operation method, e.g.,
‘‘IF cannon is in march OR the included angle between barrel and gun is out of
limits OR breechblock isn’t at the close position, THEN not allow launching’’.

Take troubleshooting for example. In battle plan, assume that the bolt of oil
filler hole leaks fluid in the recoil brake lever, after artillery arriving position with

Fig. 47.3 3D terrain of a
partial shooting range
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coordinates (x, y, and z); continue doing other tasks after checking and removing
the fault. Control rules are set as following:

IF artillery coordinates equals x, y, and z, THEN set parameter S to 1;
IF parameter S equals 1, THEN transfer and display the file of 01001.avi in
training window, AND set the bolt of oil filler hole to be loose OR set the sealing
ring damaged;
IF the bolt has been tightened by trainees AND the sealing ring is OK, THEN set
parameter S to 0;
IF parameter S equals 0, THEN transfer and display the file of 01001 f.avi in training
window once, return artillery to the normal state and start other combat tasks.

47.4 Realization

The simulation training system can only provide information for trainees by their
own senses of sight and hearing. The interactive devices used in this system
include position tracker, data glove [9], HMD helmet, graphics workstations, and
multimedia projector [1] and so on. Figures 47.4 and 47.5 show the hardware.

47.4.1 Program

Under the condition of Visual C++6.0 Integrated development environment, taking
visual simulation tools Vega [6, 7], and introducing the MFC message response
instrument as well, trainees can control the operation with help of interactive
devices, which successfully make the equipment training process come true. The

Fig. 47.4 Simulation training environment
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Fig. 47.5 Hardware configuration diagram of virtual operation environment

UINT runVegaApp (LPVOID pParam) 
{ 

CVirtualHandView* pOwner = (CVirtualHandView*) pParam; 
vgInitWinSys (AfxGetInstanceHandle (), pOwner–>GetSafeHwnd ()); 
pOwner–>setVegaInitted (TRUE); 
pOwner–>postInit ();  // System initialization 
vgDefineSys (pOwner–>getAdfName ());  // Read the scene file, loading 

virtual hand and equipment model 
pOwner–>setVegaDefined (TRUE); 
pOwner–>postDefine (); 
vgConfigSys ();  //system configuration 
pOwner–>setVegaConfiged (TRUE); 
pOwner–>postConfig (); 
while (pOwner–>getContinueRunning ())  // Enter the system main loop 
{

 if (pOwner–>bReceive) 
pOwner–>m_Comm.SetOutput (COleVariant (pOwner–> 

m_CommSendOut)); 
 vgSyncFrame ();  // Frame synchronization 
 pOwner–>postSync (); 
 vgFrame (); // The current frame processing 
 pOwner–>postFrame (); 
     } 

pOwner–>setVegaInitted (FALSE); 
return 0; 

} 
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code illustrated below is the main operating procedure which uses other functions
to accomplish scene drawing, virtual hands import, virtual training proceeding and
so on.

47.4.2 Interface

The system interface is provided with a big display window, a small display
window and static text window. When learning, large and small display windows
severally show operating processes from equipment external and internal, static
text window provides a textual interpretation of the operation. When training and
evaluation, trainees observe the battlefield through data helmet and operate the
equipment through data gloves, moreover, to be monitored and to be directed by
trainers through this interface. Figure 47.6 shows the system interface.

Fig. 47.6 Equipment model and battlefield morphology
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47.5 Conclusion

With the help of powerful virtual simulation software 3D MAX, Multigen Creator/
Vega, the research has established simulation training system and accomplished
the similar operation compared with real environment. It presents the ideas
including solid modeling, 3D terrain rendering, fault databases generation and
control rules setting. The system also reserves the third part of development
interface for models, databases and battle plans. The system creates a favorable
impression by using forces.
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Chapter 48
Super Sparse Projection Reconstruction
of Computed Tomography Image
Based-on Reweighted Total Variation

Gongxian Liu and Jianhua Luo

Abstract Sparse projection is an effective way to reduce the exposure to radiation
during X-ray CT imaging. However, reconstruction of images from sparse pro-
jection data is challenging. In this paper, a novel method called reweight total
variation (WTV) is applied to solve the challenging problem. And based on WTV,
an iteration algorithm which allows the image to be reconstructed accurately is
also proposed. The experimental results on both simulated and real images have
consistently shown that, compared to the popular total variation (TV) method and
the classical Algebra Reconstruction Technique (ART), the proposed method
achieves better results when the projection is sparse, and performs comparably
with TV and ART when the number of projections is relatively high. Therefore,
the application of the proposed reconstruction algorithm may permit reduction of
the radiation exposure without trade-off in imaging performance.

Keywords Sparse Projection Reconstruction � CT � Reweight total variation �
Iterative Reconstruction

48.1 Introduction

X-ray computed tomography (CT) has played an important role in medical field.
Nonetheless, exposing in strong X-ray intensity for a long time will do harm to
people’s health. An effective way to achieve the reduction of the radiation

G. Liu (&)
School of Biomedical Engineering, Shanghai Jiao Tong University,
Shanghai, China
e-mail: liugxian2006@gmail.com

J. Luo
School of Aeronautics and Astronautics, Shanghai Jiao Tong University,
Shanghai, China

W. E. Wong and T. Ma (eds.), Emerging Technologies for Information
Systems, Computing, and Management, Lecture Notes in Electrical
Engineering 236, DOI: 10.1007/978-1-4614-7010-6_48,
� Springer Science+Business Media New York 2013

425



exposure is to reduce the number of projections required for reconstructing the
image, but the image reconstructed from sparse projections often suffers from
serious problems, such as blurring and artifacts.

Various algorithms have been developed to reconstruct image from sparse pro-
jections. There are mainly two methods, i.e., interpolating the missing data which is
followed by image analytic reconstruction and iterative reconstruction. Numerous
iterative algorithms have been developed for tomography image reconstruction.
Among these algorithms mentioned, the widely used iterative algorithms for
tomography imaging are the algebraic reconstruction technique (ART) and the
expectation–maximization (EM) Algorithm. These methods differ in the constraints
exposed on the image and the cost function that to be minimized [1]. Furthermore,
they will result in artifacts as the projections reduce. For the case where the data is
consistent yet is not sufficient to determine a unique solution to the imaging model,
the ART algorithm finds the image that is consistent with the data and minimizes the
sum-of-squares of the image pixel values [2]. In this paper, TV [3] and WTV [4] are
introduced to reconstruct tomography images with super sparse projections. The two
methods are actually iterative methods that differ in the cost function. WTV is a
novel method for sparse image recovery and substantially less measurement is
needed for exact recovery. It is a method that adds weights to TV, i.e., large coef-
ficients in TV are penalized heavily than small coefficients [5].

The organization of this paper is as follows. Firstly, central slice theory and the
main theory of TV and WTV are introduced in Sect. 48.2. Based on the theories
mentioned in Sect. 48.2, experiments on both simulated images and real images
are devised in Sect. 48.3. Finally, the conclusions are drawn and the future work is
discussed in Sect. 48.4.

48.2 Theories

48.2.1 Central Slice Theory

The central slice theory is that if projecting an image to a line and doing a Fourier
transform of the projection, it is equivalent to doing a two-dimensional Fourier
transform to the image first and slicing through the original in the orthogonal
direction. Then sparse projections can be converted into sparse radial spectral data
according to the Fourier slice theorem. The Fourier transform of a parallel beam
projection gives a slice of the two-dimensional (2-D) Fourier transform. Given an
image, M projections in the image space are equivalent to sampling M radial lines
of the image’s spectrum, thus generating sparsely sampled radial spectral data. The
smaller M is, the sparser the radial spectral data will be. Therefore, M is also
referred to as sparse level of projections [6]. As Fig. 48.1 shows, suppose that
there are 30 projections in the image domain, it is equivalent to getting data in the
orthogonal directions in Fourier domain.
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48.2.2 Total Variation and Reweight Total Variation

Since CT image has a sparse or nearly sparse gradient, it is meaningful to search
for the reconstruction with minimal TV norm, i.e.,

min xk kTV s:t y ¼ Ux ð48:1Þ

In Eq. (48.1), xn�nis the image to be reconstructed and Un�n is the measurement
matrix which is defined as U ¼ MF, where Mm�n is the mask matrix that samples
data in the image in Fourier domain. The mask matrix is also called radial trace.
Fn�n is Fourier masking operator, and ym�n is the measured data. xk kTV is defined
in Eq. (48.2):

xk kTV ¼
X

1� i;j� n�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xiþ1;j � xi;j

� �2þ xi;jþ1 � xi;j

� �2
q

¼ Dxk k ð48:2Þ

And adding some weights to TV, it will get WTV which is defined as Eq. (48.3)

xk kWTV ¼
X

1� i;j� n�1

Wi;j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xiþ1;j � xi;j

� �2þ xi;jþ1 � xi;j

� �2
q

¼ WDxk k ð48:3Þ

where Wi:j is the weight of TV, which is defined in Eq. (48.4):

Wl
iþ1 ¼

1

xl
i;j

�

�

�

�

�

�

TV
þe

ð48:4Þ

In Eq. (48.4), e is set above zero to provide stability of the algorithm and this
will ensure that a zero-valued component in x‘does not strictly prohibit a nonzero
estimate at the next step. Empirically, e should be set slightly smaller than the
expected nonzero magnitudes of x. In this paper, e = 0.1. Then by solving the
following equation, the exact reconstruction will be acquired.

min xk kWTV s:t y ¼ Ux ð48:5Þ
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Fig. 48.1 Projection in image space is transformed to Fourier domain based on central slice
theorem
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Based on the above theory, the main steps of solving WTV are devised in the
following.

• Step 1. Set l ¼ 0and W0
i;j ¼ 1; 1� i; j� n ;

• Step 2. Solve the WTV minimization problem, xl ¼ arg min
P

1� i;j� n
xi;j

�

�

�

�

WTV

s:t: y ¼ Ux ;

• Step 3. Update the weights for each ði; jÞ 1� i; j� n; Wlþ1
i;j ¼ 1

xl
i;jk kTV

þe
;

• Step 4. Terminate on convergence or when l gets the max iterations. Otherwise
increases l and go to step 2.

A robust quasi-Newton method [7] is used in step 2. Consider Eq. (48.5), the
energy functional is given by Eq. (48.6).

Eðx; kÞ ¼ xk kWTVþ
k
2

Ux� yk k2 ð48:6Þ

where k controls the tradeoff between solution sparsity and data fidelity. Then
minima of E are yielded as solutions of the associated Euler–Lagrange Eq. (48.7).

Lðx; kÞ ¼ W�Wxþ kU�ðUx� yÞ ¼ 0 ð48:7Þ

where w ¼ WD. Then consolidation of the target variable x yields

W�Wþ kU�U½ �x ¼ kU�y ð48:8Þ

Then robust quasi-Newton iteration is obtained for the computation of x.

xtþ1 ¼ xt þ Dt ð48:9Þ

where

W�Wþ kU�U½ �Dt ¼ �Lðxt; kÞ ð48:10Þ

48.3 Experimental Results

To evaluate the WTV and TV method, digital phantoms from popular Shepp-
Logan image and one real image are used. The sparse projections are simulated by
generating the specified number of uniformly distributed projections from the
phantom and real images. And to evaluate the accuracy of the reconstructed image,
we adopt the standard deviation (STD) of errors between the constructed image
and reference image.
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48.3.1 Measurement of the Accuracy

We consider the constructed image as xði; jÞ and the original image as x0ði; jÞ, the
STD is computed in Eq. (48.11).

STD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N2

X

N

i¼1

X

N

j¼1

½eði; jÞ � e�
2

v

u

u

t ð48:11Þ

where eði; jÞ ¼ xði; jÞ � x0ði; jÞ, and e ¼ 1
N2

PN
i¼1

PN
j¼1 eði; jÞ. The smaller the STD

is, the less the reconstructed error is.

48.3.2 Reconstruction of Phantom Image

The performances of the ART, TV and WTV methods at different sparse level M
are evaluated using both noise-free and noisy projections of the Shepp-Logan
phantom image. The noisy projections are generated by adding to the noise-free
projections zero-mean Gaussian noise with variance 0.0001. Sparse projections are
simulated at the sparse levels ranging from 10 to 31 and images are reconstructed
using the ART, TV and WTV methods. The experimental results are shown in
Fig. 48.2. In Fig. 48.2b, c and d, WTV method can reconstruct the phantom image
perfectly with only 10 projections, while image reconstructed by TV method
suffers artifacts severely. In Fig. 48.2f, g and h, WTV performs a little better than
TV method under noise condition. Notice from Fig. 48.2i, j that the WTV method
constantly outperforms the ART and TV methods at all sparse levels in both noise-
free and noisy cases. In Fig. 48.2j, The Y-Axis uses semi-log since the STD of
WTV is approximate to zero.

48.3.3 Reconstruction of Real Images

To study the performance of TV and WTV methods in reconstructing images with
complex structures, 99 axial slices of a real CT brain images (courtesy of North
Carolina Memorial Hospital and University of North Carolina, http://www-
graphics.stanford.edu/data/voldata/) are used. Fig. 48.3 shows the reconstruction
results of the 61st slice. A line profile of a pertinent section of each image is shown
in Fig. 48.3e, which shows WTV method performs better. Notice from Fig. 48.3f
that the WTV method constantly outperforms the ART and TV methods at all
sparse levels.
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Fig. 48.2 Reconstruction of phantom image. a Is the noise-free image; b, c and d are images
reconstructed by the ART, TV and WTV methods respectively with 10 projections; e is noised
image, f, g and h are noised images reconstructed with 30 projections; i and j shows the STDs
between reconstructed image and noise-free or noised image with 11–31 projections, respectively
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Fig. 48.3 Reconstruction of the slice 61 (brain), in which the number of projections is 66. a Is
the reference image, b, c and d are the images reconstructed by the ART, TV and WTV methods,
respectively. e Shows the line profile. f Shows the STD between the reference image and
reconstructed image using 30–66 projections
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48.4 Discussion and Conclusion

Numerical experiment results on both simulated and real data have shown that
WTV has a better performance than classical TV method. WTV can reconstruct
images more accurately by using fewer projections. As a consequence, the
application of WTV method may permit reduction of the radiation exposure
without trade-off in imaging performance. However, both methods perform
unstably with increasing projections. Initial guess is that sampled data is uniform.
And it is difficult to make general conclusions about the performance of WTV
algorithm because its performance depends on the structure of the scanned object.
During the process of iteration, e is set to be a fixed value. How to get the best
value of e also needs to be researched. The future work is to search some algo-
rithms to ensure the stability of reconstruction methods and doing more tests about
other kinds of CT images. And testing the algorithm with adaptive e to get the best
one is another future task.
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Chapter 49
Sea Wave Filter Design for Cable-Height
Control System of Anti-Submarine
Helicopter

Yueheng Qiu, Weiguo Zhang, Pengxuan Zhao and Xiaoxiong Liu

Abstract The paper aims to solve the radio altitude signal mixed with sea wave
noise which should be filtered as the helicopter executing the antisubmarine task.
The sea wave is modeled based on the rational spectral approach and obtained in
the form of white noise shaping filter as the sea wave color noise is changed into
white noise. For the measurement equation and state equation can be formed
including the estimated value, the sea wave filter is brought out according to the
continuous Kalman filtering theory and added to the altitude channel. Lastly, the
cable-height control system has taken radio altitude and normal acceleration which
have been filtered as feedback signals. The effects of the filter in different wind
speeds are separately verified by the digital simulations, and the results show the
design approach is available and effective.

Keywords Radio altitude signal � The sea wave � Helicopter � Kalman filtering
theory

49.1 Introduction

The helicopter should maintain the hovering state above the sea during the task of
submarine [1]. In this case, the helicopter is not only required to maintain the
attitude and speed stability, but also to keep the height stability which can be
realized based on the cable-height control system.
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Actually, the essential of the cable-height control system is the control of the
flight altitude, but the input signal measured by the radio altimeter mixed with the
sea wave noise will affect the precision of the control. So the sea wave filter is
introduced into the altitude controller which can filter the measured values of the
radio altimeter and get the altitude signal regardless of the interference of the sea
wave [2]. The specific configuration of the cable-height control system is shown in
Fig. 49.1.

The power spectrum can’t be approximately described as the sea wave inter-
ference is a complex colored noise. The commonly used sea wave spectrum is
Neumann spectrum, Pierso Moscowitz (PM) spectrum etc., and the modeling
method of the sea waves are energy bisection and rational spectral [3–5].

In many historical documents, the commonly used methods of filtering are
Wiener filter and Kalman filter [6–8]. But the Wiener filter only applies to the
stationary stochastic process and the historical and current observational data are
needed to estimate the current value of the signal. By contrast, the Kalman filter
has no such restriction [9], and it doesn’t need all the historical data and is suitable
for the stable and unstable stochastic processes. In this paper, the Kalman filter
algorithm is added into the altitude controller and the sea wave interference signal
can be filtered to get the precision of height signal.

49.2 The Sea Wave Filter

Due to the error of initial value of integral, after two integral calculating of the
normal acceleration signal measured by accelerometer, the precision of height of
the helicopter will be reduced with the time-varying. This article used the filtering

method combined with the two signals ĥ1 and €̂h, and h is the actual height, €h is the
actual normal acceleration, ns is color noise, n1 and n2 is zero mean with white
noise. The structure of the sea wave filter is shown in Fig. 49.2.

As shown in Fig. 49.2, the altitude signal ĥ2 ¼ hþ ne þ hp can be obtained

after two integral calculating of the output of accelerometer €̂h, and neis random
error, hp is the error due to the initial value of integral estimation. The estimate

Altitude 
controller

The sea wave
filter

actuator helicopter

radioaltimeter

Verticality
Accelerometer

HU=

reference height

ĥ h δ= + 2+

1 1
ˆ

sh h n n= + +

Fig. 49.1 The cable-height control scheme
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value �ðne þ hpÞ obtained based on the difference Dh between ĥ1 and ĥ2 identified

by the Kalman filter, and the value cancelled after ĥ2 superimposed. Then the final

output value is ĥ, and d is caused by the incomplete filtering and initial value error
of integral.

49.2.1 The Sea Wave Modeling

The PM spectrum can be described as follows,

SPMðxÞ ¼
ag2

x5
exp �b

g

Ux

ffi �4
� �

ð49:1Þ

where g ¼ 9:81 m=s2; a ¼ 8:1� 10�3; b ¼ 0:74; U is the wind-speed 10 m
above the sea surface.

The wave power spectrum described in Eq. (49.1) is not the form of rational
spectral, and can be expressed as the form of approximately rational spectral using
the least squares method. Using the rational spectrum [3], the shaping filter transfer
function can be obtained.

The rational approximation spectrum of wave is

ŜPMðxÞ ¼
a0 þ a1x2 þ � � � þ amx2m

b0 þ b1x2 þ � � � þ x2n
¼ PPMðxÞ

QPMðxÞ
ð49:2Þ

If n [ m, and

QPMðxÞSPMðxÞ ¼ PPMðxÞ þ e ð49:3Þ

where e is the error, SPMðxÞ is the PM spectrum of wave expressed in Eq. (49.1).
The Eq. (49.2) is taken into the Eq. (49.3), so

SPMðxÞx2n ¼ �SPMðxÞx2ðn�1Þbn�1 � � � � � SPMðxÞb0 þ x2mam þ � � � þ a0 þ e

ð49:4Þ
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Fig. 49.2 The design of sea wave filter
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The parameters h ¼ bn�1 � � � b1b0am � � � a1a0½ �T can be estimated, z ¼ SPMðxÞ
x2n; h ¼ �SPMðxÞx2ðn�1Þ � � � � SPMðxÞx2 � SPMðxÞx2m � � �x21

� �

, the Eq. (49.4)
can be written as

z ¼ hhþ e ð49:5Þ

SPMðxÞ is divided into equidistant frequency xk with the energy interval
½ 0 0:95x �, k ¼ 1; 2; . . .;N and N [ n + m + 1. Each of the corresponding fre-
quency value is coincided with the Eq. (49.5), zðkÞ ¼ hðkÞhþ eðkÞ, the matrix is
written as

ZN ¼ HNhþ EN ð49:6Þ

ZN ¼ ½SPMðx1Þx2n
1 SPMðx2Þx2n

2 � � � SPMðxNÞx2n
N �

T

EN ¼ ½e1 e2 � � � eN �T

HN ¼

�SPMðx1Þx2ðn�1Þ
1 � � � �SPMðx1Þx2

1 �SPMðx1Þ x2m
1 � � � x2

1 1

�SPMðx2Þx2ðn�1Þ
2 � � � �SPMðx2Þx2

2 �SPMðx2Þ x2m
2 � � � x2

2 1

..

. . .
. ..

. ..
. ..

. . .
. ..

. ..
.

�SPMðxNÞx2ðn�1Þ
N � � � �SPMðxNÞx2

N �SPMðxNÞ x2m
N � � � x2

N 1

2

6

6

6

6

6
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3

7

7

7

7

7

5

The criterion function is

JðhÞ ¼
X

N

k¼1

eðkÞ½ �2¼
X

N

k¼1

zðkÞ � hðkÞh½ �2¼ðZN � HNhÞTðZN � HNhÞ ð49:7Þ

Minimization of JðhÞ, the least squares estimation of the Parameter is

ĥ ¼ HN
THN

� 	�1
HN

TZN ð49:8Þ

The approximation rational spectral function of wave is showed in Fig. 49.3.

Fig. 49.3 The identification
result
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It can be seen from Fig. 49.3, the approximation rational spectral density
function curve of wave using the method of least squares identification is very
close to the PM spectral density curve.

49.2.2 The Shaping Filter

In order to apply the principle of Kalman filter to the design of wave filter, the
wave noise should be changed into white noise by the method of shaping filter.

Firstly, calculate the zero-pole of ŜPMðxÞ, the zeros xz1; xz3ð Þ and poles
xp1; xp3; xp5 and xp7
� 	

are selected in the upper half-plane of x respectively
according to the rational spectral theorem [3]. Then the transfer function of
shaping filter can be obtained.

After the zero mean white noise nd is taken into the shaping filter, the output ns

is the wave process,

ns ¼ UðsÞ � nd ð49:9Þ

Finally, Eq. (49.9) is changed into the form of state equation

_x ¼ Axþ Bnd

ns ¼ Cx




ð49:10Þ

49.2.3 The Sea Wea Kalman Filter

The system and measurement equation is

_XðtÞ ¼ FðtÞXðtÞ þ GðtÞwðtÞ
ZðtÞ ¼ HðtÞXðtÞ þ vðtÞ




ð49:11Þ

In Eq. (49.11), the system noise wðtÞ and measurement noise vðtÞ is zero mean
and is not correlated with white noise.

The basic equation of Kalman filter is

_̂XðtÞ ¼ FðtÞX̂ðtÞ þ KðtÞ½ZðtÞ � HðtÞX̂ðtÞ� ¼ ½FðtÞ � KðtÞHðtÞ�X̂ðtÞ þ KðtÞZðtÞ
ð49:12Þ

KðtÞ ¼ PðtÞHTðtÞr�1ðtÞ ð49:13Þ

_PðtÞ ¼ PðtÞFTðtÞ þ FðtÞPðtÞ � PðtÞHTðtÞr�1ðtÞHðtÞPðtÞ þ GðtÞqðtÞGTðtÞ
ð49:14Þ
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The sea wave Kalman filter requires the statistical properties of the system
equation, measurement equation, white noise excitation and measurement error.

The measurement,

Z ¼ n� ðsþ hpÞ ¼ ns þ n1 �
Z

s

0

Z

s

0

n2ðtÞdt

2

4

3

5dt � ðŵ0 � w0Þt � ðĥ0 � h0Þ

ð49:15Þ

In Eq. (49.15), ŵ0 and ĥ0 are the initial estimate values of the normal velocity
w0 and altitude h0 respectively.

In order to translate Eq. (49.15) into the form of state space, two state variables
y ¼ ½ x1 x2 �T should be introduced, such as

x1 ¼
Z

s

0

½
Z

s

0

n2ðtÞdt�dt þ ðŵ0 � w0Þt þ ðĥ0 � h0Þ; x2

¼
Z

s

0

n2ðtÞdt þ ðŵ0 � w0Þ and x1ð0Þ ¼ ĥ0 � h0; x2ð0Þ ¼ ŵ0 � w0:

_y ¼ �Ayþ �Bn2

�ðsþ hpÞ ¼ �Cy




ð49:16Þ

Combined with the Eqs. (49.10) and (49.16), the system and measurement
equations can be obtained as

_x

_y

� �

¼
A 0

0 �A

� �

x

y

� �

þ
B 0

0 �B

� �

nd

n2

� �

Z ¼ C �C
� �

x y½ �Tþn1

The variances of zero mean white noise n1; n2; n3 are Var1; Var2; Vard

respectively. The parameter matrixes of basic equations of the Kalman filter are

FðtÞ ¼
A 0

0 �A

� �

; HðtÞ ¼ C �C
� �

;GðtÞqðtÞGTðtÞ ¼
B 0

0 �B

� �

Vard 0

0 Var2

� �

B 0

0 �B

� �T

rðtÞ ¼Var1

The Riccati equation can be solved and the PðtÞ; KðtÞ are calculated, then the
differential equation about X̂ðtÞ is obtained, and the estimate of the reservation
term �ðsþ hpÞ can be collected finally.

_̂XðtÞ ¼ ½FðtÞ � KðtÞHðtÞ�X̂ðtÞ þ KðtÞZðtÞ � ðsþ hpÞ ¼ CeðtÞX̂ðtÞ
Ce ¼ 0 0 0 0 �1 0½ �
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49.3 The Filtering Result

The variance of radio altimeter measurement noise n1 is Var1 ¼ 2:5, and the
variance of accelerometer measurement noise n2is Var2 ¼ 0:01. The simulation
implemented by the different values of the wind speed as shown in Figs. 49.4 and
49.5.

Scenario one: The wind speed is U = 13 m/s.
Scenario two: The wind speed is U = 8 m/s.
It is clear from Figs. 49.4 and 49.5 that the wave noise and radio altimeter noise

are suppressed as the mean and variance of the height error approaching zero. The
filtering result is satisfactory and it can be seen that the sea wave noise changes
with wind speed.

The statistic characteristics of sea wave noise ns and height error d after two
experiments can be seen in Table 49.1.

In Table 49.1, the statistical properties of height errord affected by the
increased sea wave noisens, the Kalman filter coefficient matrix should be recal-
culated. The result of different intensity sea wave noise shown in Fig. 49.6, the
effect of adjusted Kalman filter is satisfactory.

Fig. 49.4 The result of sea wave filter (U = 13 m/s)

49 Sea Wave Filter Design for Cable-Height Control System 439



Fig. 49.5 The result of sea wave filter (U = 8 m/s)

Table 49.1 The statistic characteristic

Statistic Scenario 1 Scenario 2

Sea wave noise ns Mean -0.0297 -0.000095691
Variance 0.3601 0.0548

Height error d Mean -0.0030 0.00011903
Variance 0.0155 0.0061

Fig. 49.6 The different result of sea wave filter
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49.4 Conclusion

In summary, this paper describes an effective method to filter the measured values
of the radio altimeter mixed with sea wave noise. Firstly, the PM spectrum
function expression is given to describe the commonly used power spectrum and
the sea wave is modeled based on rational spectral method. Secondly, the sea wave
filter is designed based on the Kalman filter principle. Lastly, two sets of exper-
iments designed in the situation of different wind speeds showed that the system
has a good filtering effect.
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Chapter 50
Reversible Watermarking Based
on Prediction-Error Expansion
for 2D Vector Maps

Mingqin Geng, Yuqing Zhang, Puyi Yu and Yifu Gao

Abstract In order to increase the embedding capacity when one hides information
in 2D vector maps in a reversible way, researchers present a novel algorithm based
on prediction-error expansion. In two neighboring coordinate values, researchers
use the latter as the predicted value of the former. The difference between the
original value and the predicted one is the prediction error. Then, the prediction
error is expanded to hide one watermark bit. To control the distortion, researchers
preset a threshold. Only those satisfying the threshold condition are selected for
embedding. The others are shifted so that the decoder can identify the marked
coordinate values by the range that their prediction errors fall into. Experiment
results show that bits per coordinate (bpc) on the test river map is 0.7. The
algorithm has good performance in capacity and RMSE value. The proposed
algorithm can be used in 2D vector maps for data integrity protection, etc.

Keywords Reversible watermarking � Prediction-error expansion � 2D vector
map � Prediction-error shifting

50.1 Introduction

Reversible watermarking, which can exactly restore the original cover data after
extracting the hidden data, is suitable for content integrity authentication of the
map data. Reversible watermarking for raster images is an active research field.
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Many algorithms have been proposed and they are classified into two categories.
Type-I algorithms [2, 6, 7] employ additive spread spectrum techniques combined
with modulo addition and are robust. Type-II algorithms increase the embedding
capacity by lossless compression technology [3, 5], difference expansion tech-
nology [1, 4, 9, 10] and histogram modification technology [8], but they give up
the robustness. However, the research on reversible watermarking for 2D vector
maps has not attracted attention. The first algorithm in this literature, which was
proposed by Voigt et al. [11], used the highest frequency coefficient modification
technique to hide the watermark bit. Wang et al. [12] applied Tian’s difference
expansion [10] to 2D vector maps and embedded the hidden data by expanding the
differences between two adjacent coordinates. Zhou et al. [14] can control the
capacity by difference histogram.

Similar to Tian’s algorithm [10] based on difference expansion; Wang’s algo-
rithm uses the location map to record the expansion locations. Though the location
map is compressed, it consumes large part of the embedding capacity. Zhou’s
algorithm [14] replaces the location map with histogram shifting, but it embeds
data in disjoints pairs. And thus it does not make good use of the coordinates. In
this paper, researchers present a novel high capacity reversible watermarking
based on prediction error. Researchers embed the watermark bits into every
coordinate value except the last one. In other words, researchers hide the data into
consecutive coordinates instead of disjoint pairs. The prediction errors with
smaller magnitudes are expanded to embed watermark bits. The others are shifted
in order that the marked prediction errors and the unmarked ones fall into different
ranges. Thus the decoder can differentiate them without any additional informa-
tion. Hence, this algorithm does not need the location map. Accordingly, the
computational complexity is low without any compression and the capacity is
increased largely.

The rest of this paper is organized as follows. The key idea of Thodi’s algo-
rithm based on prediction-error expansion [9] is introduced in Sect. 50.2. In
Sect. 50.3 researchers discuss the basic principle of the algorithm, including cal-
culating the prediction error, prediction-error expansion and shifting, the embed-
ding condition, and the embedding and extraction progresses. Experimental results
are shown in Sect. 50.4. And at last, the conclusion is drawn in Sect. 50.5.

50.2 Thodi’s Algorithm Based on Prediction-Error
Expansion

Thodi et al. [9] proposed the algorithm based on prediction-error expansion. In this
algorithm, the current pixel value is predicted by its three neighboring pixels. The
prediction error between the current pixel value and its predicted one is expanded
to embed one bit in the same way as Tian’s difference expansion [10].
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This algorithm predicts the current pixel value x1 from its context. The context
is shown in Fig. 50.1. The predictor borrows from Ref. [13]. The predicted value
x̂1 is calculated by (50.1), where t, l and tl are the original pixel values.

x̂1 ¼
minðt; lÞ; tl�maxðt; lÞ
maxðt; lÞ; tl�minðt; lÞ
t þ l� tl; otherwise

8

>

<

>

:

ð50:1Þ

The prediction error, which is denoted as pe, is the difference between the
original value x1 and the predicted one x̂1:

pe ¼ x1 � x̂1: ð50:2Þ

The binary representation of the prediction error pe is shifted left by one bit and
one watermark bit b (b 2 f0; 1g) can be appended to it as the new least significant
bit (LSB). That is

p0e ¼ 2pe þ b: ð50:3Þ

After embedding one bit into the prediction error, the watermarked pixel value
is calculated as:

x01 ¼ x̂1 þ p0e: ð50:4Þ

At the decoder, the predicted value x̂1 and the prediction error p0e are first
calculated by (50.1) and (50.2), respectively. Then, the original prediction error pe

is calculated as

pe ¼
p0e
2

ffi �

: ð50:5Þ

and the extracted watermark bit b is

b ¼ p0e � 2pe: ð50:6Þ

At last, the original pixel value x1 is recovered with the predicted value x̂1 and
the restored prediction error pe as

x1 ¼ x̂1 þ pe: ð50:7Þ

tl t 

l x1

Fig. 50.1 Context of a pixel
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50.3 The Proposed Reversible Watermarking Scheme

In 2D vector maps, the coordinate values of the adjacent vertices appear high
correlation. For two neighboring coordinates, the first coordinate value is predicted
by the second one. The prediction error is expanded for embedding. To identify the
embedded prediction errors, the others are shifted. Embedding condition is also
investigated to ensure the distortion is not greater than the map precision tolerance.

50.3.1 Prediction-Error Expansion and Shifting

In 2D vector maps, let ðx1; x2Þ be two neighboring coordinates. The current
coordinate is x1 and its predicted value is calculated by x2, that is

x̂1 ¼ x2: ð50:8Þ

Its prediction error is calculated as

pe ¼ x1 � x̂1 ¼ x1 � x2: ð50:9Þ

The prediction error can be expanded and then one bit can be embedded into it.
To control the distortion, researchers preset a threshold Th. If the prediction error
meets the condition �Th � 1� pe� Th, it is grouped into set E. Otherwise, it
belongs to set S. For each prediction error in set E, researchers shift its binary
presentation left by 1 bit and embed one bit as (50.3). After embedding, the
modified prediction errors in set E will lie in the range ½�2Th � 2; 2Th þ 1�. On the
other hand, the original prediction errors in set S occupy the range
ð�1;�Th � 2� [ ½Th þ 1;þ1Þ. Hence, the ranges that the new prediction errors
in set E and the original ones in set S lie in will overlap in the range
½�2Th � 2;�Th � 2� [ ½Th þ 1; 2Th þ 1�. To avoid the overlap, the prediction
errors in set S are shifted left or right by Th ? 1. That is

p0e ¼ pe þ signðpeÞ � ðTh þ 1Þ: ð50:10Þ

where the function sign(n) returns the sign of number n. After shifting, the new
prediction errors in set S will fall into the range ð�1;�2Th � 3�[
½2Th þ 2;þ1Þ. Thus, the decoder can distinguish the two sets by the ranges that
their prediction errors fall into. In the same way, after shifting the modified
coordinate value is calculated by (50.4).

At the decoder, for each prediction error in set S after calculating the predicted
value x̂1 and the prediction error p0e by (50.8) and (50.9) respectively, the original
prediction error is recovered as

pe ¼ p0e � signðp0eÞ � ðTh þ 1Þ: ð50:11Þ

Then the original coordinate value is restored by (50.7).
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50.3.2 Embedding Condition

Researchers hide the watermark information by modifying the coordinate values.
This will introduce the distortion to the coordinate values. The distortion must be
less than or equal to the map precision tolerance s, that is

x01 � x1

�

�

�

�� s: ð50:12Þ

In this algorithm, researchers control the distortion by the predefined threshold
Th.

If researchers expand the prediction error and embed the watermark bit b, the
embedded coordinate value is x01 ¼ x1 þ pe þ b by (50.2), (50.3) and (50.4). Then
condition (50.12) can be changed to �s� pe þ b� s. Researchers investigate the
condition in two cases, i.e. pe� 0 and pe\0. If pe� 0, the maximum value of
pe þ b is pe þ 1 when b = 1, and hence, the condition pe þ b� s can be simplified
to pe þ 1� s. Because of pe� Th, the previous inequality pe þ 1� s can be
changed to Th þ 1� s. Therefore, the embedding condition is Th� s� 1 when
pe� 0. On the other hand, if pe\0, the minimum value of pe þ b is pe þ 0 when
b = 0. Thus, the condition pe þ b� � s is equivalent to pe� � s. Since
pe� � Th � 1, the above inequality is changed to �Th � 1� � s, i.e. Th� s� 1.
When expansion embedding, the threshold should satisfy the condition:

Th� s� 1: ð50:13Þ

If researchers shift the prediction error, the new coordinate value is calculated
as x01 ¼ x1 þ signðpeÞ � ðTh þ 1Þ by (50.2), (50.4) and (50.10). Then researchers
change condition (50.12) to Th þ 1� s. That is

Th� s� 1: ð50:14Þ

To conclude the above analysis, the condition that the threshold Th should obey
when the prediction error is expanded and shifted is the intersection of inequalities
(50.13) and (50.14):

Th� s� 1: ð50:15Þ

50.3.3 Embedding Progress

In 2D vector maps, every vertex is composed of X and Y coordinates. Hidden data
can be embedded in X and Y coordinates in the same way. Researchers take X
coordinate for example. Suppose the X coordinate sequence in order is x̂i, where
N is the number of the vertices. The embedding progress begins with x1 and
operates every X coordinate till xN�1. The last coordinate xN remains unchanged.
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The watermark bit-stream is x̂i, where L is the length of the stream. For each
coordinate value xi, x̂i, the embedding progress consists of 3 steps.

1. Researchers calculate the predicted value x̂i and the prediction error pe;i of the
current coordinate value xi by (50.8) and (50.9), respectively.

2. If the prediction error meets the condition �Th � 1� pe;i� Th, researchers
apply (50.3) to expand the prediction error and embed one bit bl in B,1� l� L;
Otherwise, researchers shift the prediction error as (50.10).
The modified prediction error is denoted as p0e;i.

3. Researchers calculate the new coordinate value x0i by (50.4) with x̂i and p0e;i.

50.3.4 Extraction Progress

In the marked 2D vector map, X coordinates in the same order as embedding form
the sequence ðx01; x02; . . .; x0N�1; xNÞ, where xN is the original coordinate value.
Unlike embedding progress, extraction and recovering progress is carried out in
inverse order and begins with x0N�1. For each coordinate value x0i, 1� i�N � 1,
researchers extract the watermark and recover the original coordinate value as
follows.

First, the predicted value x̂i of the current coordinate value x0i is calculated by
(50.8). And then, researchers calculate its prediction error pe;i as (50.9).

If the prediction error falls into the range ½�2Th � 2; 2Th þ 1�, the original
prediction error pe;i is recovered by (50.5) and researchers extract the watermark
bit as (50.6);

Otherwise, researchers restore the original prediction error pe;i by (50.11).
Researchers restore the original coordinate value by (50.7) with x̂i and pe;i.
The extracted bit-stream is bLbL�1 � � � b2b1, where L is the length of the stream.

It is clear that the extracted bit-stream is in the opposite order.

50.4 Experimental Results

Researchers test the proposed algorithm in two maps, i.e. the river map and the
contour map. The original river map is shown in Fig. 50.2 and the part of the
original contour map is shown in Fig. 50.3. They have different features, including
the scale, the number of vertices and so on. The features of the maps are listed in
Table 50.1.

Researchers hide data in both X and Y coordinates. The proposed algorithm is
compared with Wang’s and Zhou’s algorithms. The capacity is calculated as bits
per coordinate (bpc) and the distortion is measured by root mean square error
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(RMSE).The capacity versus RMSE value is shown in Figs. 50.4 and 50.5.
Experimental results show that the proposed algorithm achieves higher capacity at
lower distortion than Wang’s [12]. When researchers compare the proposed
algorithm with Zhou’s [14], they have similar RMSE values at lower capacity, but
the proposed algorithm increases embedding capacity largely.

Fig. 50.2 Original river map

Fig. 50.3 Original contour map

Table 50.1 Features of original maps

Map Scale Number of vertices S(meter) Decimal digits

River 1:4000000 68925 500 6
Contour 1:10000 176526 6 7
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50.5 Conclusion

Researchers propose a novel reversible watermarking based on prediction-error
expansion for 2D vector maps. For two adjacent coordinates, the predicted value of
the first one is determined by the next one. The prediction error is expanded to
embed data. They shift the unexpanded prediction errors in order that the decoder
can distinguish the expanded locations without the location map. Experimental
results show the proposed algorithm has good performance.

Acknowledgments This research is supported by the Fundamental Research Funds for the
Central Universities.
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Chapter 51
An Object Tracking Approach Based
on Hu Moments and ABCshift

Xingye Wang, Zhenhai Wang and Kicheon Hong

Abstract Robust visual tracking has become an important topic in the field of
computer vision. The integration of cues such as color, shape features has proved
to be a promising approach to robust visual tracking. In this paper, an algorithm is
presented which integrates Hu moments and color histogram. Moreover, this paper
integrates the ABCshift algorithm to overcome color features drawbacks which
easily lead to loss of target object when the color of object is similar to the color of
background. The proposed algorithm has been compared with other trackers using
challenging video sequences. Experimental work demonstrates that the proposed
algorithm has strong robust and improves the tracking performance.

Keywords Object tracking � Hu invariant moment � ABCshift � Fusion

51.1 Introduction

Object tracking is a challenging problem in computer vision. It is widely applied in
various fields, such as intelligence surveillance and monitoring [1], perceptual user
interfaces [2], smart rooms, smart city [3], and video compression etc.

In recent years, many object tracking approaches have been proposed, for
example, Mean shift [4], Camshift [5] and particle filter [6]. Among of these, Mean
shift and Camshift have been widely adopted because of their relative simplicity
and low computational cost. Color is used as a feature for histogram-based
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appearance representation in these methods. Color histogram is scale and rotation
invariant and it can handle occlusion in a certain degree. As global statistic
information, color histogram does not provide discriminative localization ability
[7]. When the color of target is similar to the color of background, tracking will
become unstable and sometimes even lead to loss of target object.

A good tracking algorithm should be able to work well in various difficult
situations such as various illuminations, background clutter, and occlusion. There
are two technique trends in the computer vision tracking community. One is to
develop more inherently robust algorithms and another is to employ multiple cues
to enhance tracking robustness. To increase the robustness and generality of
tracking, various image features must be employed. Every single cure has its own
advantages and disadvantages [8].

In this paper, we propose an object tracking method fusing color feature and
shape feature that overcome the above mentioned drawbacks of Mean shift or
Camshift. Hu invariant moments [9] are the one of region based features and they are
a very popular shape measure. They are invariant to translation, scale change and
rotation. Moreover, its computation is simply. To improve the robustness of
tracking, we use adaptive background Camshift (ABCshift) [10] as a kernel tracker.

The paper is organized as follows. Section 51.2 introduces the Hu moments.
The Camshift and ABCshift algorithm is presented in Sect. 51.3. The proposed
object tracking approach is investigated in Sect. 51.4. The experimental results
and conclusion are finally described in Sects. 51.5 and 51.6, respectively.

51.2 Hu Invariant Moments

51.2.1 Extraction for Hu Moments

For an image f ðx; yÞ, size is M � N. The central moment of order ðp þ qÞ is
defined as:

mpq ¼
X

M

x¼ 1

X

N

y¼ 1

xpyqf ðx; yÞ; p; q ¼ 0; 1; 2; � � � ð51:1Þ

Central moments are defined as:

upq ¼
X

M

x ¼ 1

X

N

y¼ 1

ðx � �xÞpðy � �yÞqf ðx; yÞ ð51:2Þ

where �x ¼ m10=m00 and �y ¼ m01=m00. The normalized central moments are
denoted by gpq: gpq is defined as gpq ¼ upq

ffi

uc
00, where c ¼ ðp þ qÞ=2 þ 1;

p þ q ¼ 2; 3; � � �.
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A set of seven invariants moments is defined as:

/1 ¼ g20 þ g02 ð51:3Þ

/2 ¼ g20 � g02ð Þ2þ 4g2
11 ð51:4Þ

/3 ¼ g30 � 3g12ð Þ2þ 3g21 � g03ð Þ2 ð51:5Þ

/4 ¼ g30 þ g12ð Þ2þ g21 þ g03ð Þ2 ð51:6Þ

/5 ¼ ðg30 � 3g12Þðg30 þ g12Þ½ðg30 þ g12Þ2 � 3ðg21 þ g03Þ2�
þ ð3g21 � g03Þðg21 þ g03Þ½3ðg30 þ g12Þ2 � ðg21 þ g03Þ2�

ð51:7Þ

/6 ¼ g20 � g02ð Þ g30 þ g12ð Þ2� g21 þ g03ð Þ2
h i

þ 4g11 g30 þ g12ð Þ g21 þ g03ð Þ
ð51:8Þ

/7 ¼ ð3g21 � g03Þðg30 þ g12Þ½ðg30 þ g12Þ2 � 3ðg21 þ g03Þ2�
þð3g12 � g30Þðg21 þ g03Þ½3ðg30 þ g12Þ2 � ðg21 þ g03Þ2�

ð51:9Þ

51.2.2 Hu Moments Similarity Measure

So ¼ Sok k ¼ 1; 2; � � � 7jf g denotes the feature vector of query image. Si ¼
Sik k ¼ 1; 2; � � � 7jf g represents the feature vector of ith image in the image feature

database. We compute the dissimilarity value between Hu moments of any two
images by Euclidean distance:

distðiÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

k¼ 0���7
ðSok � SikÞ2

r

ð51:10Þ

51.3 Camshift Algorithm and ABCshift Algorithm

51.3.1 Camshift Algorithm

Camshift is an object tracking method which is a modification of Mean Shift
tracking method. Mean Shift itself is a robust nonparametric technique for finding
the peak in a probability distribution. Camshift can deal with dynamically
changing color probability distribution which is taken from the video frames.
Because RGB color models are much more sensitive to lighting changes, so this
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algorithm converts RGB color space to HSV color space in order to decrease
illumination influence to tracking object. They use the HSV color system and
using only hue component to make the object’s color 1D histogram. This histo-
gram is stored to convert next frames into corresponding probability of the object.
The probability distribution image itself is made by back projecting the 1D hue
histogram to the hue image of the frame. Camshift is then used to track the object
based on this backproject image.

The Camshift algorithm is shown as below:

Step 1: Choose the initial region of interest, which contains the object we want to
track.

Step 2: Make a color histogram of that region as the object.
Step 3: Make a probability distribution of the frame using the color histogram. As

a remark, in the implementation, they use the histogram back projection
method.

Step 4: Based on the probability distribution image, find the center mass of the
search window using Mean shift method.

Step 5: Center the search window to the point taken from step 4 and iterate step 4
until convergence.

Step 6: Process the next frame with the search window position from the step 5.

Figure 51.1 shows the CAMSHIFT Algorithm [5].

51.3.2 ABCshift Algorithm

For each frame of an image sequence, the Camshift algorithm looks at pixels
which lie within a subset of the image defined by a search window. The Camshift
algorithm will be failed when the tracked object moves across regions of back-
ground with which it shares significant colors.

ABCshift is an Adaptive Background Camshift algorithm. It can be continu-
ously relearned for every frame by using a background model.

The object location probabilities can now be computed for each pixel using
Bayes’ law as:

PðOjCÞ ¼ PðCjOÞPðOÞ
PðCÞ ð51:11Þ

where PðOjCÞ denotes the probability that the pixel represents the tracked
object given its color, PðCjOÞ is the color model learned for the tracked object and
PðOÞ and PðCÞ are the prior probabilities that the pixel represents object and has
the color C respectively.

The denominator of Eq. (51.11) can be expanded as

PðCÞ ¼ PðCjOÞPðOÞ þ PðCjBÞPðBÞ ð51:12Þ

where PðBÞ denotes the probability that the pixel represents background.
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This paper assigns values to object priors in proportion to their expected image
areas. If the search window is resized to be r times bigger than the estimated tracked
object area, then PðOÞ is assigned the value 1=r and PðBÞ is assigned the value
ðr � 1Þ=r.

When object target enters into a background area which color is similar to a
kind of color of the object, PðCÞ values will increase. But PðCjOÞPðOÞ remains
static. So, PðCjOÞ values diminished.

The tracker will adaptively learn to ignore object colors which are similar to the
background and instead tend to focus on those colors of the object which are most
dissimilar to whatever background is currently in view.

51.4 The Proposed Object Tracking Approach

The proposed tracking algorithm combines the shape and color features through
calculate the similarity between template region and candidate region. The like-
lihood function is defined as follow:

S ¼ aqc þ ð1 � aÞdhu ð51:13Þ

Fig. 51.1 The flowchart of
CAMSHIFT algorithm
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Color feather is scale and rotation invariant. It is more robust and stable than
shape feature in tracking of colored objects. So, where a 2 ½0:5; 1�, which is
defined as the reliability factors for color features. qc is the Bhattacharyya distance
of ABCshift algorithm. dhu is the distance of Hu moments. In this paper, the value
of the factor a is set according to scene. It will be set smaller if the background
includes clutter or the object appearance has geometric change, otherwise it will be
set bigger.

The proposed algorithm is summarized as:

(1) Identify an object region in the first image and train the object model, PðCjOÞ:
Computes the Hu moments.

(2) Center the search window on the estimated object centroid and resize it to
have an area r times greater than the estimated object size.

(3) Learn the color distribution, PðCÞ by building a histogram of the colors of all
pixels within the search window. Calculate the Hu moments of the search
window and the distance of Hu moments between template window and search
window.

(4) Use Bayes’ law, Eq. (51.11) to assign object probabilities, PðOjCÞ, to every
pixel in the search window, creating a 2D distribution of object location.

(5) Estimate the new object position as the centroid of this distribution and esti-
mate the new object size (in pixels) as the sum of all pixel probabilities (in
pixels) as the sum of all pixel probabilities within the search window.

(6) Compute the Bhattacharyya metric between the distributions, PðCjOÞ and
PðCÞ. If this metric is less than a preset threshold then enlarge the estimated
object size by a factor r.

(7) Calculate the likelihood between template windows with search window
according to Eq. (51.13).

(8) Repeat steps 2–7 until the object position estimate converges.
(9) Return to step 2 for the next image frame.

51.5 Implementation and Experiments

To check the effectiveness of the proposed approach, we have implemented and
tested it on a wide variety of challenging image sequences in different environ-
ments and applications. The experiments are performed on a computer which has
an Inter(R) Core(TM) i3 processor (3.10 GHZ) with 3.00 GB memory. Our
solution and other compared solutions are implemented in VC++ language.

In Fig. 51.2, the human head in a video sequence from http://vision.stanford.
edu/*birch/headtracker/seq/ is moving to the left and right very quickly. The
illumination on the face also changes. The background scene includes clutter and
material of similar color to the face. Object turns around and is spatially occluded.
As we can see in Fig. 51.2, at frame 33, the Camshift tracker fails to track because
the background color is similar to the face. From frame 64, Camshift is trapped in
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a false region. The tracker fails for most of the remaining frames because the
object is distracted by similar color region. In our method, because fuse the shape
features and colour features and ABCshift algorithm can adaptively adjust object
probability distribution according to the background, the object never loses the
target and achieves the most accurate results.

In Fig. 51.3, green rectangle shows the search window of Mean shift algorithm,
red rectangle shows the result of Mean shift tracking. Blue rectangle shows the
tracking result of proposed algorithm. Initial select object include two parts which
have difference colours. When the person who wears a red shift enters to the region
which includes red brick walls and doors, the Mean shift tracking lose the tracked
person. Adaptive background method can successfully tracks throughout the
sequence and is not distracted by red regions of background.

51.6 Conclusion

To increase tracking robustness and accurateness, the paper proposed an object
tracking method based on combining Hu moments and ABCshift algorithm. It can
not only overcome color features drawback, but also can adaptive background

1th frame 33th frame             64th frame          83th frame

Fig. 51.2 Tracking results of the girl head moving sequence with Camshiftt tracker (first row)
and our method (second row)

1th frame 123th frame 714th frame 191 frame 1617th frameth 

Fig. 51.3 The comparison of tracking result: Mean shift (red rectangle), our method (blue
rectangle)
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color changing. Experiments show the proposed method has better performance
than Mean shift or Camshift. Similarly to Mean shift and Camshift, proposed
algorithm will fail to rapidly move object. In future work, the research attempt to
investigate integration with Kalman filter or particle filter and adaptive features
fusion mechanism to improve tracking robustness.
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Chapter 52
Motion Blur Identification Using Image
Statistics for Coded Exposure
Photography

Kuihua Huang, Haozhe Liang, Weiya Ren and Jun Zhang

Abstract Coded exposure photography makes the traditional ill-posed motion
deblurring problem well posed. However, how to accurately derive the motion blur
length confused many researchers because of the non-smooth blur of the coded
exposure image. This chapter proposes a novel approach to automatic estimate the
motion blur length by analyzing the image statistics for coded exposure photog-
raphy. The researchers analyze the image power spectrum statistics and observe
that the motion blur length has some relations with the residual sums of squares
(RSS) of the image power spectrum statistics in a least squares sense. That is, the
power spectrum statistics of the obtained deblurred image using the correct esti-
mated blur length corresponds to the lowest value of the RSS. Given an initial blur
length, and using the high-speed direct deconvolution approach, researchers can
easily find the correct blur length using a global search method. The experimental
results demonstrate the validity of the proposed method.

Keywords Coded exposure photography � Blur length � Power spectrum statistics
� Motion deblurring

52.1 Introduction

Motion blur is caused by relative motion between the captured scene and camera
during the exposure time of images. Many algorithms are proposed to deblur the
motion blur images. Recent work on deblurring algorithms [1, 2] has shown
excellent results on images corrupted due to camera shake. However, for a fast
moving object, whose image has a large blur length, the existing blind methods are
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almost impotent. Motion blur can be avoided using shorter exposure intervals with
high-powered flashes, which is impossible for most cases.

Recently, some novel approaches belonging to computational photography are
proposed to solve the motion blur problems [3–5]. Coded exposure photography as
one of the examples was firstly proposed by Raskar et al. [6]. Coded exposure
opens and closes the camera’s shutter with a binary pseudo-random sequence
during the exposure time. Through the mode of ‘flutter shutter’, coded exposure
photography modulates the pattern of light and changes the band-limit box filter of
conventional camera into a broad-band filter. Thus, the high frequency details are
preserved and the ill-posed motion deblurring problem becomes well posed.

Though coded exposure photography has many advantages, it still needs
accurate point spread function (PSF) estimation in the process of image decon-
volution. For simplicity and without loss of generality, in this chapter we consider
the constant velocity motions at the horizontal orientation. In this case, the esti-
mation of PSF is equivalent to the estimation of blur length. Raskar et al. propose
to obtain the blur length by the user manually but point out that a new algorithm is
required to estimate the correct blur length automatically [6]. Agrawal and Xu [7]
use the motion from blur (MFB) approach based on alpha matting to get the blur
length. Alpha matting assumes that there exists a high contrast edge in the latent
sharp image, which is rigorous for many applications. Tai et al. [5] present a blur
estimation technique based on the projective motion blur model. However, it also
needs some user interactions and requires the users to have some professional
skills in image processing.

This chapter proposes an automatic blur length estimation method based on the
analysis of image statistics for coded exposure photography. We compute the
image power spectrum statistics and analyze the limitation of the linear power
spectrum statistics model. We propose to automatic estimate the blur length
directly through searching the lowest value of the residual sums of squares (RSS)
of the deblurred image power spectrum statistics in a least squares sense.

52.2 Power Spectrum Statistics of Natural Images

For one-dimensional (1-D) motion blur, the process of blurring can be modeled as
the following convolution:

gðx; yÞ ¼ f ðx; yÞ � hðxÞ þ nðx; yÞ; ð52:1Þ

where gðx; yÞ; f ðx; yÞ and hðxÞ are the blurry image, latent sharp image and the
blurring kernel (PSF), respectively. � is the convolution operator and nðx; yÞ is the
additive noise.

If we ignore the additive noise, we can model the power spectrum of Eq. (52.1) as:

jG j ¼ jFH j ¼ jF jjHj: ð52:2Þ
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Van der Schaaf and van Hateren [8] have shown that the power spectrum of a
natural image (without motion blur) falls off with the absolute frequency and they
can be related by a power-law distribution. We calculate the power spectrum
jFðu; vÞj for integer values of u and v using the discrete Fourier transform and
parameterize the two-dimensional spatial frequencies in polar coordinates as
jFðx;/Þj, with u ¼ x cos / and v ¼ x sin /, where u denotes the absolute
spatial frequency, and / the orientation. We then average jFðx;/Þj over /, the
resulting power spectrum statistics:

SxðjFjÞ ¼
1

360

X

360

/¼ 1

jFðx;/Þj � A

xc
; x ¼ 1; 2; � � � ;M; ð52:3Þ

where A and c are constants, and as Ref. [8], we let M ¼ 127, because higher
frequencies suffer from noise.

We use the logarithm operator to Eq. (3) and let x ¼ logðxÞ, we can get a
linear expression as follows:

log SxðjFjÞð Þ ¼ logðAÞ � c logðwÞ¼ log(AÞ � cx: ð52:4Þ

We select five natural images randomly from Berkeley Segmentation Dataset
(BSD), as shown in Fig. 52.1a, b shows corresponding power spectrum statistics
and the line fitting results using Eq. (4) in a log–log scale. The line fitting results
illustrate that the power-law distribution is accurate and robust.

McCloskey et al. [9] propose a linear power spectrum statistics model based on
the power-law distribution to estimate the motion information. This model first
computes the power spectrum statistics and estimates the parameters A and c
through a line fitting between logðSxðjFjÞÞ and logðxÞ, and then approximates the
horizontal linear power spectrum statistics as follows:

Ru½jFj� ¼ E½1
V

X

V

v¼ 0

jFðu; vÞj� � 1
V

X

V

v¼ 0

A

ðu2 þ v2Þc=2
: ð52:5Þ

Equation (52.5) is an approximate approach, and it is easy to see that the
accuracy of the linear power spectrum statistics depends on an accurate estimation
of parameters A and c. So the linear power spectrum statistics model is a two-step
approach. Of course, a little error of estimation of the parameters in the first step
will be magnified in the second step and lead to a bad result. Figure 52.2a gives the
power spectrum statistics of a natural image and the corresponding line fitting
result. Figure 52.2b illustrates the linear power spectrum and the fitting line using
Eq. (52.5). Although there is only a little error in Fig. 52.2a, the estimated linear
power spectrum statistics has a big departure from the real observed data.
Therefore, the linear power spectrum statistics model is not so accurate and robust.
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52.3 Estimate the Blur Length

Other than using the linear power spectrum statistics, we estimate the blur length
directly using the power-law distribution in this chapter.

We observe that the data points of the log power spectrum statistics of a blurred
image is more disperse than the corresponding latent sharp image, and to a certain
extent the lager the blur length, the more disperse the data points are. The dif-
ference between the power spectrum statistics of the latent sharp image and the
corresponding blurred image is shown in Fig. 52.1c. If using the least square
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Fig. 52.1 Power spectrum statistics of five natural images. a Five natural images from the BSD.
b Power spectrum statistics versus the absolute frequency in a log–log scale. The lines show the
fits of the power-law distribution. For clarity, traces in the plot are shifted –2, –4, –6, –8 log-units.
c Power spectrum statistics of the blurred image and the corresponding latent sharp image
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Fig. 52.2 The power law distribution and the corresponding linear power spectrum statistics.
a Power law distribution of a natural image in a log–log scale. b The observerd linear power
spectrum statistics (dot) and the corresponding line fitting result using Eq. (52.5)
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estimator (LSE) to fit the observed data points, we can use the RSS to measure the
disperse degree. Assuming the true data points of the log power spectrum statistics
of an image are ðx1; S1Þ; ðx2; S2Þ; � � � ðxn; SnÞ, the fitted data points using the LSE
are ðx1; Ŝ1Þ; ðx2; Ŝ2Þ; � � � ðxn; ŜnÞ, the RSS can be expressed as follows:

RSS ¼
X

n

i¼ 1

Si � Ŝi

ffi

ffi

ffi

ffi

2
: ð52:6Þ

We simulate a coded exposure image with 52 pixel blur length, and use dif-
ferent blur length in the direct deconvolution method [6] to get the deblurred
images. In the direct deconvolution method, we set the initial blur length to
40 pixels and increase by 1 pixel in each iterative step. If we set the biggest blur
length to 60 pixels, we can get 21 deblurred images. We calculate the log power
spectrum statistics of each image and use the LSE to get the fitted values. The RSS
of each deblurred image is obtained using Eq. (6) and the results are illustrated in
Fig. 52.3a.

From Fig. 52.3a, it can be seen that we get the lowest RSS when using a blur
length of 52 pixels in the direct deconvolution method. So the lowest RSS cor-
responds to the correct blur length. It also can be seen that the bigger the distance
between the estimated blur length and the correct blur length, the higher the RSS
of the resulted deblurred image is. But this phenomenon is not always true when
the estimated blur length is too far from the correct blur length. We use the same
simulated 52 pixel blur length image, and set the estimated blur length with the
range of 20–80 pixels, after deblurring using the direct deconvolution method, the
resulted RSS is shown in Fig. 52.3b.

Although there will be some fluctuation when the estimated blur length is too
far from the correct blur length, the lowest RSS still corresponds to the correct blur
length.
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Fig. 52.3 The RSS of the deblurred images of the direct deconvolution method using different
blur length

52 Motion Blur Identification Using Image Statistics for Coded Exposure Photography 465



If we assume a is the estimated blur length, then a direct approach for testing if
a is a good estimation of blur length would be to check if the RSS of the log power
spectrum statistics in a least square sense achieves the lowest value. Given an
initial blur length a0, we can easily get the optimal estimated blur length in terms
of RSS using a global optimization method in Matlab Toolbox, i.e. Direct search,
Genetic algorithm, or Simulated Annealing, etc.

The main steps of our method are as follows:

1. Give an initial estimated blur length a0;
2. Obtain the deblurred image I using the direct deconvolution method with the

given blur length.
3. Compute the Fourier spectrum jFðu; vÞj, and parameterize it to the polar

coordinates as jFðx;uÞj.
4. Compute the power spectrum statistics of jFðx;uÞj using Eq. (52.3), and use

the LSE to obtain the corresponding fitted value.
5. Compute the RSS using Eq. (52.6).
6. Is the RSS the lowest value? If not, get a new a using the global optimization

algorithm and turn to step 2; else, stop and get the optimal estimated blur
length.

52.4 Experiments

In the first experiment, we used a real coded exposure image supplied by Raskar
et al. [6], as shown in Fig. 52.4a. The blur length of the image had been identified
manually and the identified result is 118 pixels. Figure 52.4b is the corresponding
deblurred result with the identified blur length using the direct deconvolution
method.

The result of Fig. 52.4b demonstrates the identified blur length is accurate. We
use our method to automatically estimate the blur length and Fig. 52.4c is the
result of RSS. The lowest value of the RSS corresponds to the correct blur length.
This result demonstrates the validity of our method.
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Fig. 52.4 Validity check of our method with Raskar’s image. a Coded exposure image supplied
by Raskar. b The deblurred image with correct blur length. c The RSS of deblurred images for
different estimated blur length
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In the second experiment, we used a PointGrey Flea2 camera to capture a toy
train moves at uniform speed to get our coded exposure image, and in order to
achieve accurate signal synchronization, we used an Arduino Duemilanove board
to supply the external trigger pulse. Flea2 works in IEEE DCAM Trigger mode 5
(‘‘Multiple Exposure Pulse Width Mode’’) which provides coded exposure func-
tion. The experimental setup is given in Fig. 52.5a.

Figure 52.5b is the captured coded exposure image, and using our proposed
blur length estimation method the obtained result is 103 pixels, as illustrated in
Fig. 52.5c. We use this blur length to deblur Fig. 52.5b, the deblurred result is
shown in Fig. 52.5d. The deblurred result demonstrates that the proposed blur
length estimation method is robust and accurate.

52.5 Conclusion

The researchers present an automatic motion blur length estimation approach
based on the image power spectrum statistics. The contribution of the work is that
the blur length affects the disperse degree of the image power spectrum statistics is
found. Researchers employ the RSS to model the disperse degree and derive the
correct blur length which corresponds to the lowest value of RSS. Because
the direct deconvolution method is used in the process of image deconvolution,
the proposed method is efficient.
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Fig. 52.5 Motion blur length estimation for real coded exposure image and our experimental
setup. a Experimental setup. b Our coded exposure image. c The RSS of deblurred images
resulted with different estimated blur length. d The deblurred image with the estimated blur
length of the proposed method
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Chapter 53
Medical Images Fusion Using
Parameterized Logarithmic Image
Processing Model and Wavelet Sub-band
Selection Schemes

Bole Chang, Wenbing Fan and Bo Deng

Abstract A novel wavelet sub-band selection scheme for medical image fusion,
based on the Parameterized Logarithmic Image Processing (PLIP) model, is pre-
sented in this chapter which takes the characteristics of human visual system (HVS)
and the spatial distribution of wavelet coefficients into account. The different fusion
schemes are applied for the different frequency sub-bands. The visibility weighted
average method is selected for coefficients in low-frequency band and a variance
based weighted method is selected for coefficients in high-frequency bands. Sub-
sequently, the fused coefficients are processed with consistency verification to
guarantee the homogeneity of the fused image. Computer simulations illustrate that
the proposed image fusion algorithms with the PLIP model is superior to some
existing fusion methods, and can get satisfactory fusion results.

Keywords Image fusion � PLIP model �Wavelet transform � Sub-band selection
scheme

53.1 Introduction

In the recent years, the study of medical image fusion attracts much attention
including diagnosis, research, and treatment. Image fusion is the combination of
multimodality source images [1]. Multimodality medical images mainly include the
following images, computed tomography (CT) and magnetic resonance imaging
(MRI) images and so on [2]. The aim of image fusion is to integrate complementary
as well as redundant information from multiple images to create a fused image
output, which should contain a more accurate description of the scene and is more
suitable for human visual and further image processing and analysis task.
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The existing fusion methods involve mainly Pixel Weighted Average fusion
(PWA), Laplacian Pyramid (LP), Discrete Wavelet Transform (DWT) [3], Prin-
cipal Component Analysis (PCA) [4], Contourlet transform (CT) [5], and Non-
subsampled Contourlet Transform (NSCT) [6]. Research shows that the PWA
blurs feature information of image. The LP transform decompose fails to introduce
any spatial orientation selectivity in the decomposition process. The PCA do not
incorporate aspects of the human visual system in their formulation such as sen-
sitivity to edges at their various scales and undesirable side contrast. The Con-
tourlet transform, based on the Laplacian Pyramid and directional filter, is a kind
of multi-scale and multi-direction discrete image transformation, in which the
process of multi-scale analysis and direction analysis is successively disposed. But
it is a varying shift transformation and ignores the relationship between contourlet
coefficients. In order to obtain translation invariance, Cunha AL proposed NSCT,
which consists of Nonsubsampled Directional Filter Bank (NSDFB) and Non-
subsampled Pyramid (NSP).The NSCT can extract the edge of the image contour
information well. But, it captures image detail weakly, and fails to present the
local characteristics of image. The DWT of image signal produces non-redundant
image representations and provides better spatial and spectral localization of
image information. In the DWT scheme, wavelet coefficient fusion rules directly
influence the speed and quality of fusion [7].

The chapter is organized as follows: In Sect. 53.2, the PLIP model and the
parameterized logarithmic multi-resolution image decomposition structure are
described. And a new image fusion algorithm is proposed in Sect. 53.3. Experi-
mental results and analysis are presented in Sect. 53.4. Finally, the conclusions are
given with a short summary in Sect. 53.5.

53.2 Wavelet Decomposition Based on PLIP Model

The original concept and theory of wavelet-based multi-resolution analysis came
from Mallat [8]. The wavelet transform is a mathematical tool that can detect local
time–frequency features in a signal process.

53.2.1 PLIP Model

The PLIP model was proposed by Karen Panetta, which are appropriate particu-
larly for image enhancement in both the spatial and transform domains. With
defining a set of parameterized nonlinear operation to replace image of linear
operators, it operates image gray value directly. The arithmetical operations of
PLIP model are as follows [9].

Gray tone calculation: gði; jÞ ¼ M � f ði; jÞ ð53:1Þ
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Isomorphic transform: uðgÞ ¼ � kðMÞ � lnbð1 � g=kðMÞÞ ð53:2Þ

Inverse isomorphic transform: u�1ðgÞ ¼ kðMÞ½1 � expð� g=kðMÞÞ1=b� ð53:3Þ

where gði; jÞ is the same gray tone function and M is the maximum intensity value
of input image f ði; jÞ. The parameter kðMÞ is a linear function of the type
kðMÞ ¼ AM þ B, with constant parameters A and B. The research shows that
visually pleasing images can be got with b ¼ 1 and kðMÞ ¼ 896.

53.2.2 Image Fusion Based on PLIP Model

The 2D Wavelet decomposition provides a framework in which two dimensional
signals are decomposed different level sub-bands, which uses a quadrate mirror set
analysis filters, h and g, and synthesis filters, ~h and ~g [7]. And the DWT based on
the PLIP model (PLIP-DWT) is calculated by making use of the parameterized
isomorphic transformation and is defined by the following equations.

PLIP - DWT: WPLIP�DWTðf Þ ¼ WDWTðuðf ÞÞ ð53:4Þ

PLIP - IDWT: WPLIP�IDWT ¼ u�1ðWIDWTðWPLIP�DWTðf ÞÞÞ ð53:5Þ

The structures of 2D wavelet decomposition based on the PLIP model analysis
and synthesis are shown in Fig. 53.1. The DWT decomposition based on the PLIP

(a)

(b)

Fig. 53.1 The structures of PLIP 2D wavelet decomposition analysis and synthesis. a One stage
of 2D PLIP-DWT multi-resolution image decomposition. b One stage of 2D PLIP-IDWT multi-
resolution image fusion
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model generates the low-frequency band coefficient LL~f and the high-frequency
coefficient HL~f , LH~f , and HH~f .

The overall flowchart of the DWT scheme based on the PLIP model can be
illustrated in Fig. 53.2.

53.3 The Proposed Fusion Schemes for the Coefficients

The core technology based on the wavelet transform of the image fusion is the
wavelet coefficient fusion rules. Therefore, a new type of wavelet coefficient
fusion rules is proposed.

53.3.1 Weighted Average Method in Low Frequency
Sub-band

For the low-frequency band, a fusion scheme selects the weighted average method,
which is based on HVS to the sensitive degree of image [10]. Two original images,
AandB, and their fused image Y are introduced. And the multi-scale decomposi-
tions of the original and fused images are denoted by CA, CB , and CY. Let
p ¼ m; n; k; lð Þ indicates the index corresponding to a particular coefficient.
CAðpÞ denotes the decomposition value of the corresponding coefficient at the

PLIP-DWT

Image B

PLIP-DWT

LLp LLp

Visibility weighted 
average 

Variance in a 
neighborhood and 

Consistency

LLp

PLIP-IDWT

PLIP-DWT 
Analysis

Fusion 
Rule

Synthesis

Fused Image Y

LHp, HLp, HHp LHp, HLp, HHp

LHp, HLp, HHp

Image AFig. 53.2 Schematic
diagram of the proposed
fusion rule
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position ðm; nÞ with decomposition level k and frequency band l (1 = LL, LH, HL,
and HH). The visibility of wavelet coefficients is defined as:

xðpÞ ¼ 1
N2

X

ði;jÞ 2WN

!ðlðpÞÞ � ðjCðm þ i; n þ j; k; lÞ � lðpÞj=lðpÞÞ ð53:6Þ

!ðlðpÞÞ ¼ 1=lðpÞð Þa ð53:7Þ

lðpÞ ¼ ð1=N2Þ
X

ði;jÞ 2WN

Cðm þ i; n þ j; k; lÞ ð53:8Þ

where WN is a N � N block, !ðlðpÞÞ is the weighting factor, a is a constant by
perceptual experiment, and its range is from 0.6 to 0.7 [10]. After calculating the
visibility of all the coefficients in the low-frequency band, the corresponding
coefficients with higher magnitude of visibility are then chosen into the fused
image as follows:

CYðpÞ ¼ ðxAðpÞ � CAðpÞ þ xBðpÞ � CBðpÞÞ=ðxAðpÞ þ xBðpÞÞ ð53:9Þ

53.3.2 Fusion Scheme in High Frequency Sub-bands

A scheme is proposed by computing the variance in a neighborhood to select the
high-frequency coefficients [10]. The neighborhood variance of wavelet coefficient
of input image is rAðpÞ, and the covariance is rABðpÞ. The lAðpÞ denotes mean
value. The procedure can be formulated as follow.

rAðpÞ ¼ ð1=N2Þ
X

ði;jÞ 2WN

ðCAðm þ i; n þ j; k; lÞ � lAðpÞÞ2 ð53:10Þ

lAðpÞ ¼ ð1=N2Þ
X

ði;jÞ 2WN

CAðm þ i; n þ j; k; lÞ ð53:11Þ

rABðpÞ ¼ ð1=N2Þ
X

ði;jÞ 2WN

ðCAðm þ i; n þ j; k; lÞ � CBðm þ i; n þ j; k; lÞ � lABðpÞÞ2

ð53:12Þ

lABðpÞ ¼ ð1=N2Þ
X

ði;jÞ 2WN

CAðm þ i; n þ j; k; lÞ � CBðm þ i; n þ j; k; lÞ ð53:13Þ

The local matching coefficient measure of each sub-band between source
images is given as:

MABðpÞ ¼ 2rABðpÞ=ðr2
AðpÞ þ r2

BðpÞÞ ð53:14Þ
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Comparing the matching measure to a threshold T determines if detail coeffi-
cients are to be combined by simple selection or by weighted averaging.

dðpÞ ¼

1 � ðMABðpÞ � TÞ=2ð1 � TÞ; MABðpÞ [ T ; rAðpÞ [ rBðpÞ
ðMABðpÞ � TÞ=2ð1 � TÞ; MABðpÞ [ T ; rAðpÞ\ rBðpÞ
1 MABðpÞ\ T ; rAðpÞ [ rBðpÞ
0 MABðpÞ\ T ; rAðpÞ\ rBðpÞ

8

>

>

<

>

>

:

ð53:15Þ

where dðpÞ indicts the factor of multiplicative weight averaging. The fused
coefficients are calculated using the following formulation.

CYðpÞ ¼ dðpÞ � CAðpÞ þ ð1 � dðpÞÞ � CBðpÞ ð53:16Þ

53.3.3 Consistency Verification

The proposed method cannot guarantee the homogeneity in the resultant fused
image, especially for the high frequency sub-bands [10]. Therefore, a consis-
tency verification scheme can ensure that the dominant features are incorpo-
rated into the fused image. The idea is likely to be a 3- by-3 median filter. And
a window-based verification is applied to the fused high frequency coefficients.
In the implementation, this rule is applied to a binary decision map, followed
by the application of a median filter. This process can be formulated as
follows:

Cm
A ðpÞ ¼ median

ði;jÞ 2WN

ðjCAðm þ i; n þ j; k; lÞjÞ ð53:17Þ

bðpÞ ¼ 1; Cm
A ðpÞ [ Cm

B ðpÞ
0; otherwise

ffi

ð53:18Þ

b0ðpÞ ¼
X

ði;jÞ 2WN

bðm þ i; n þ j; k; lÞ ð53:19Þ

b�ðpÞ ¼ 1; b0ðpÞ [ N
0; otherwise

ffi

ð53:20Þ

Refer to (53.16), the fused coefficients in the high frequency sub-bands are
modified by:

C�YðpÞ ¼ CYðpÞ þ k � ½b�ðpÞ � CAðpÞ þ ð1� b�ðpÞÞ � CBðpÞ� ð53:22Þ

where k is a constant by perceptual experiment?
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53.4 Experimental Results and Analysis

In this section, the performance of the proposed method is compared with those of
PWA, LP, PCA, Contourlet transform, NSCT and DWT. The first experiment is
tested on MRI and MRA images, as shown in Fig. 53.3. And the information
entropy (IE), cross entropy (CE), mutual information (MI) and fusion symmetry
(FS) of the fused image are applied to evaluate the performance of the above
fusion method [11]. The performances of the different methods are listed in
Table 53.1.

Comparing the experimental results, the proposed method of fusion visibility is
the best. As is shown from Table 53.1, the IE of the proposed method is higher
than results of other methods, and the values of CE and FS are lower than the
results of other methods. And the proposed fusion scheme removes the blurring
information and the fused image has more resolution than other methods.

Fig. 53.3 Fusion results of the MRI and MRA images with different methods. a Reference
image; b Original MRI image; c Original MRA image; d Fused image by PWA method; e Fused
image by PCA method; f Fused image by LP method; g Fused image by DWT method; h Fused
image by Contourlet transform method; i Fused image by NSCT method; j Fused image by the
proposed method

Table 53.1 Quantitative evaluation results of different fusion methods in Fig. 53.3

Fusion methods IE CE MI FS

PWA 6.3195 1.4806 3.2325 0.0054
PCA 6.4163 1.3954 2.9406 0.0199
LP 5.8181 1.3732 2.2674 0.1035
DWT 6.0208 1.5649 2.6369 0.1623
Contourlet transform 6.4335 1.6156 2.7337 0.1845
NSCT 6.4862 1.3823 2.9891 0.0183
Proposed method 6.4919 1.3305 2.4366 0.0013
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For further comparing, the proposed method is tested on CT and MRI images as
shown in Fig. 53.4. The relevant performances of the different methods are listed
in Table 53.2.

Comparing the experimental results in Fig. 53.4, the proposed method of fusion
visibility is the best. As is shown from Table 53.2, the MI of the proposed method
is higher than results of other methods, and the values of CE and FS are lower than
the results of other methods. And the proposed fusion scheme contains more image
information and the fused image has more resolution than other methods.

53.5 Conclusion

A novel wavelet-based sub-band selection approach with PLIP model is presented
for medical image fusion—it consists of four steps: isomorphic transform, wavelet
decomposition, coefficients fusion, wavelet synthesis, and inverse isomorphic

Fig. 53.4 Fusion results of the ‘‘brain’’ CT and MRI images with different methods. a Reference
image; b Original CT image; c Original MRI image; d Fused image by PWA method; e Fused
image by PCA method; f Fused image by LP method; g Fused image by DWT method; h Fused
image by Contourlet transform method; i Fused image by NSCT method; j Fused image by the
proposed method

Table 53.2 Quantitative evaluation results of different fusion methods in Fig. 53.4

Fusion methods IE CE MI FS

PWA 5.9152 0.7407 2.5326 0.1015
PCA 6.5814 0.4396 2.2358 0.0797
LP 3.8037 1.3318 2.0654 0.7059
DWT 5.9748 0.6800 1.6721 0.4652
Contourlet transform 6.9694 0.1332 1.9381 0.0733
NSCT 6.7896 0.1939 2.4606 0.0984
Proposed method 5.7291 0.1206 2.6832 0.0636
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transform. The experimental results show that the proposed fusion method out-
performs some existing fusion methods and it can get satisfactory fusion results.
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Chapter 54
Insect Extraction Based on the Improved
Color Channel Comparison Method

Yan Yang, Sa Liu, Xiaodong Zhu, Shibin Lian, Huaiwei Wang
and Tingyu Yan

Abstract Color Channel Comparison Method is an effective method to transform
color images into gray ones. This method can enhance pests’ characteristics and
remove the background to some extent. However, some interfering background
cannot be removed. In order to solve this problem, an improvement on Color
Channel Comparison Method is realized in this paper. Comparisons between gray
brightness and a threshold value determine whether the pixel is the interfering
background. And the threshold value is determined according to the brightness of
the image. Empirical results show that the interfering background in black or white
pests’ photo is effectively cleared, and black or white pests can be more effectively
separated from the colored background by using the improved method. The
improved color channel comparison method can effectively solve the interfering
background problem of Color Channel Comparison Method.

Keywords Fruit tree pest identification � Color channel comparison method �
Color-to-gray transform

54.1 Introduction

The pest, enemy of fruit growth, will cause significant losses and serious harm to
the quality of the fruit, and incalculable damage to growers. Therefore, pest
forecasting, which is particularly important for the effective prevention and

Y. Yang � S. Liu (&) � X. Zhu � S. Lian � H. Wang
Department of Computer Science and Information, Beijing University of Agriculture,
Beijing, China
e-mail: liusa@bac.edu.cn

T. Yan
Ministry of Basic Teaching, Beijing University of Agriculture, Beijing, China

W. E. Wong and T. Ma (eds.), Emerging Technologies for Information
Systems, Computing, and Management, Lecture Notes in Electrical
Engineering 236, DOI: 10.1007/978-1-4614-7010-6_54,
� Springer Science+Business Media New York 2013

479



treatment, and computer vision technology used in pest identification become the
hot spot of the current research [1].

Generally speaking, a color image needs to be transformed into a gray one when
the computer vision technique is used to recognize the insect pests. The gray image
having the brightness information without having the color information, the color-
to-grey transform is one of the important steps of the image preprocessing, and
therefore, the results directly affect the subsequent processing of the image [2–4].

The maximal value extraction method [5], the mean value extraction method
[5], the probability coefficient extraction [5] method and the HLS brightness
extraction method [6] are widely used to transform color images into the gray
images. But, these methods does not consider the difference in color of black or
white insect pests and background, and each pixel in image is transformed by one
formula, therefore, these method can not effectively enhance pests’ characteristics,
and remove the background [7].

Recently, Fan etc. proposed color channel comparison method [7], this method
is a more effective method to transform color images into gray ones than other
methods. According to the difference in color of white or black insect pests and
actual image backgrounds, Color Channel Comparison Method can enhance pests’
characteristics, remove the background, but it also leaves some interfering back-
ground. In this paper, Improvement to the Color Channel Comparison Method is
used to transform color images into gray ones, and the threshold value is deter-
mined according to the brightness of the image, and black or white pests can be
more effectively separated from the colored background by using the improved
method.

54.2 Color Channel Comparison Method

According to the RGB color model [8, 9], in RGB image, each of the RGB color
pixel is represented by the values of the R, G, B, and different colors is composed
by different values of R, G and B. The RGB color model is usually expressed as a
unit cube, as shown in Fig. 54.1.

In Fig. 54.1, R, G and B are located at the three corners: Black at the origin,
white is located in the corner furthest away from the origin. Equal to the amount of
the respective elements on the main diagonal of the cube, generated from dark to
bright white, that is gray. Different colors are located in or within the cube.

For color images, the three color channels is relatively large difference between
the RGB, for example, the RGB value of pure red is (255, 0, 0), the difference of R
channel and G, B channel is 255. RGB channel values of pure white or pure black
are equal, the difference is zero. The smaller difference of the RGB channels, the
closer to RGB model cube diagonal.

According to the RGB color model, color channel comparison method for white
and black pests were two sets of processing formula:
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For white insect pests, if the difference between the highest (Max(R, G, B)) and
lowest (Min(R, G, B)) values of R, G and B in a pixel is larger than 20, then let the
gray value of the pixel equal to one fifth of the Min(R, G, B), otherwise let the gray
value equal to five times of the Max(R, G, B). For the white insect pests, the
formula is expressed as:

L ¼ MinðR;G;BÞ
5

if Max(R;G;BÞ � Min(R;G;BÞ [ 20

L ¼ 5 � MaxðR;G;BÞ if Max(R;G;BÞ � Min(R;G;BÞ\ 20
ð54:1Þ

For black insect pests, if the difference between the highest and lowest values of
R, G and B in a pixel is larger than 20, then let the gray value of the pixel equal to
five times of the Max(R,G,B), otherwise then let the gray value equal to one fifth
of the Min(R,G,B). For the black insect pests, the formula is expressed as:

L ¼ 5 � MaxðR;G;BÞ if Max(R;G;BÞ � Min(R;G;BÞ [ 20

L ¼ MinðR;G;BÞ
5

if Max(R;G;BÞ � Min(R;G;BÞ\ 20
ð54:2Þ

As it is well known, the recognition of the brightness of the human eyes ranges
from 10 to 20. Furthermore, in the Multithreshold model of the color and gray
images, the lowest threshold is about 20 [10]. Thus the threshold in Eqs. (54.1) and
(54.2) is considered to be 20.

By the difference in brightness of RGB channels in the pixel, color channel
comparison method can enhance brightness contrast between color and gray. In
Ref. [7], the test result shows that this method is a more effective method to
transform color images into gray ones than the maximal value extraction method
[5], the mean value extraction method [5], the probability coefficient extraction [5]
method and the HLS brightness extraction method [5].
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For white insect pests, if the difference between the highest and lowest values of
R, G and B in a pixel is larger than 20, then the color of pixel is the color of
background, so brightness needs to be reduced. Otherwise, the color of pixel is
grey, brightness is enhanced. As a result, not only the brightness of the white is
enhanced, the brightness of dark gray, like branches and gray spots, also be
enhanced. For black insect pests, if the difference between the highest and lowest
values of R, G and B in a pixel is larger than 20, then the color of pixel is the color
of background, so brightness needs to be enhanced. Otherwise, the color of pixel is
grey, brightness is reduced. As a result, not only the brightness of the black is
reduced, the brightness of bright gray, such as heaven and bright spots, also be
enhanced.

54.3 Improvement to the Color Channel Comparison
Method

Through experiments, for white insect pests, if the difference between the highest
(Max(R,G,B)) and lowest (Min(R,G,B)) values of R, G and B in a pixel is larger
than 20, then the color of pixel is the color of background, in order to highlight the
white pests, need to reduce the brightness of the background to enhance contrast,
then let the gray value of the pixel equal to one fifth of the Min(R,G,B). If the
difference between Max(R, G, B) and Min(R, G, B) in a pixel is less than 20, the
pixel may be white pest, there may be interference background, like branches and
gray spots. The brightness of white pest is much larger than the brightness of
interference background. In image, the average value of each pixel’s Max(R,G,B)
is named avgMax, if the Max(R,G,B) in a pixel is lower than avgMax, this pixel is
interference background, the brightness needs to be reduced, so, let the gray value
of the pixel equal to one fifth of the Min(R,G,B). Otherwise, let the gray value
equal to five times of the Max(R, G, B). For the white insect pests, the formula is
expressed as:

L ¼ Min(R;G;BÞ
5

if Max(R;G;BÞ � Min(R;G;BÞ [ 20

L ¼ Min(R;G;BÞ
5

if Max(R;G;BÞ � Min(R;G;BÞ � 20& Max(R;G;BÞ\ avgMax

L ¼ 5 � MaxðR;G;BÞ if Max(R;G;BÞ � Min(R;G;BÞ � 20& Max(R;G;BÞ � avgMax:

ð54:3Þ

For black insect pests, if the difference between Max(R, G, B) and Min(R, G, B)
in a pixel is larger than 20, then the color of pixel is the color of background, in
order to highlight the low brightness of the black pests, need to increase the
brightness of the background to enhance contrast, then let the gray value of the pixel
equal to five times of the Max(R, G, B). If the difference between Max(R, G, B) and
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Min(R, G, B) in a pixel is less than 20, the pixel may be black pest, there may be
interference background, like heaven and bright spots. The brightness of black pest
is much lower than the brightness of interference background. In image, the average
value of each pixel’s Min(R, G, B) is named avgMin, if the Min(R,G,B) in a pixel is
larger than avgMin, this pixel is interference background, the brightness needs to be
increased, so, let the gray value of the pixel equal to five times of the Max(R,G,B).
Otherwise let the gray value equal to five fifth of the Min(R, G, B). For the black
insect pests, the formula is expressed as:

L ¼ 5 � MaxðR;G;BÞ if Max(R;G;BÞ � Min(R;G;BÞ [ 20

L ¼ 5 � MaxðR;G;BÞ if Max(R;G;BÞ � Min(R;G;BÞ � 20&

Min(R;G;BÞ [ avgMin

L ¼ MinðR;G;BÞ
5

if Max(R;G;BÞ � Min(R;G;BÞ � 20&

Min(R;G;BÞ � avgMin

ð54:4Þ

Using Eqs. (54.3) and (54.4), the white and black insect pests in gray images
are enhanced relative to the background regions. As a result, the white and black
insect pests are effectively recognized and extracted from the actual background
images.

54.4 Results and Discussion

In this Section, the color channel comparison method and the improved method
will be used to treat the actual pictures in which the white and black insect pests
are shown. Firstly, the actual color pictures are transformed into the gray images.
Then the gray images are transformed into the binary images by using Otsu’s
theory [11]. Their treatment effects are compared with each other, testing the
advantage of improvement of the color channel comparison method.

Figure 54.2a shows a typical picture of Cnidocampa flavescens chrysalis. The
colors of C. flavescens chrysalis are approximately white. Figure 54.2b, c shows a
typical picture of Red Striped Longicorn and Drosicha Kuwana. The Red Striped
Longicorn and Drosicha Kuwana are near black. In Fig. 54.1, interference back-
ground is marked as red circles, which is cleared by improved color channel
comparison method.

Figure 54.3a shows the binary images of Fig. 54.2a, which was treated by the
color channel comparison method related to Eq. (54.1). Figure 54.3b, c shows the
binary images of Fig. 54.2b, c, which was treated by the color channel comparison
method related to Eq. (54.2). In Fig. 54.3, interference background is marked as
red circles, which is cleared by improved color channel comparison method.

In Fig. 54.3a, according to Eq. (54.1), the brightness L of the white chrysalis is
equal to 5 9 Max(R,G,B), i.e., is high because the R, G and B values are almost
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same, i.e., Max(R,G,B) - Min(R,G,B) \ 20. The brightness L of dark gray in red
circle is equal to 5 9 Max(R,G,B), i.e., is high because the R, G and B values are
almost same, too. i.e., Max(R,G,B) - Min(R,G,B) \ 20. The brightness L of

(c)

(a) (b)

Fig. 54.2 Typical photo of white and black insect pests

(a) (b)

(c)

Fig. 54.3 The binary images of Fig. 54.1 treated by the color channel comparison method
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other background equals to Min(R,G,B)/5, i.e., is low because the background
mainly is color, i.e., Max(R,G,B) - Min(R,G,B) [ 20.

In Fig. 54.3b, c, according to Eq. (54.2), the brightness L of the black insect
pest is equal to Min(R,G,B)/5, i.e., is low because the R, G and B values are almost
same, i.e., Max(R,G,B) - Min(R,G,B) \ 20. The brightness L of bright gray in
red circle is equal to/5, i.e., is high because the R, G and B values are almost same,
too. i.e., Max(R, G, B) - Min(R, G, B) \ 20. The brightness L of the background
equals to 5 9 Max(R, G, B), i.e., is high because the background mainly is green
or pale brown, i.e., Max(R, G, B) - Min(R, G, B) [ 20.

Figure 54.4a shows the binary images of Fig. 54.2a, which was treated by
improved the color channel comparison method related to Eq. (54.3). Fig-
ure 54.3b, c shows the binary images of Fig. 54.2b, c, which was treated by the
color channel comparison method related to Eq. (54.4).

According to Eq. (54.3), the brightness L of the most background equals to
Min(R,G,B)/5, i.e., is low because the background mainly is color, i.e.,
Max(R,G,B) - Min(R,G,B) [ 20.the brightness L of the white chrysalis is equal
to 5 9 Max(R,G,B), i.e., is high because the R, G and B values are almost same
and the Max(R,G,B) in a pixel is larger than avgMax, i.e., Max(R,G,B)–
Min(R,G,B) B 20 and Max(R,G,B) C avgMax. The brightness L of Interference
background in red circles, equals to Min(R,G,B)/5, i.e., is low because the R, G
and B values are almost same and the Max(R,G,B) in a pixel is smaller than
avgMax, i.e., Max(R,G,B) - Min(R,G,B) B 20 and Max(R,G,B) \ avgMax.

According to Eq. (54.4), the brightness L of the most background equals to 5 9

Max(R,G,B), i.e., is high because the background mainly is color, i.e.,
Max(R,G,B) - Min(R,G,B) [ 20.the brightness L of the Red Striped Longicorn
and Drosicha Kuwana is equal to Min(R,G,B)/n, i.e., is low because the R, G and
B values are almost same and the Min(R,G,B) in a pixel is smaller than avgMin,
i.e., Max(R,G,B) - Min(R,G,B) B 20 and Min(R,G,B)\avgMin. The brightness
L of interference background in red circles, equals to Min(R,G,B)/5, i.e., is low
because the R, G and B values are almost same and the Min(R,G,B) in a pixel is
larger than avgMin, i.e., Max(R,G,B) - Min(R,G,B) B 20 and Min(R,G,B) C

avgMin.
Comparing Fig. 54.3 with Fig. 54.4, the white and black insect pests in gray

images are enhanced relative to the background regions. Interference background
marked with red circles is effectively cleared by improved color channel com-
parison method. The white and black insect pests are effectively recognized and
extracted from the actual background images.

54.5 Conclusion

According to the difference in color of white or black insect pests and actual image
backgrounds, Color Channel Comparison Method can enhance pests’ character-
istics, removing the background. However, it also leaves some interfering
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background. This paper, aiming to the problem of the Color Channel Comparison
Method, proposes the improvement on the Color Channel Comparison Method by
using the brightness of the image. Experiments show that the white and black
insect pests in gray images are enhanced relative to the background regions.
Interference background can effectively cleared by improved color channel com-
parison method. The white and black insect pests are effectively recognized and
extracted from the actual background images.
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Chapter 55
Combining Steerable Pyramid
and Gaussian Mixture Models
for Multi-Modal Remote Sensing
Image Registration

Peng Ye and Fang Liu

Abstract Multi-modal remote sensing image registration is to align images
acquired by different sensors and modalities. It is the fundamental step for fol-
lowing image analysis. Previous multi-resolution methods use spatial pyramids to
achieve hierarchical registration with little consideration of the characteristics of
pyramid transforms or robust point set registration methods after feature detection.
Targeting at both problems, this paper proposes a novel image registration method
by combining steerable pyramid and Gaussian mixture models. Steerable pyramid
has been proved to be shift-invariant and outperforms traditional pyramid trans-
form. Point set registration methods using Gaussian mixture model has been lately
proposed and proved to be more robust and accurate than traditional point set
registration methods. Experiments on real multi-modal remote sensing image pair
demonstrate the feasibility of proposed method.

Keywords Steerable pyramid � Gaussian mixture models � Multi-modal image
registration

55.1 Introduction

Multi-modal remote sensing image registration is the process to align images taken
by different sensors and modalities. It provides insight into the analysis of the
target otherwise cannot. For example, optical images usually have better resolution
and understandable image features, but are greatly influenced by the imaging
condition like illumination and clouds. Unlike passive imaging scheme of optical
images, the active image mechanism makes SAR images rarely affected by the
clouds or illuminations. SAR image are mainly determined by the reflection
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characteristics of the target. However, SAR images usually suffer from speckle
noise and have worse resolutions than optical image, making them more difficult to
process. For better knowing of target, it is desirable to combine images of both
modalities for further analysis. And multi-modal image registration is the crucial
and fundamental step.

Remote sensing images usually adopt multi-resolution strategy to save the
computation time and have a better convergence optimization. Previous multi-
resolution methods used pyramid transforms like Gaussian pyramids or Laplace
pyramids. Unlike steerable pyramid, these pyramid transforms have been proven
to be shift-variant and have limited ability of extension [1]. Furthermore, as the
basics of steerable pyramid, steerable filters provide a well theory-defined way for
feature extraction, making steerable pyramid capable of being extended to detect
feature [2]. The benefit of steerable pyramid is that the shift-invariant multi-
resolution transformation and feature detection could be done at the same time.

For multi-modal image pair, it is the structural layout features that remain
relatively unchanged and are the foundation for feature-based registration meth-
ods. It is therefore needed a point set registration method which preserves the
structure layout of features and at the same time tolerates high amount of outliers.
Traditional multi-resolution image registration methods used features extracted
from different resolution as a scattered point set. Myronenko’s research found out
that previous point set registration methods lack analysis of the structure layout of
point set or have little consideration of robustness [3]. The robustness of the point
registration method in remote sensing was usually rather heuristically [4]. Point set
registration methods developed on Gaussian mixture models have been lately
proposed and proved to be robust and efficient than most traditional methods [3, 5].
The robustness against outliers is greatly valued in the multi-modal image regis-
tration case, where images usually present very different image features due to
different imaging mechanism.

Remote sensing images are usually of large size with presence of a lot of details
and complicated features. As a result, features in remote sensing image should be
spatially diverse, easy to detect, high repeatable and less computation-load.
Steerable pyramid transform not only could generate multi-resolution images but
also could detect meaningful spatial diverse distribution features [4]. However this
feature detection is rather coarse making a robust feature matching algorithm
necessary. Also, multi-modal image registration makes outliers harder to deal with
than mono-modal case. Point set registration methods based on Gaussian mixture
models provide good ways to satisfy previous requirements. By combining steer-
able pyramid transform with Gaussian mixture models based point set registration
methods, our method excels traditional registration methods in following aspects:

• the multi-resolution pyramid transform is shift-invariant;
• feature detection could be done within the multi-resolution transformation thus

saving computation load;
• robust point set registration with focus on the structure layout of the image

which is more suitable for the multi-modal image registration case.
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55.2 Combining Steerable Pyramid and Gaussian
Mixture Models

In this section, we first lay out the theory foundation of our method—namely
steerable filters, steerable pyramid and Gaussian mixture model based point set
registration; then we propose our new method.

55.2.1 Steerable Filters and Steerable Pyramid

Steerable pyramid transform, proposed by Simoncelli, is a linear multi-resolution,
multi-orientation image decomposition transform [1]. It is developed in order to
overcome the limitation of orthogonal separable wavelet decompositions. Because
steerable filters are more robust to translation, rotation and noise than the standard
Daubechies wavelet filters, they enable steerable pyramid to be shift-invariant and
extendable for desired feature detection [1]. Table 55.1 shows the difference
between popular pyramid transforms [1].

Figure 55.1 shows the decomposition (both analysis and synthesis) of steerable
pyramid [1]. Initially, an image is separated into low- and high-pass subbands,
using filters L0 and H0. The lowpass subband is then divided into a set of oriented
bandpass subbands and a lower-pass subband. This lower-pass subband is sub-
sampled by a factor of 2 in the X and Y directions. The recursive construction of a
pyramid is achieved by inserting a copy of the shaded portion of the diagram at the
location of the solid circle.

55.2.2 Gaussian Mixture Models for Feature Point
Set Registration

Point set registration methods using GMM are various [3, 5]. We choose Coherent
Point Drift (CPD) in this paper. CPD consider the alignment of two point sets as a

Table 55.1 Differences of popular pyramid transforms

Steerable
pyramid

Separable orthogonal
wavelet

Laplacian
pyramid

Gabor(octave)

Jointly-localized (space/
frequency)

Yes Yes (can be) Yes Not inverse

Translation-invariant (no
aliasing)

Yes (approx) No Yes (approx) No

Oriented kernels Yes No (not diagonals) N/A Yes
Rotation-invariant

(steerable)
Yes (approx) No N/A No

Tight frame (self-
inverting)

Yes (approx) Yes No No
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probability density estimation problem, where one point set represents the GMM
centroids, and the other represents the data points [3]. Two point sets are aligned

when the maximum GMM posterior probability is achieved. Denoting X ¼
ðx1; . . .; xnÞT the data point, Y ¼ ðy1; . . .; ynÞT the GMM centroids, the GMM
probability density function is defined as:

pðxÞ ¼ xpðx jM þ 1Þ þ ð1 � xÞ
X

M

m¼ 1

P(m)pðx=mÞ ð55:1Þ

where pðx=mÞ ¼ 1
ð2pr2ÞD=2 exp � x� ymk k2

2r2

ffi �

: pðx jM þ 1Þ ¼ 1=N is an additional
uniform distribution with weight x; 0 � x � 1 added to the mixture models to
account for noise and outliers. Equal isotropic covariance r2 and equal member-
ship probabilities PðmÞ ¼ 1=M for all GMM components (m = 1,…,M) are used.
And i.i.d (independent identical distribution) data assumption is made. Re-
parameterize the GMM centroid locations by a set of parameters h and estimate
them by maximizing the likelihood or, equivalently by minimizing the negative
log-likelihood function. The GMM density estimation problem use EM algorithm
as optimization method to solve the parameters. By deduction, for the case of
affine transformation Tðym; B; tÞ ¼ Bym þ t, where BD�D is an affine transfor-
mation matrix, tD� 1 is the translation vector, the objective function takes the form

QðB; t; r2Þ ¼ 1
2r2

X

N;M

n;m¼ 1

poldðm j xnÞ xn � ðBym þ tÞk k2 þ NpD

2
log r2 ð55:2Þ

where Np ¼
PN

n¼ 1

PM
m¼ 1 poldðmjxnÞ � N (with N ¼ Np only if x ¼ 0), pold

denotes the posterior probabilities of GMM components calculated using the
previous parameter values,

Fig. 55.1 Steerable pyramid
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poldðm j xnÞ ¼
exp � 1

2
xn �Tðym;h

oldÞ
rold

�
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�

2
� �

PM
k¼ 1 exp � 1

2
xn � Tðyk;h

oldÞ
rold

�

�

�

�

�

�

2
� �

þ c
;with c

¼ ð2pr2ÞD=2 x
1 � x

M

N
ð55:3Þ

We can directly take the partial derivatives of Q, equate them to zero, and solve
the resulting linear system of equations.

55.2.3 Proposed Method

The basic functions of steerable pyramid—steerable filters—are directional
derivative operators which come in different sizes and orientations. The number of
orientation may be adjusted by changing the derivative order. Steerable filters are
highly potential basis function for lots of image processing tasks. Steerable filters
are used to detect image features like canny criteria [2]. Mikolajczyk’s research
found out that for low-dimensional descriptor, steerable filters outperformed other
descriptors like differential invariants [6]. In this paper, pixels with large values
from the subband image are used as input feature point set. Netanyahu, etc. also
used steerable pyramid as multi-resolution transform and initial feature detection,
but the feature point registration method they used was heuristic adaption of least
median of squares (LMS) estimation, which is vulnerable to a more difficult case
like multi-modal registration [4]. Moreover their transformation model was
restrained to be rigid and strict to a hand-chosen small value range and the image
pairs to be registered were mono-modal, making their method limited to special
cases. On the contrary, by introducing a robust point set registration method, our
method has much less restriction on transformation model and it is used in multi-
modal case. The benefits of CPD are twofold: 1. the point set moves coherently
during transformation thus preserving the structure; 2. the robust registration
process between estimation-step and maximization step ensures global minimum.

The registration process starts with the coarsest scale, namely the scale with
smallest image size. For each scale, top 10 % pixels with the largest value of the
subband image are input as initial feature candidates; a following coarse regis-
tration is done with this input feature set using CPD algorithm; and the result of
this coarse registration serves as initial transformation value for the following
scale. This scale-to-scale registration ends when it reaches the final scale with the
original image size.

Also the transformation model is set to be increasing in our method. At a coarse
scale, the transformation model between two images is chosen to be less com-
plicate than the following scale. We choose rigid for small scales and affine for
large scales. This is mainly because an early incorporation of complicate trans-
formation model would actually degrade the image registration or even cause
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failure [7]. At a coarse scale, the image suffers with less accurate details, thus the
feature sets show relatively large structure similarity instead of detail local simi-
larity. Therefore it is indeed needed to use a coarse transformation model at a
coarse scale (Liu reviewed transformation models for image registration [8]). This
hierarchical transformation model with hierarchical resolution image will ensure
the optimization from falling into local minimum trap.

By combining steerable pyramid and Gaussian mixture model, we propose a
hierarchical image registration method for multimodal image pair. Multi-modal
image registration greatly suffers from outliers brought by feature detection
method and different imaging modality. Traditional registration methods done on
the original image with a high-order transformation model usually fails because of
the outliers. Our method ensures an accurate results by: 1. a coarse registration at a
coarse scale, saving time and ensuring a good initial guess for following scale; 2. a
coarse transformation model at a coarse scale preventing falling into local opti-
mization trap; 3. a robust point set registration method preserving the structure
layout of the image which is more suitable for the multi-modal case.

55.3 Experiments and Analysis

Figure 55.2 shows the original optical-SAR image pair. It could be seen that
optical image shows better resolution and better human-understandable features,
while SAR image has better discrimination between different materials. The ori-
ginal optical image has a size of 1200*800, SAR image of size 600*400. Both
images have been resized for displaying.

Figure 55.3 shows the multi-resolution and feature detection result. Each image
has been decomposed into 3 levels. It can be seen that at a coarse scale, only the
main structure features are present, thus making a registration with only a coarse
transformation like rigid workable. At large scale, though more detail features are
present, it is highly contaminated with outliers, which means it can easily fall into

(a) (b)

Fig. 55.2 Original optical-SAR image pair. a Optical image. b SAR image
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local minimum trap without a good initial value. We set rigid transformation in the
smallest size, and affine transformation in the following scales.

Figure 55.4 shows the registration result of using the proposed method and
using CPD only. It could be seen that our method aligns the multi-modal image
pair correctly, while the result of CPD is wrong (the result is not overlapped
because it covers beyond the whole optical image). The RMSE (root mean square

 

(a)

(b)
 

 

Fig. 55.3 Multi-resolution and feature detection of optical and SAR images. a Three level
features representation of optical image. b Three level features representation of SAR images

(a) (b)

Fig. 55.4 Results of proposed method and CPD. a Our method. b Directly using CPD
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error) of our method is 1.34 pixels. Direct implementation of CPD fails mainly
because the highly-outliers-contaminated feature point set makes CPD method at
the original scale fall into local minimum, while our method assures the correct
result with a well computed initial registration result from coarse scale and coarse
transformation model.

55.4 Conclusion

In this paper, researchers proposed a novel multi-modal image registration method
by combing steerable pyramid and Gaussian mixture model based point set reg-
istration method. Steerable pyramid is translation-invariant and rotation-invariant
and easy to extend to detect features. Gaussian mixture model based point set
registration methods preserve the structure layout of the image and are more robust
to outliers than previous point set registration methods. Both methods provide
promising characteristics for multi-modal image registration which is bother by the
easy trap in local minimum and high amount of outliers. By combining both
methods, researchers have achieved better results otherwise could not been done
by using any one. Experiments on real optical-SAR image pair demonstrated the
method’s feasibility. Further research could be done on speed-up computation and
extendable feature extraction of steerable pyramid.
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Chapter 56
Offset Modify in Histogram Testing
of Analog-to-Digital Converter Based
on Sine Wave

Chaotao Liu and Shirong Yin

Abstract This paper presented an offset modify method in histogram testing of
ADC based on sine wave. The method of using histogram to estimate the code
transition level is introduced firstly. Then the paper presented the modify method
that use the difference between the cumulative histogram of low codes and the
cumulative histogram of high codes. Simulation result demonstrated that the
method introduced by this paper is efficient.

Keywords Histogram testing � ADC testing � Sine wave offset modify

56.1 Introduction

Histogram testing method is widely used for determination of nonlinearity errors
of ADC (analog-to-digital converter). The histogram method involves the appli-
cation of a given analog signal to the ADC input and the record of the number of
times each code appears on the ADC outputs. Processing the measured data
against a reference histogram then permits extracting the circuit’s characteristics
[1]. The excitation signals for ADC under test are usually a low-slope ramp signal.
But a ramp generator is analog circuit which is normally very sensitive to noise
and difficult built on chip. High-quality sine wave signal is easily generated by an
all digital circuit. In addition, it is easy to improve sine wave purity by suitable
filtering [2, 3]. So this paper researched how to use a sine wave stimulus and
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histogram of ADC output codes to test the characteristics parameters of ADCs.
Within the past few years, Histogram testing of ADC was paid much attention
[4, 5]. But few approaches in the literature have proposed to resolve the bias of
input sine wave parameter.

56.2 The Histogram of Sine Wave

The histogram test consists of stimulating the ADC with a known period signal and
asynchronously acquiring a given number of samples. The result of the analog-
to-digital conversion of those samples is then used to build a histogram, the x-axis
is the possible codes appears on the ADC outputs, the y-axis is the number of each
code. By comparing this number with the number expected of an ideal ADC, the
actual transition voltages can be estimated.

For a sine wave input v(t)

vðtÞ ¼ A cosðxtÞ þ C ð56:1Þ

where C, A [ 0, x is the offset (DC level), the amplitude, and the angular
frequency respectively. The input signal v(t) should exactly cover the full scale
range of the converter in order to obtain the ideal reference histogram.

Uniformly sample the sine wave signal v(t), the sampling phase is a random
variable uniformly distributed in [0, 2p]. Then the sampled input signal V is a
random variable. Thus P(V), the distribution function of V that collected the
samples with a value between C - A and V, is represented by the fraction of the
period 2p in which v(t) \ V:

PfVg ¼ 1
p

arccos
C � V

A

ffi �

ð56:2Þ

For a N-Bit ADC, if Vk ? 1-Vk = V1LSB, where V1LSB is the ideal code bin
width, Vk ? 1 and Vk are the k ? 1th and kth code transition level, show as
Fig. 56.1. The probability function of the kth code appears on the ADC outputs
that collected the samples with a value between Vk ? 1 and Vk is:

pfkg ¼ 1
p

arccos
C � Vkþ1

A

ffi �

� arccos
C � Vk

A

ffi �� �

¼ uðkÞ
p

ð56:3Þ

where uk is the changed phase value when v(t) changed from Vk to Vk ? 1.
When the phase of v(t) changed from 0 to 2p, the time t changed from 0 to T,

T is the period of the input sine wave, T = 2p/x. The sampling instance is a
random variable uniformly distributed in [0, T] because the sampling phase is a
random variable uniformly distributed in [0, 2p]. If the sampling period is Ts and
the time of v(t) changed from Vk to Vk ? 1 is tk, uk = xtk, the probability function
p{k} can be represented as follow:

498 C. Liu and S. Yin



pfkg ¼ tk
T=2

ð56:4Þ

Let h(k) be the total number of samples which yielded output code k as the
result of the conversion. The total number of samples collected is

S ¼
X

2N�1

i¼0

hðiÞ ð56:5Þ

Because the input signal was uniformly sampled and sampling period is Ts, the
probability function of the kth code appears on the ADC outputs p{k} can be
estimated by the relative frequency observed during the test:

p̂fkg ¼ hðkÞ
S

ð56:6Þ

The kth cumulative histogram chk represent the number of samples that have a
digital code equal to or lower than k,

chk ¼
X

k

i¼0

hðkÞ ð56:7Þ

Then the distribution function of kth code transition level Vk can be estimated
by the histograms of output code smaller than k:

P̂ðVkÞ ¼
X

k

i¼1

p̂ðiÞ ¼ chðk � 1Þ
S

ð56:8Þ

So the code transition levels can be estimated by h(k)

V̂k ¼ C þ Acos p
chðkÞ

S

� �

ð56:9Þ

Fig. 56.1 The code transition level and the sampled input signal
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Once the code transition levels are determined, it is easy to obtain all the
specification parameters which may be derived from the knowledge of the con-
version characteristic, such as gain error, offset, Integral Nonlinearity (INL) and
Differential Nonlinearity (DNL) [6].

56.3 Modify Offset

From Eqs. (56.3) and (56.8), (56.9) we can find that the estimated kth code
transition level V̂k and probability function p(k) are the function of amplitude
A and offset C of the input sine wave. The error of A and C will impact on the
precision of the estimated Vk, so we have to estimated the A and C to modify
the Vk. Provide that the A and C can be precisely controlled so as to v(t) span all the
code transition levels of the ADC, and synchronous sampling is preferred,
the histogram of the ADC output will be a symmetry bathtub, show as Fig. 56.2a.
The symmetry axis is k = 2 N - 1 - 1. The transition level of 2 N - 1 and 0 are
positive peak and negative peak respectively.

If the C is biased form the regular value, the histogram of the ADC output will
be a asymmetry bathtub, show as Fig. 56.2b. NL and NH represent the total number
of samples which conversion codes are smaller than 2 N – 1 - 1 (low codes), and
represent the total number of samples which conversion codes are larger than
2 N - 1 - 1 (high codes).

(a) (b)

Fig. 56.2 The histogram of the ADC output that the input sine wave biased and not biased. a
symmetry histogram C not biaed b asymmetry histogram C biaed
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NL ¼
X

2N�1�1

i¼1

HðiÞ ð56:10Þ

NH ¼
X

2N�1

i¼2N�1

HðiÞ ð56:11Þ

From Fig. 56.2b we can find that the phase difference between high codes and
low codes is 4 Uos. From Eqs. (56.4)–(56.8) we can calculate the phase Uos is

Uos ¼
p
4

NH � NL

NH þ NL
¼ p

4
NH � NL

S
ð56:12Þ

From Eq. (56.9) we can calculate the bias voltage is

V̂os ¼ AsinðUosÞ ð56:13Þ

Then the offset C can be modified by V̂os

Ĉ ¼ C þ V̂os ð56:14Þ

56.4 Simulation Result

An 8-bit ADC of ADI corporation, the AD9289 is used to validate the efficiency of
the method presented in this paper. The AD9289 is a monolithic, single-supply, 65
MSPS ADC with an on-chip, high-performance sample-and-hold amplifier and
voltage reference, 1Vp-p to 2Vp-p input voltage range. We use ADIsimADC with
Matlab on a PC platform to capture the ADC output codes and calculate the
characteristics parameters. The behavioral modeling of the ADC and ADIsimADC
are offered by ADI Corporation.

If the stimulus v(t) = sin(xt) ? 1.5, A = 1 and C = 1.5 not biased, v(t) exactly
cover the full scale range of the converter, the histogram and Differential Non-
linearity (DNL) of the ADC output are shown as Fig. 56.3. The DNL is less than
0.4 LBS. Figure 56.4 shows the ideal code transition levels Vk and the estimated
code transition levels V̂k.

Make C biased 0.1, that is to say, C = 1.4, the histogram and DNL of the ADC
output are shown as Fig. 56.5. The DNL is less than 4 LBS. Figure 56.6 shows the
ideal Vk, estimated V̂k for C biased 0.1 and the modified code transition levels Vk.
The estimated bias voltage using the method of this paper is 0.098. The DNL that
calculated with the modified code transition levels Vk is shown as Fig. 56.7, the
DNL is less than 0.6 LBS.
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Fig. 56.3 The histogram and DNL of the ADC output, C not biased

Fig. 56.4 The estimated Vk, C not biased

Fig. 56.5 The histogram and DNL of the ADC output, C biased 0.1
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56.5 Conclusion

This paper presented an offset modify method that used the difference between the
cumulative histogram of codes less than 2N - 1 - 1 and the cumulative histogram
of codes larger than 2N - 1. Simulation result demonstrated that the method
introduced by this paper is efficient.
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Chapter 57
Image Text Extraction Based
on Morphology and Color Layering

Zhen Zhang and Feng Xu

Abstract In order to extract text regions in the color image, this paper proposes
an image text extraction method based on morphology and color layering. Firstly,
we extract the edges with Sobel operator, and then extract rectangular regions and
non-rectangular regions according to text features by using morphological meth-
ods. Finally, we handle these two types of regions respectively where in Color
Layering Algorithm is implemented when dealing with non-rectangular regions.
This paper also proposes Large Characters Repair Algorithm so that the method
can also be applied to the images with texts of different fonts. During the research,
we have found that Color Layering Algorithm can separate text from complex
background effectively, which makes background removed more easily. The
experimental results show that the proposed method has a high accuracy rate.

Keywords Image text extraction �Morphology � Color layering � Image character
recognition

57.1 Introduction

With the development of Internet, image search becomes more and more popular.
Optical Character Recognition (OCR) is an important part of image search, image
annotation and text-graphic conversion applications. Image text extraction in OCR
technology has great significance. In recent years, scene image text extraction has
become popular. Complex layout of the content and background are common in
scene image. We can’t get satisfactory results by using OCR directly, so we need
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to remove background and extract text regions. Scholars have proposed many
methods but no one can solve this problem well [1–4].

Hasan et al. used morphological method to remove small regions [5]. But it will
result in losing a lot of signals. Calculating the number of region’s corners is used
in this method to remove the region, which has poor effect when it is applied to the
image which contains small font texts. Kim et al. extracted text regions using low-
level image features and high-level text features [6]. Wang et al. used morphology
to extract text regions [7]. But the threshold used in the BB method to remove
regions is too large which is easy to cause the deletion of small font texts mis-
takenly. Lee et al. combined binarization method with color clustering method to
extract text regions [8].

In this paper, we propose an image text extraction method based on morphology
and color layering. In this method, we extract the edges with Sobel operator and
binarize the image, then do morphological processing, mark and repair connected
regions. After it, we mark rectangular regions and non-rectangular regions, apply
Edge Color Algorithm to rectangular regions. Finally, Color Layering Algorithm is
implemented to non-rectangular regions. Color layering is similar to human vision
that focuses on the entire color blocks or the relationship between color blocks.
The experimental results show that the proposed method has a good effect on the
distortion images and can also be applied to the lower contrast images.

57.2 Image Text Extraction

The input of the method is a color image and the output is a binary image. The
output can be used as the input of OCR system. The method can be divided into
five steps: extract edge and binarize image, morphological processing and calcu-
late connected regions, mark rectangular region and non-rectangular region, pro-
cess rectangular region and non-rectangular region.

57.2.1 Extract Edge and Binarize Image

Texts in the image have edges, so we use Sobel operator to extract the edges
firstly. Sobel operator is a finite-difference operator. It has a good effect on the
image edge extraction. The operator contains two matrices to extract the edges of
the horizontal and vertical directions respectively. In this paper, we use two
matrices:

Horizontalx ¼
�1 0 1
�2 0 2
�1 0 1

2

4

3

5 ð57:1Þ

506 Z. Zhang and F. Xu



Verticaly ¼
�1 �2 �1
0 0 0
1 2 1

2

4

3

5 ð57:2Þ

After being processed by Sobel operator, the image is still not a binary image.
In order to improve binarization effect, we set threshold T = 128 and then cal-
culate Tx and Tm respectively. Tx is the mean value of the pixels greater than
T and Tm is the mean value of the pixels smaller than T. Then we let
T = (Tx ? Tm)/2 and repeat these steps ten times to get a final threshold Tu.
Finally we obtain the binary image using formula (57.3).

RGBðiÞ ¼ ð0; 0; 0Þ;AVGðiÞ\Tu
ð255; 255; 255Þ;AVGðiÞ� Tu

ffi

ð57:3Þ

where RGB(i) is RGB value of the pixel i and AVG(i) is the mean value of the
color components in the pixel i (Fig. 57.1).

57.2.2 Morphological Processing and Calculate Connected
Regions

The morphological technology is a special image processing and analysis method
developed from Set Theory Method based on mathematical morphology. Erosion
and dilation are two basic operations in morphology. It is defined as follows:

Erosion: X ¼ E� B ¼ x : BðxÞ 2 Ef g ð57:4Þ

Dilation: Y ¼ E� B ¼ y : BðyÞ \ E 6¼ ;f g ð57:5Þ

where B is a structural unit and E is the image. Erosion makes the main region
thinner and dilation dilates the main region.

Fig. 57.1 a Original test image; b result of binarization
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After the first step, the image has black background and white edges. White
edges are key data. Here we use morphological methods to do dilation once and do
erosion once, and then do dilation three times. After that, white regions will cover
all the edges and black regions are the background. Next, we calculate all con-
nected regions (CRs) of white pixels and get connectivity mask denoted as G1.
Connected regions contain texts and interference background.

Some images may contain large font texts. Through edge extraction and limited
times of dilation, these texts may be hollow-carved and cannot all be covered in
connected region (CR). Large Characters Repair Algorithm (LCRA) we proposed
can solve this problem. Firstly, we mark black background to get connectivity
mask G2. The hollow part CR2 in G2 must be wrapped by CR1 in G1. Then we
add this kind of CR2 to repair set (RS). Finally we merge CR2 of RS into G1
(Fig. 57.2).

57.2.3 Mark Rectangular Region and Non-rectangular
Region

There are many complex and irregular interference outlines in the binary image.
We divide these interference outlines into two categories: one separated from text
outline; the other overlapped with text outline. The text has its geometric features.
After processing Chinese or English text with morphological method, the shape of
text region will be rectangular. Interference outline and text region with inter-
ference outline will be irregular graphics. In order to increase the accuracy, we
divide the regions in G1 into rectangular regions and non-rectangular regions
according to formula (57.6).

RJV ¼ NUMpixðCRÞ
AREAðCRÞ ð57:6Þ

where RJV is rectangular judgment value to judge the region, and NUMpix (CR)
calculates the numbers of effective pixels in CR. AREA (CR) calculates area of
enclosing rectangle of CR.

Fig. 57.2 a Not use LCRA; b use LCRA; c result of test image after this step processing
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57.2.4 Process Rectangular Region

The image may contain non-text regions which are rectangular, such as the straight
line. The length or width of these regions is very small. If the length or width is
smaller than the preset threshold, we mark the region as non-text region.

The text which is not overlapped with interference outline will be covered in
rectangle region. This kind of text is surrounded by a thin layer of background
pixels. We don’t know whether the color of text is whiter or blacker than back-
ground. But the color of pixels on the edge of the region is background color.
According to this point, we calculate the mean value of the color of pixels on the
edge of the region (ECA) as inspiring data to judge pixels to be background or text.
We call it Edge Means Algorithm (EMA).

ECA ¼
Pnum

i¼1 PSumiðR;G;BÞ
num � 3

ð57:7Þ

where num is the number of edge pixels and PSumi (R, G, B) calculates the sum
value of the color components in the pixel i.

Various colors of texts may also exist in one image. In this case, the traditional
method using a single threshold will not be proper. The proposed algorithm is able
to deal with this situation. The algorithm is applied to each region and can improve
flexibility and accuracy (Fig. 57.3).

57.2.5 Process Non-rectangular Region

Through morphological processing, the texts are surrounded by the background in
non-rectangular region. And we will do a simple processing to remove the
determined background pixels preliminary in order to reduce the complexity of the

Fig. 57.3 Result of test
image after this step
processing, where the letter
‘‘E’’ is marked as rectangular
region
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subsequent steps. Firstly, we traverse the edge of the region and record the colors
into edge color set (ECS), and then traverse the entire region. If the color of the
pixel is in ECS, we mark the pixel as background.

Due to non-rectangular features, we propose Color Layering Algorithm (CLA).
Each non-rectangular region is layered, and each layer represents a color. After
being layered, non-text part will be separated into different layers. The interference
outlines overlapping with text are also separated into different layers so that we
can eliminate the interference outlines effectively. If we layer the region based on
RGB space, we will need to handle a huge amount of data. RGB space is sensitive
to noise and illumination. So we use HSI space, and only use the H (hue).

H ¼ h;G�B
2p� h;G\B

ffi

ð57:8Þ

h ¼ cos
ðR� GÞ þ ðR� BÞ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðR� GÞ2 � ðR� BÞðG� BÞ
q

0

B

@

1

C

A

ð57:9Þ

H in HSV ranges 0 from 360 which is still too large. The colors between 15
consecutive values of H are similar, and have less impact on the algorithm
accuracy. We merge these layers into one layer and finally get 24 layers.

In fact, due to the influence of noise and other software processing, one text
may be separated into different layers. If the pixels are not completely destroyed,
these layers will be continuous in H. According to this feature, we calculate
connection pixels degree (CPD) in adjacent layers. If CPD is greater than the
preset threshold, we merge these layers.

NPN ¼
X

num

i¼1

ISCENðPiÞ ð57:10Þ

CPD ¼ NPN

SUMðGLMÞ ð57:11Þ

where NPN is the number of adjacent pixels between two layers and ISCEN (Pi)
judges whether pixel Pi is adjacent pixel. GLM is the layer which has less effective
pixels of the two layers. SUM (GLM) calculates the number of effective pixels.

After using CLA, we need to extract text regions. Firstly, we use morphological
methods to do dilation five times on each layer, and then remove the regions with
too small width or height. Secondly, we calculate rectangular judgment value
(RJV) of each region, and then remove regions according to RJV. Finally, we
merge all the layers and obtain binary text extraction image (Fig. 57.4).
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57.3 Experiment

For evaluating the performance of the proposed method, we used the dataset of
ICDAR 2002 Robust Reading and Text Locating and the pictures downloaded from
the network. The pictures from the network are divided into simple background
images and complex natural images. Simple background images have less inter-
ference outlines and have high contrast between background color and text color.

The experimental results are given in Table 57.1.
The results show that the proposed method has good performance in lower color

contrast and can be applied to the images with texts of different fonts. Due to using
Color Layering Algorithm, complex background of natural images can be removed
well. Many errors occurred because the interference background color and text color
are the same or too close. These interference backgrounds also have their own
outlines. Therefore using Color Layering Algorithm to remove them is difficult.

57.4 Conclusion

In this paper, the authors propose a method that divides regions into rectangular
regions and non-rectangular regions. After morphological processing, text region
with less interference will show as a rectangular shape which has a good extraction

Fig. 57.4 Result of test
image after this step
processing

Table 57.1 Extraction
results

Total Correct Precision (%)

Simple background image 249 215 86
Complex natural image 286 210 73
ICDAR 536 354 66
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effect. For non-rectangular regions, Color Layering Algorithm separates back-
ground and text into different layers. So the authors can handle these layers with
methods similar to the method handling rectangular regions. The experimental
results show that the proposed method has a high accuracy rate.

Acknowledgments This work is supported by the China Aviation Science Foundation
(No. 20101952021).
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Chapter 58
Face Detection Using Ellipsoid Skin Model

Wei Li, Fangyuan Jiao and Chunlin He

Abstract In the presence of unequal lighting conditions and complex backgrounds,
this paper proposes a novel face detection algorithm for color images which consists
of four pivotal parts primarily: image preprocessing based on color balance and light
equalization, skin region segmentation and extraction based on CbrCbgCgr ellipsoid
skin model, image post-processing based on morphology, as well as face and facial
feature detection based on AdaBoost classifier and facial geometry. Experimental
results demonstrate that the algorithm can be effectively applied to the cases of
unequal light, complex background and multi-face conditions.

Keywords Face detection � Face recognition � Skin model

58.1 Introduction

Face detection is a very import process of face recognition. In recent years, face
detection in unequal light and complex background had become research focus in
the fields of pattern recognition. There were many kinds of methods of face
detection such as wavelet transform and neural network, which can be classified by
three types approximately: the method of geometric features which requires of
high quality image but has a limited range of application [1], the method of
template matching which may consume a lot of time for computing [2], and the
method based on classification which makes use of features such as skin color and
brightness to segment face region and extract facial features for realizing face
location and detection [3]. The third method avoids the explicit description of
details of facial features, and it has the good real-time performance and stability,
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but is affected by unequal light and complex background easily. The algorithm in
this paper was based on the third method. This paper present a face detection
algorithm that is able to handle color images which are in conditions of unequal
lighting, complex scene and multi-face conditions, based on color balance, light
equalization, CbrCbgCgr ellipsoid skin model, morphology post processing, as
well as AdaBoost classifier and facial geometry.

58.2 Face Detection Algorithm

In this paper, the flow of face detection algorithm is depicted in Fig. 58.1 which
contains five modules: image input, image preprocessing, skin region segmenta-
tion and extraction, image post-processing, face and facial feature detection.
The first module is responsible for inputting the color image containing faces,
the second module is responsible for removing the color bias and balancing the
unequal light, the third module is responsible for building the CbrCbgCgr ellipsoid
skin model, calculating the skin likelihood based on this ellipsoid model, and
acquiring the skin segmented and extracted images, the fourth module is respon-
sible for removing noise and filling holes of facial features, acquiring the denoised
images of the skin extracted image contained the facial holes (eyes and mouth),
and the skin extracted image contained the entire face separately, the fifth module
is responsible for acquiring the face region and facial features based on AdaBoost
classifier and facial geometry.

58.2.1 Image Preprocessing

Because of the influence of the unequal light and input devices, the input image is
usually noisy and the difference between skin color of face and background is
probably not obvious. The distribution of skin region and the appearance of human
face depend on lighting conditions greatly [4, 5]. The preprocessing was presented
to depress the influence of varying and unequal light.

Image input Image preprocessing Skin region segmentation and extraction

Image post -processing Face location and facial feature detection

Fig. 58.1 Face detection algorithm flow
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58.2.1.1 Color Balance

To solve the color bias problem caused by colored light source, the values of R, G,
and B components of an input color image were adjusted by using adjusted Y, Cb,
Cg, and Cr components. In this way, color bias of the input image can be removed
and the original color characteristics of image scene can be restored appropriately.
The steps of color balance are described as follows:

1. Acquiring Y, Cb, Cg, and Cr color components by (58.1).

Y
Cr
Cb
Cg

2

6

6

4

3

7

7

5

¼

0
128
128
128

2

6

6

4

3

7

7

5

þ

0:299 0:578 0:114
0:500 �0:4187 �0:0813
�0:1687 �0:3313 0:500
�0:316 0:500 �0:184

2

6

6

4

3

7

7

5

R
G
B

2

4

3

5 ð58:1Þ

2. Acquiring the respective sum of Y, Cb, Cg, and Cr components (sY, sCb, sCg,
and sCr), then acquiring the respective adjustment coefficient of Y, Cb, Cg, and
Cr components (cY, cCb, cCg, and cCr) by (58.2), as well as calculating the
respective average of Cb, Cg, and Cr components (aCb, aCg, and aCr) by
(58.3):

cY ¼ sCbgr

sY
; cCb ¼ sCbgr

sCb
; cCg ¼ sCbgr

sCg
; cCr ¼ sCbgr

sCr
; sCbgr

¼ ðsCbþ sCgþ sCrÞ
3

ð58:2Þ

aCb ¼ sCb=ðH �WÞ; aCg ¼ sCg=ðH �WÞ; aCr ¼ sCr=ðH �WÞ ð58:3Þ

where H and W are the length and width of the input image.

3. Adjusting the value of Y, Cb, Cg, and Cr color components as follows:

Y
Cb
Cg
Cr

2

6

6

4

3

7

7

5

¼

Y
Cb
Cg
Cr

2

6

6

4

3

7

7

5

cY cCb cCg cCr½ �
if jaCb� aCrj[ 20
or jaCb� aCgj[ 20
or jaCg� aCrj[ 20

ð58:4Þ

Y ¼ 255 if(Y [ 255Þ; Cb ¼ 255 if ðCb [ 255Þ; Cg ¼ 255 if ðCg [ 255Þ;
Cr ¼ 255 if ðCr [ 255Þ ð58:5Þ

4. Acquiring the value of YCb, YCg, YCr three components separately by (58.6).

YCb ¼ Y þ Cbð Þ=2; YCg ¼ Y þ Cgð Þ=2; YCr ¼ Y þ Crð Þ=2 ð58:6Þ

5. Calculating respective maximum and minimum of YCb, YCg, and YCr color
components (maxYCb, minYCb, maxYCg, minYCg, maxYCr, and minYCr),
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and normalizing YCb, YCg, and YCr components to the range [0, 255] by
(58.7).

YCb ¼ 255� YCb�minYCbð Þ
maxYCb�minYCbð Þ if ðmaxYCb�minYCbÞ[ 0

YCg ¼ 255� YCg�minYCgð Þ
maxYCg�minYCgð Þ if ðmaxYCg�minYCgÞ[ 0

YCr ¼ 255� YCr�minYCrð Þ
maxYCr�minYCrð Þ if ðmaxYCr �minYCrÞ[ 0

8

>

>

>

>

>

<

>

>

>

>

>

:

ð58:7Þ

6. Calculating the maximum value of all adjusted YCb, YCg, and YCr color
components (maxYCbgr), and adjusting R, G, and B components of the input
color image by (58.8).

B ¼ 255� YCb=maxYCbgr; G ¼ 255� YCg=maxYCbgr;

R ¼ 255� YCr=maxYCbgr:
ð58:8Þ

58.2.1.2 Light Equalization

Light equalization for color balanced image can equalize the light further; espe-
cially can depress the influence of white light source, which is convenient to skin
region segmentation and extraction. The light equalization is as follows:

B ¼ 255� B=ðBþ Gþ RÞ; G ¼ 255� G=ðBþ Gþ RÞ;
R ¼ 255� R=ðBþ Gþ RÞ:

ð58:9Þ

Figure 58.2 shows the example of image preprocessing in this paper. Note that
the blue bias color in Fig. 58.2a has been removed (see Fig. 58.2b), and the
influence of unequal light in Fig. 58.2a has been reduced (see Fig. 58.2c). With
preprocessing, this algorithm detects fewer non-skin pixels and more skin pixels
(see Fig. 58.2e).

Fig. 58.2 Image preprocessing: a the color biased image, b the color balanced image, c the light
equalized image, d the skin segmented image of (a), e the skin segmented image of (c)
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58.2.2 Skin Segmentation and Extraction

The appearance of skin color of human face is not easily affected by factors such
as facial expression, position and orientation, and meanwhile the face skin has
stable features, centralized distribution and obvious differences from the back-
ground objects, which makes face segmentation based on skin color become a
classic approach for face detection. The methods of skin segmentation at present
are often based on skin model with statistical ideas. But because of some factors
such as varying and unequal light, complex background and different race, 2D
color space (e.g., YIQ, HSV, and YCbCr) may lost the information of facial
features, so the 2D skin model based on 2D color space can not obtain satisfactory
effect of skin segmentation as it has not too high preciseness. This paper built the
CbrCbgCgr ellipsoid skin model in 3D color space to get the skin-likelihood
image, and got skin segmented image and extracted image finally.

58.2.2.1 Skin Likelihood Calculation Based on CbrCgrCbg Ellipsoid
Skin Model

In recent years, there are some mainstream skin model such as histogram model
[6], Gaussian model [7] and ellipse skin model [3]. Among these models, the
mixture Gaussian model and ellipse skin model based on YCbCr color space are
used increasingly by more people. This paper built a novel CbrCbgCgr ellipsoid
skin model according to the statistically analysis of the distribution characteristics
of skin color clustering in CbrCbgCgr 3D color space, and calculated the skin
likelihood for segmenting and extracting the skin region of color face image.
Considering transforming RGB color space of the light equalized image (see
Fig. 58.2c) into the CbCgCr color space by (58.1), and getting Cb, Cg, and Cr
three color components, then calculating Cbr, Cbg, and Cgr by (58.10), which are
the averages of every two color components.

Cbr ¼ ðCbþ CrÞ
2

; Cgr ¼ ðCgþ CrÞ
2

; Cbg ¼ ðCbþ CgÞ
2

ð58:10Þ

As the original input images, the 50 images in the MIT single face test set [8]
included 10 subjects with the different color bias, races, light and poses. After
image preprocessing, the light equalized images of original input images were
chosen to acquire the skin samples. The statistics of skin samples showed that the
distribution of skin color cluster was in the shape of a three-dimensional ellipsoid
in the CbrCbgCgr 3D color space (see Fig. 58.3). Therefore, this paper proposed to
build the CbrCbgCgr ellipsoid skin model, calculate skin likelihood like1 and get
the gray image of skin likelihood based on this ellipsoid skin model as follows:

like1 ¼ ðCbr� 135:5Þ2

122
þ ðCgr� 132Þ2

62
þ ðCbg� 120Þ2

102
ð58:11Þ
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Pi;j ¼
like1� 0:5� 255; if like1� 1
255; if like1 [ 1

ffi

ð58:12Þ

where the Pi,j is the value of pixel of skin-likelihood image.
Figure 58.4 shows the example of skin segmentation and extraction based on

CbrCbgCgr ellipsoid skin model. The skin-likelihood image (see Fig. 58.4d) and
the skin segmented image (see Fig. 58.4g) based on CbrCbgCgr ellipsoid model
indicate the ellipsoid model had better preciseness than the CbCr Gaussian model
(see Fig. 58.4b and e) and the CbCr Ellipse model (see Fig. 58.4c and f).

58.2.2.2 Skin Segmentation and Extraction Based on Skin Likelihood

After acquiring the skin likelihood and skin-likelihood image based on CbrCbgCgr
ellipsoid model, by judging the non-white pixels of skin-likelihood image (see
Fig. 58.4d) and reserving the corresponding region of color balanced image (see
Fig. 58.2b), segmented the skin-likelihood image to get the skin segmented image
and the skin extracted image (see Fig. 58.4g and h).

58.2.3 Image Post-Processing

This paper used the technology of morphology in the image post-processing,
which used the close operation to remove noise of skin and non-skin region, and to
get the skin segmented and extracted images contained the real eyes and mouth
holes for following facial features detection. Then with variable template, it used
open operation to fill the facial holes such as eyes and mouth, so it got the skin
segmented image and extracted image that contained the entire face region,
without facial holes. The examples of image post-processing based on morphology
are shown in Fig. 58.4i–l. The denoised image of skin segmented image and the

Fig. 58.3 The skin color
cluster in CbrCbgCgr 3D
color space
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denoised image of skin extracted image, which both contained the facial holes, are
shown in Fig. 58.4i and j. The skin segmented image and the skin extracted image,
which both contained the entire face region, are shown in Fig. 58.4k and l.

58.2.4 Face and Facial Features Detection

The face and facial features detection is to get face region and detect facial
features by using the skin segmented image and the skin extracted image which
both contained entire face. This part consisted of face localization based on
AdaBoost and facial features detection based on geometry and gradient.

After post-processing consisted of noise removing and holes filling, the skin
segmented image and the skin extracted image both contained some candidate face
region, one of which was the entire face region (see Fig. 58.4k and l). The prin-
ciple of face localization is regarding the skin extracted image as an input image
(see Fig. 58.4l) in this part, which will be detected by trained AdaBoost cascade
classifier. In this way, the non-face skin region can be removed further and the real
face region can be got, the more accurate face localization can be realized. As the
skin connected region which probably contained the real face can be scanned in
turn, this method can improve the speed of face localization and be applied to the
conditions of multi-face, complex background and unequal light without needing
to scan all the pixels of the whole picture. The face region image contained the
facial holes and the face region image contained the entire face are shown in
Fig. 58.4m and n.

Fig. 58.4 Face detection: a the input image, b the skin-likelihood image of CbCr Gaussian, c the
skin-likelihood image of CbCr ellipse model, d the skin-likelihood image of CbrCbgCgr ellipsoid
model, e the skin segmented image of (b), f the skin segmented image of (c), g the skin
segmented image of (d), h the skin extracted image based on ellipsoid model, i the denoised
image of (g), j the denoised image of (h), k the skin segmented image contained the entire face,
l the skin extracted image contained the entire face, m the face region image contained the facial
holes, n the face region image contained the entire face, o the facial features image, p the face
detection image
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Facial features detection detected facial features such as eyes, mouth and face
contour. The principle of detection is to use the face region image that contained
the eyes and mouth holes, and to extract the eyes, mouth, and face boundary by
judging the geometric position and morphological gradient of facial features. The
results of face and facial features detection are shown in Fig. 58.4o and p.

58.3 Experiment Results

The algorithm was tested on a self-built face recognition database, which con-
tained the MIT single face test set [8] and a multi-face test set. The multi-face test
set contained 100 images with complicated background, unequal light, glasses.
The experimental platform is: P4, 2.10 GHz CPU, 2G memory, WinXP OS, and
VC++6.0. The results of multi-face detection are shown in Fig. 58.5. The average
detection time in different stages on the test sets are shown in Table 58.1, the
Table 58.2 listed the detection rate and the time of this algorithm as well as the
algorithm of Hsu’s [3]. From the Table 58.2, it is easy to find that the detection
rate of this algorithm is higher than Hsu’s, but the detection time is less than Hsu’s.

Fig. 58.5 Multi-face detection: a, c, e the color input images, b, d, f the face detection images

Table 58.1 The average detection time on the test sets

Stage Single face test
set

Multi-face test
set

Total

Image processing (s) 0.0935 0.454 0.274
Skin region segmentation and Extraction ? Image

processing (s)
0.055 0.265 0.16

Face location and facial features detection (s) 0.289 0.9 0.595

Table 58.2 Detection rate and detection time on the test sets

Algorithm Hsu [3] This algorithm

DR (%) 91.5 92.3
Time(sec):average ± s. d. 2.5 s ± 0.5 s 1.0 s ± 0.5 s
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58.4 Conclusion

A novel face detection algorithm for color image has been presented in this paper.
In the process of algorithm, the color balance removed the color bias, then the light
equalization depressed the influence of unequal light, and then the CbrCbgCgr
ellipsoid skin model was built to decrease the error segmentation in order to
improve the accuracy of skin segmentation or skin extraction, the morphological
post-processing got the skin region contained facial features holes and skin region
contained the entire face, which was helpful to localize face region faster by using
AdaBoost cascade classifier, and to detect the facial features faster. The experi-
ments shown in Fig. 58.5 demonstrated that this algorithm had satisfactory pro-
cessing results for color image with single face, multiple faces, unequal light and
complex background.
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Chapter 59
Emergency Pre-Warning Decision
Support System Based on Ontology
and Swrl

Baohua Jin, Qing Lin, Huaiguang Wu and Zhongju Fu

Abstract Emergency resource is too huge to make quick decision of pre-warning
issues. Aiming at this problem, ontology and Swrl (Semantic Web-Rule Language)
rules are introduced in emergency pre-warning decision support system to express
and integrate the pre-warning resource. And intelligent reasoning is also provided
in this system. The validity of ontology model and Swrl rules are verified feasible
in experimental results. The shortage of this system is also exposed in practice.
Improvement is needed in future research.

Keywords Emergency pre-warning � Ontology model � Swrl rules � Reasoning
method

59.1 Introduction

In recent years, food safety, weather disasters, and any other kinds of emergency
events happened frequently. Qingdao ‘‘2.10’’ snow cooling event, Wenchuan
‘‘5.12’’ violent earthquake event and Yangzhou ‘‘9.1’’ hydrogen sulfide poisoning
accidents fully expose deficiency of early warning application in emergency events.
Pre-warning is a series of warning messages and corresponding measures according
to comparison of current situation or assuming situation and normal situation. Pre-
warning has wide application in the field of financial risk and credit fraud analysis.
To ensure security of people and living standard of people’s life, knowledge of
emergency cases should be sufficiently applied to intelligent warning decision to
establish emergency pre-warning decision support model. And knowledge repre-
sentation and knowledge reasoning are two significant aspects of establishing this
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system. Knowledge representation is the basis of establishing pre-warning decision
support system. Knowledge reasoning takes emergency knowledge representation
as the foundation. Logic rules are formed by identifiable data structure in the field of
emergency pre-warning. Logic judgments based on semantic and solutions are
provided by aspects of knowledge organization, intelligent retrieval and reasoning
in emergency pre-warning decision support system.

In current academic cognition, knowledge decision support system are divided
into several types which are the method based on relation, the method based on
object-oriented, the method based on models (framework model, neural network
model, ant colony model, etc.) and the method based on rules. In situation of
domestic and international research, the typical emergency information system
knowledge model are ERP (Enterprise Resource Planning) model, scene knowl-
edge model, knowledge model based on common-KADS (Common Knowledge
Acquisition Documentation and Structuring) method, etc. After basic research on
ontology model, ontology and Swrl (Semantic Web-Rule Language) are intro-
duced into emergency decision support system [1]. And the presentation and
reasoning rules of this system are lucubrated.

Chinese natural language text is stressed as the research object [2]. And causal
knowledge and dictionary drive rules are extracted by matching method from
emergency field. And the establishment of emergency knowledge base which
would be decomposed into several simple problem solving is the emphasis [3].
While in this paper, the experiment is more pertinence to the circumstances of
issuing pre-warning decision support in emergencies. Emergency pre-warning
decision support ontology is edited in protégé according previous cases. Swrl rules
are extracted and would be consummate by absorbing experience for reasoning of
Jena inference engine. The application of emergency pre-warning decision support
system is attempting to provide new train of thoughts of intelligent decision
support in the emergency field.

59.2 Related Concepts about Ontology and Rules

59.2.1 Ontology and Its Descriptive Language Rdf/Owl

The concept of ontology firstly comes from philosophy. Ontology is used for
describing essence of abstract entities. Neches firstly proposed the deep meaning
of ontology: ‘‘ontology is constituted of basic terminology and relationship in
corresponding field, which are used for forming the definition of extensional rules’’
[4]. While Gruer proposed clearer definition: ‘‘ontology is the conceptual model of
clear specifications’’ [5]. The later definition is improved by Borst: ‘‘ontology is
sharing the conceptual model of the formal specification’’ [6]. In a word, the
essence of ontology is the static conceptual model description in some field. And
terminology and the relationship between terminologies are used to reflect the
knowledge and knowledge structure.
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59.2.2 Swrl

Swrl is a language which is presented by semantics [7]. The concept of Swrl rules
evolve from Rule-ML (Rule Markup Initiative) and are formed by OWL ontology.
Swrl has been one of the W3C standards. To combine Horn-like rules with OWL,
Swrl integrate the description of Unary/Binary Datalog Rule-ML based on OWL
DL and OWL Lite. The Swrl API provides a mechanism to create and manipulate
Swrl rules in an OWL knowledge base. Thus Swrl makes up the insufficiency of
OWL in description and reasoning.

59.3 Establishment of Emergency Pre-Warning Decision
Support System Based on Ontology

59.3.1 Establishment of Emergency Pre-Warning Decision
Support System Ontology

59.3.1.1 Descriptive Language of Emergency Pre-Warning Decision
Support System Ontology

The establishment of emergency pre-warning decision support system ontology
relies on the descriptive language of ontology. RDF/OWL is a kind of ontology
language which is formed based on RDFS. The RDF/OWL is taken advantage of
DAML ? OIL [8]. Specific relationship of ontology languages is shown as
Fig. 59.1 The latest formal version of RDF/OWL is issued and recommended by
the W3C organization [9]. Compared with other ontology languages, the OWL is
superior in semantic mechanism. According to the relationship between father-
class and sub-class in the semantic mechanism of OWL, hierarchical structure of
emergency pre-warning decision system ontology is great presented, which is
shown as Fig. 59.2. In order to more accurately define emergency pre-warning
resource and the relationship of resource, Defining Properties is introduced.
A property is a type of binary relation. It is divided into Object Properties and Data
Properties. And it is restrained by domain and range of properties to lay the
foundation for subsequent semantic retrieval and reasoning [10]. All in all, the
flexible expression mechanism of OWL can greatly deal with resource location,
object instance of functional expression and relationship between the concepts.

XOL SHOE OWL RDF/RDFS

OIL DAML/OIL OWL

Fig. 59.1 The frame figure of ontology language
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59.3.1.2 Definition of Emergency Pre-Warning Decision Support
System

Based on deep analysis of records in the field of emergency pre-warning, the
machine-learning approach is used for extracting corresponding terminology,
definition, abbreviation, standard jargon and frequently-used thesaurus in the field
of emergency pre-warning (including plans, cases, emergency organization and
emergency resource). Among the words, crucial conceptual words should be
defined according to the minimum unit of ontology (records). The connotation of
records contains type of event, definition of events’ level, triggered condition,
prevention measures, emergency scheme, post-recovery method and knowledge
source. The records are related according to the connotation of records. For
example, the records of weather disaster relate the type of event to cases is used for
judging the rules the level of pre-warning in a weather event. And the conceptual
words are defined in connotation table of weather disaster as follows: Table 59.1

Fig. 59.2 Hierarchical structure figure of emergency pre-warning decision support system
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59.3.1.3 Description of the Relationship

According to the description of RDF/OWL, property is used for assertion of the
facts of general instance and individual concrete facts. That is the descriptive
factor between concepts, which is also used for concept and data [11]. Moreover,
sub-property can inherit father-property. That means inherited rules exist between
properties. The domain of a property is used for describing which class or instance
is the subject of the property. And range of property is used for describing which
class or instance is the object of the property. Base on this, level of pre-warning in
emergency pre-warning decision support system is described by the properties of
hasWeatherSymptom and its sub-property, hasTemVar, hasTemRange and so on.
The specific relationship figure is showed in Fig. 59.3.

Table 59.1 Level of pre-warning in weather disaster pre-warning events

Owl:thing

Pre_warning Warning_type Typhoon
Torrential_rain
Blizzard
Cold_wave
Sand_storm
High_temperature
Drought
Thunder
Fog

Level Blue
Yellow
Orange

Weather_symptom Symptom Windy
Rainy
Snowy
Sunny
Thundery
Foggy

Degree Heavy
Light

Temperature Tem_type Warming
Cooling

Tem_Area Initial_ temperature
Final_ temperature

Tem_range Detailed
Variation Wide

Narrow
Interval Daytime

Night
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59.3.2 Emergency Pre-Warning Decision Support System
Reasoning Rules Based on Swrl

59.3.2.1 Swrl Reasoning Rules

Semantic representation of RDF/OWL is taken advantage by emergency pre-
warning decision support system to convey internal relations of class, property and
instance. Moreover, certain reasoning is gotten by inheritance of property and
anonymous class. For example, it can be deduced that two instances are corre-
sponding to the same set or the same range by Functional Property. But the
semantics mechanism of emergency pre-warning knowledge which established by
RDF/OWL cannot fully meets the needs of the decision maker. And it also cannot
get the integrated reasoning connotation in the emergency pre-warning field. The
reasoning mechanism of emergency pre-warning rules which is established by
Swrl not only can realize seamless connection with ontology model of RDF/OWL,
but also preferably meets the need of presentation of rules.

Fig. 59.3 Concept relation in emergency pre-warning decision support system
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Swrl can effectively expand the semantic of OWL, especially the capability of
establishment of rules based on OWL. The uniform resource locator URI of each
written Swrl rules is specified [12]. Swrl is made of the premise part antecedent
and the conclusion part consequent. Swrl is consisting with syllogism in logic
description. Swrl is made up of multiple atoms. The specific expression of Swrl is
presented as follows:

rule :: = ‘Implies(’ [URIreference] {annotation} antecedent consequent‘)’
Antecedent:: ‘Antecedent(’{atom}‘)’
Consequent :: = ‘Consequent (’ {atom} ‘)’

Each atom is made of function C(x) of data and function P(x, y), different From
(x, y), builtIn(r, x) of relationship. To combine with OWL, C is the description or
data range of a class. And P is an OWL property. BuiltIn is the relationship of
comparison between OWL instances or OWL data.

59.3.2.2 Establishment of Emergency Pre-Warning Decision Support
System Based on Swrl

Take advantage of established emergency pre-warning decision support system
ontology to extract corresponding reasoning atoms. Atoms are used for setting up
rules and realizing relevance between instances. The instance of record of weather
disaster event ‘‘2.1 Heavy Snowy Weather with a Sharp Fall in Temperature in
Qingdao’’ is related with the instance of pre-warning ‘‘issue Icy Road Yellow Pre-
warning’’, which is used for taking as example for following illustration.

According to the case ‘‘2.10 Heavy Snowy Weather with a Sharp Fall in
Temperature in Qingdao’’ which is issued by Qingdao Emergency Management
office, the post disposal of the case is described as followed: Meteorological
observatory of Qingdao issued forecast about snowy weather with temperature
decline in 8th February. Influenced by cold air, it shows it will be heavy windy
sleety with temperature decline in the next 3 days. It will be cloudy with little sleet
in the daytime of next 2 days. It will be heavy snowy during the night in 10th and
daytime in 11th with gradually temperature decline. The temperature is up to
around 6� C. Meteorological observatory of Qingdao issued Icy Road Yellow Pre-
warning in 10th February 4 pm.

Replace the 6� C of decline of nighttime temperature with average range of
decline of nighttime of nighttime temperature (b is valued as the threshold) in the
Icy Road Yellow Pre-warning events of lately 10 years. So the information could
be abstracted in first-order predicate logic as follow (‘‘K’’ is used as conjunction
operator and ‘‘_’’ is used as disjunction operator):

Cloudy in the daytime K (Little Snowy in the daytime _ Little Rainy in the
daytime) K (Heavy Snowy in the nighttime _ (Snowy in the nighttime K the
temperature decline range is [6, +?])) -[Icy Road Yellow Pre-warning is issued.
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And the first-order predicate logic sentence could be turned into a rule as
follow:

daytimeWeather(?x) K hasWeatherSymptom(?x,cloudy) K ((hasWeather-
Symptom(?x,snowy) K hasSnow(?x,little)) _ (hasWeatherSymptom(?x,rainy) K
hasSnow(?x,little))) K nightWeather(?y) K (hasWeatherSympotom(?y,snowy) K
(hasSnow(?y,heavy) _ (hasTemVar(?y,wide) K hasTemRange(?y,?z) K Swrlb:
MoreThanOrEqual(?z,b))) -[ hasYellowWarning(?x,?y).

As to the Object Property hasYellowWarning is declared as symmetric property
in OWL. Therefore, the symmetric relationship ‘‘P (x, y) if and only if P (y, x)’’ is
existed in logic relationship. Therefore, equal mapping relationship of daytime-
Weather and nightWeather entities is automatically formed by OWL. And the
corresponding rules are established. That means the conclusion ‘‘Icy Road Yellow
Pre-warning is issued’’ also could be deduced by the circumstance of interchange
of the condition of daytime Weather and night weather.

According to the established rules, axiom is established. Some rules could be
established by extracting the conceptual factors and combining with the ontology
definition. The judgment conditions of icy road pre-warning are extended by
several extracted texts to gradually establish the part of rules in intelligent
emergency pre-warning decision system.

59.4 Realization of Ontology and Rules in Emergency
Pre-Warning Decision Support System

59.4.1 Emergency Pre-Warning Decision Support System
Reasoning Rules Based on Swrl

The software Protégé is an OSS (Open Source Software) which is developed in
Java by Stanford University [13]. The Protégé is used for knowledge acquisition
and ontology compilation. The Protégé is mainly used for the establishment
ontology in semantic web. And the Protégé is the crucial development tools of the
ontology establishment.

This experiment is finished under the circumstance of 2.50 GHz CPU. Protégé
V.3.5 is selected as the experimental tool of ontology establishment and OWL is
selected as the descriptive language. The specific presentation of entities of
ontology is shown in Fig. 59.4.

According to national emergency knowledge classification criteria in Fig. 59.2,
emergency events are divided into the category of natural disasters, accidents
disasters, public health events and social security events. And these categories are
divided into two or more categories. Aiming at the construction of emergency pre-
warning decision support system, six classes of basic resource are defined in
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ontology, which are Knowledge Record, Law Regulation, Technical Regulation,
Emergency Common Sense, Knowledge Source and Emergency Type. Corre-
sponding sub-classes is appended to basic classes. The root node of the whole
ontology is started with owl:Thing in OWL. And every classes including custom
classes are sub-classes of owl:Thing. For example, the natural disasters are set as a
sub-class of emergency events. And the meteorological disasters are set to as a
sub-class of natural disasters. The crucial code is shown as follows:>

The ‘‘2.10 Heavy Snowy Weather with a Sharp Fall in Temperature in Qing-
dao’’ which is described in Sect. 2.2.2 is taken as the example. The instance of
Class Knowledge Record is established. And HasEmergency common sense,
HasKnowldege _Record, HasLaws and Regulations, HasWeatherSymptom and
other properties are defined in Object Property topObjectProperty which is the root
node of Object Property. Corresponding sub-properties, domain and range are set
to those properties. Take it for example; the Object Property HasSnow is set as a
sub-class of Object Property HasWeatherSymptom. Its Domain is set to Symptom.
And its range is set to Degress. The crucial code is shown as follows:

Fig. 59.4 Interface of ontology establishment in Protégé

<owl:Thing/>

<owl:Class rdf:ID=“EmergencyType”/>

<owl:Class rdf:ID=“Nature_Calamity”>

<rdfs:subClass Of rdf:resource=“#EmergencyType”/>

</owl:Class>

<owl:Class rdf:ID=“Meteorological_Disaster”>

<rdfs:sub Class Of rdf:resource=“# Nature_Calamity”/>

</owl:Cl ass>
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At the same time, Data Properties tree is described and established. The
description of object set is formed by relationship and restrain of properties and
instances of classes.

59.4.2 Realization Tool of the Rules in Emergency
Pre-Warning Decision Support System Swrl Editor

Swrl is a kind of rules expression language based on ontology [14]. Swrl Editor is
run in the Protégé as a plug-in. It is an open source tool which is used for editing
rules. And it is developed by Stanford University. Simply operable editor inter-
face, highly relevance with OWL and interaction is provided by Swrl Editor. The
integration mechanism of Swrl Editor and rule engineering is provided by Swrl
Factory, which means the interoperability of the existing rules engineering API.
The flexibility of creating, editing users and reading, writing Swrl rules is greatly
improved via the establishment of mechanism. And the efficiency of accessing
classes, properties and instances in OWL is also improved by this mechanism. The
text box for creating rules in the inference of Swrl Editor is shown in Fig. 59.5.

59.4.3 Realization of Reasoning in Emergency Pre-Warning
Decision Support System

Jena is the reasoning API aiming at RDF and OWL. It is developed by HP. And it
can create, import and sustain RDF model. Jena Semantic is a reasoning system
which is established by inspirational rules with CLISP in ontology field.

The Swrl rules are combined with the instances of ontology by Swrl Edition.
Based on the established ontology of emergency pre-warning decision support
system, Jena reasoning machine is selected to realize the data mining of

<owl:Class rdf:ID=“Knowledge_Record”/>

<Knowledge_Record rdf:ID=“Qingdao_2_10_snowy_Weather”/>

<owl:Object Property rdf:ID=“HasSnow”>

<rdfs:sub Property Of rdf:resource=“#HasWeather Symptom”>

<rdfs:domain rdf:resource=“#Symptom”/>

<rdfs:range rdf:resource=“#Degree”/>

</owl:Object Property>
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emergency pre-warning decision support system. And the crucial code is shown as
follows:

Fig. 59.5 The text box for creating rules in the inference of Swrl Editor

/*Conceptual file Emergencyontology.owl is read in reasoning machine*/

Model schema=Model Loader.load Model(“file:data/Emergencyontology.owl”);

/*Instance document Emergencyontology.owl is read in reasoning machine*/

Model data=Model Loader.load Model(“file:data/Emergencyontology.rdf”);

/*OWL reasoning machine is created*/

Reasoner owl Reasoner = Reasoner Registry.getOWLReasoner();

/*The reasoning machine is bound to emergency pre-warning decision support 

 system inontology model*/

Reasonerwn Reasoner = owl Reasoner.bind Schema(wnontology);

/*The rules are added to existing reasoning rules set*/

String rules=read(“file:data/rulefile.txt”);

Reasoner reasoner=new Generic Rule Reasoner (Rule.parse Rules(rules));
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It is notable that Jena also is used as Java implementation. In our experiment,
the jena.jar is directly imported into emergency pre-warning decision system. As
to great compatibility of protégé and Jena inference engine to java, the reasoning
of emergency pre-warning decision is realized by emergency pre-warning support
system. Emergency pre-warning decision system is read into the system project
which is compiled and run in the platform of myeclipse 8.5. And instance of
Sect. 2.2.2 is taken as example. The purpose is the judgment of pre-warning type
in the presupposed emergency scene. The page of issuing the suggestion of
emergency pre-warning type is shown as Fig. 59.6.

It is obvious that the experiment is B/S structure form the Fig. 59.6. When a
meteorological disaster occurs, the natural meteorological disaster is selected as
the type of disaster. The system would jump to the issuing weather pre-warning
decision support page. At the same time, the systematic background would be read
into corresponding emergency ontology files (file format is *.owl) which includes
the Swrl rules set according to the type of the above emergency type. The infor-
mation of predicting weather conditions in 24 h which is provide by observatory as
the judgment condition is needed to be input into the system. The reasoning result
is the decision result of system proposal is shown. The inputting text box of forms
in page is submitted to background and the reasoning result which is recalled by
Ajax. It turns out that the result of experiment is promising and feasible.

Fig. 59.6 The pre-warning decision result page of system
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59.5 Conclusions and the Future Works

All kinds of emergencies happen frequently. Developing scientific pre-warning
mechanism has been more and more important in the process of emergency
decision. Emergency pre-warning decision support system is mainly established by
system ontology, Protégé OWL API, Swrl Editor and Jena reasoning engineering.
In this paper, knowledge presentation and establishment of ontology of emergency
pre-warning decision support system are discussed. The experiment realizes the
semantic extraction of Swrl rules by generality of ontology. Because the cases in
the system need more details, the reasoning of this system has limitations. The
future study plan is adding more reasoning factors and making all Swrl rules
complete to consummate effective emergency pre-warning decision support
system.
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Chapter 60
Feature Reduction Using Locally Linear
Embedding and Distance Metric Learning

Bo Yang, Ming Xiang and Liuwu Shi

Abstract Feature reduction is an important issue in pattern recognition. Lower
feature dimensionality reduces the classifier complexity and enhances the gener-
alization ability of classifiers. In this paper, researchers proposed a new method for
feature dimensionality reduction based on Locally Linear Embedding (LLE) and
Distance Metric Learning (DML). Researchers first adopt metric learning method
to enhance the class separability, and map the original data to a new space. They
use a transformation learned from the data via metric learning method, and then
utilize the LLE method to generate an embedding from the transformed data to a
lower dimensional manifold. Thus they achieving feature dimensionality reduc-
tion, where the final mapping for feature reduction is the composition of the above
two transformations learned via DML and LLE method respectively. The method
introduces the LLE method traditionally used in unsupervised tasks into the
supervised learning domain via a proper and natural way. Experiment results
clearly demonstrate the efficiency of the proposed feature reduction method in
supervised learning tasks.

Keywords Feature reduction � Locally linear embedding � Distance metric
learning

60.1 Introduction

Feature dimensionality reduction plays an important role in the domain of pattern
recognition. Large feature dimension not only increases the complexity of clas-
sifier design, but also increases the risk of overfitting of the designed classifiers.
Hence many techniques and methods have been designed to reduce the feature
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dimension, which can roughly be classified as feature selection and feature
extraction. Feature extraction includes linear and non linear methods. Traditional
techniques such as Principal Component Analysis (PCA) [1], Multi-Dimensional
Scaling [2], Linear Discriminant Analysis (LDA) [1], and etc. are linear dimen-
sionality reduction methods, while some of the newly emerging methods such as
Locally Linear Embedding (LLE) [3] and Isometric Maps (ISOMAP) [4] are
nonlinear dimensionality reduction methods.

The idea of LLE method is that most real data lies on a low dimensional
manifold embedded in a high dimensional space, and thus certain algorithms can
be designed to map high dimensional data into a low dimensional space to reveal
the underlying structure in the data, and thus achieving feature reduction.
Experiment results in the literature have shown that LLE is an effective method for
dimensionality reduction.

LLE method is usually used in unsupervised learning tasks, since it does not
uses any information about the class label of the input data. To extend the LLE
method to supervised learning tasks such as classifier design, a supervised LLE
(SLLE) algorithm is proposed by Ridder et al. [6]. The SLLE method used class
label information in the data when computing neighbors to achieve higher clas-
sification accuracy. However, when a new point is to be classified, the method
proposed in [6] meets some difficulties since the class label of the point is
unknown. To improve on this kind of SLLE algorithm, a new SLLE method based
on Distance Metric Learning is proposed which overcome the shortcomings in [6],
and experiment results shows that our method results in more effective feature
reduction and higher classification accuracy.

This paper is organized as follows. In Sect. 60.2 the nonlinear dimensionality
reduction algorithms, i.e. LLE and SLLE, are reviewed briefly. Section 60.3
introduces the principle of Distance Metric Learning. In Sect. 60.4 we present a
new supervised Locally Linear Embedding method based on Distance Metric
Learning, and the experimental results are presented in Sect. 60.5. Finally, some
concluding remark is included in Sect. 60.6.

60.2 Reviews of LLE and SLLE

60.2.1 Locally Linear Embedding

LLE is a new method for feature dimensionality reduction that maps the original
high dimensional data to a low dimensional space via the solution of certain
constrained optimization problem. The basic idea of LLE for feature reduction is
as follows [6]. Let X ¼ ½X1;X2; . . .;XN � 2 RD�N be a data set of N points which are
sampled from some underlying manifold whose intrinsic dimensionality is
dðd\DÞ. Assuming the corresponding N points in the embedding space are
denoted by Y ¼ ½Y1; Y2; . . .; YN � 2 Rd�N ; then the LLE method tries to compute Y
such that nearby points in X corresponding nearby points in Y .
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The procedure for computing Y from X is as follows. First, for each data point
Xi; find a given number k of nearest neighbors according to Euclidean metric, and
uses these k data points to approximate Xi via linear combination. The optimal
weight (also called reconstruction weight) Wij for the linear combination minimize
the following quantity

Xi �
X

N

j¼1

WijXj

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

2

ð60:1Þ

and satisfy the following constraints:

P

N

j¼1
Wij ¼ 1 if Xj 2 NiðXiÞ

Wij ¼ 0 if Xj 62 NiðXiÞ

8

<

:

ð60:2Þ

where NiðXiÞ denotes the k nearest neighbors of point Xi: Note that here we need
only solve for k variables, since for Xj 62 NiðXiÞ; we have Wij ¼ 0; and we need
only solve for those Wij where Xj 2 NiðXiÞ: Clearly, the minimization problem is a
constrained least squares problem, and can be easily solved using traditional
optimization method. After we have computed the weigh Wij for each data point
Xi; we can obtain the matrix of reconstruction weights W ¼ ½Wij�N�N .

Using the reconstruction weights matrix W ; we can now compute the low-
dimensional embeddings Y which best preserve the local geometry properties
represented by the reconstruction weights W . Such a data set Y should minimizes
the following quantity

X

N

i¼1

Yi �
X

k

j¼1

WijYj

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

2

ð60:3Þ

and satisfies the following two constraints:

P

N

i¼1
Yi ¼ 0

1
N

P

N

i¼1
YiYT

i ¼ I

8

>

>

<

>

>

:

ð60:4Þ

where I is the d � d identity matrix. The optimization problem can be solved as
follows. First, rewrite objective function as follows:

min
Y

trðYAYTÞ ð60:5Þ

where A ¼ ðI �WÞTðI �WÞ. Then computes the bottom d þ 1 eigenvectors of A;
where the corresponding eigenvalues are arranged in descending order. Exclude
eigenvector whose eigenvalue is close to zero, then remaining d eigenvectors yield
the final embedding Y .
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60.2.2 Supervised Locally Linear Embedding

LLE is usually used in unsupervised learning tasks and uses no class label
information. For supervised learning tasks, if the class label information were
used, the recognition accuracy should be improved. The main purpose of SLLE is
to extend the LLE method to supervised learning tasks, by using the label infor-
mation contained in the data set [5–7]. A basic idea of current SLLE methods is to
increase the distance between samples Xi and Xj from different classes, while
keeping the distance unchanged for samples Xi and Xj from the same class. Let the
data set be X ¼ ½X1;X2; . . .;XN � 2 RD�N and let

D ¼ max dðXi;XjÞ; i; j ¼ 1; . . .;N ð60:6Þ

where d is Euclidean distance in RD. Then the new distance Dij between Xi and Xj

is defined to be

Dij ¼ dðXi;XjÞ þ aDKij; a 2 ½0; 1� ð60:7Þ

where Kij ¼ 1 if Xi and Xj belong to different classes, and Kij ¼ 0 otherwise. Note
that this formulation takes class information into account, and the parameter a
controls the amount to which the class information is used in calculating the new
distance. When a ¼ 0; SLLE is equivalent to the original unsupervised LLE; when
a ¼ 1; the result is the fully supervised LLE. Varying a between 0 and 1 gives a
partially supervised LLE (called a-SLLE). In practice, the optimal value of a
should be determined via a validation set. Hence this new distance on X is defined,
we can then use it instead of the Euclidean distance to carried out LLE procedure
outlined in the above section to reduce the data dimensionality.

60.3 Distance Metric Learning

The SLLE method discussed above in fact has some shortcomings that will be
examined in detail in Sect. 60.4. To propose our new SLLE method that over-
comes these shortcomings, we will rely heavily on Distance Metric Learning. The
basic idea of Distance Metric Learning is to learn a new distance metric from the
given data set X [8–12]. Experiment results have shown that a learned metric can
significantly improve the performance in classification and clustering tasks. For
supervised learning tasks, we have class labels for every data point in the data set
X and a distance metric is learned as follows. For any pair of data points ðXi;XjÞ of
the same class label, we assign the pair to the set S; and for any pair ðXi;XjÞ of
different class labels, the pair is assigned to the set D: The sets S and D are in fact
relations on X and if we consider two points from the same class as similar, and
two points from different classes as dissimilar, then S is consisted of all pairs of
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similar points, while D is consisted of all pairs of dissimilar points. Then the
distance between two data points Xi and Xj is given by

dMðXi;XjÞ ¼ Xi � Xj

ffi

ffi

ffi

ffi

M
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXi � XjÞTMðXi � Xj

q

Þ ð60:8Þ

where the matrix M is learned from the data set X by solving the following
constrained optimization problem [9]:

max
M

X

ðXi;XjÞ2D

Xi � Xj

ffi

ffi

ffi

ffi

M
ð60:9Þ

s:t:
X

ðXi;XjÞ2S

Xi � Xj

ffi

ffi

ffi

ffi

2

M
� 1

M � 0

Note that the matrix M is semi-positive definite, so dM is a valid distance metric
[8]. Also note that the optimization problem is convex, so we can solve for M by
semidefinite programming (SDP) or Gradient ascent method. The computational
complexity for solving M using these method is usually very high for large data
set, so a simplified method LMNN is proposed in [10] for solving M.

Note that M can be written as M ¼ LT L. So we can write (60.8) as

dMðXi;XjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXi � XjÞT MðXi � Xj

q

Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðXi � XjÞT LT LðXi � Xj

q

Þ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðLXi � LXjÞTðLXi � LXj

q

Þ

ð60:10Þ

Let Zi = L(XiÞ; i ¼ 1; . . .;N, and let Z ¼ ½Z1; Z2; ; ZN � 2 RD�N , then we have:

dMðXi;XjÞ ¼ dðZi; ZjÞ ð60:11Þ

where d is the Euclidean distance on RD. In the following, we will propose a
method to combine the metric learning method with LLE, using both the matrix M
learned from the data and the transformation L which can be obtained from M.

60.4 Supervised Locally Linear Embedding Based
on Distance Metric Learning

The LLE method gives no direct mapping from the input space to the low
dimensional embedding space. According to (60.3), the set Y of lower dimensional
data points corresponding to the original set of high dimensional data points is
obtained via the solution of an optimization problem. Thus, supposing we need to
compute the output Y0 corresponding to a new input X0, we need in principle rerun
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the entire LLE algorithm with the original data set augmented by X0. This property
of LLE raises certain difficulties for the current SLLE methods introduced in
Sect. 60.3, when a new data point is to be classified. Let X be the original training
set with label information from which the distance Dij given in (60.7) is learned,
and let X0 denote the new data point to be classified. To classify X0 using these
SLLE methods, we first need to find the corresponding data point Y0 in the
embedding space, which entails the calculating the k nearest neighbors of X0

according to the distance given in (60.7). However, since the new data point X0 has
no label information, we are not able to use this distance properly. This is the main
drawback in the methods proposed in [13, 14]. To overcome this shortcoming of
the current SLLE methods, we proposed a new SLLE method based on distance
metric learning, hereafter called SLLE-DML.

The basic idea of our method is as follows. Given the data set X ¼
½X1;X2; . . .;XN � 2 RD�N with label information, we first obtain the matrix M by
solving the optimization problem (60.9), and then obtain the matrix L using the
fact that M ¼ LT L. We then consider the matrix L as a linear transformation from
RD to RD, and transform the original data set X to Z, where
Z ¼ ½Z1; Z2; . . .; ZN � 2 RD�N , Zi ¼ LðXiÞ; i ¼ 1; . . .;N. Then, we run the LLE
algorithm on Z to obtain the corresponding points Y ¼ ½Y1; Y2; . . .; YN � 2 Rd�N and
design a classifier using Y as the training set. For the new data point X0 to be
classified, we first transform X0 to Z0 ¼ LðX0Þ; and run the LLE algorithm on
Z 0 ¼ ½Z0; Z1; . . .; ZN � to calculate Y 0 ¼ ½Y0; Y1; . . .;YN �; and then we can determine
the class of X0 by classify Y0 using the designed classifier.

60.5 Experiments and Results

To verify the efficacy of the proposed feature reduction method, we test it using a
1NN classifier with three UCI data sets: Iris, wine and pendigits. The data sets
descriptions are shown in Table 60.1. Each of the data sets is randomly split into a
training set (80 %) and a testing set (20 %). For comparing the effectiveness of the
proposed method, experiments are also performed using LLE as well as SLLE
methods proposed in [3, 6] using 1NN classifier. Table 60.2 presents classification
error rates with 3 different feature dimension reduction rate (25, 50 and 75 %).
From the results, we can see that our method SLLE-DML obtains a higher clas-
sification accuracy than LLE and SLLE.

Table 60.1 The data set descriptions

Data set Number Dimension Class

Train Test

Iris 120 30 4 3
Wine 141 37 13 3
Pendigits 7494 3498 16 10
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60.6 Conclusion

A new feature reduction method is proposed in this paper. It combines distance
metric learning and LLE learning to achieve efficient feature reduction for high
classification performance. In method, a distance metric learning procedure is first
applied to increase the class separability, and then LLE learning is implemented to
reduce feature dimensionality. Experiment results using UCI data set shows that
the method not only overcomes the shortcomings in the current SLLE learning
methods, but also achieves higher classification accuracy.
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Chapter 61
An Autonomous Rock Identification
Method for Planetary Exploration

Chen Gui and Zuojin Li

Abstract One of the goals of planetary exploration is to cache rock samples for
subsequent return to Earth in the future Mars Sample Return (MSR) mission. Rock
segmentation is significant for the achievement of MSR mission and its scientific
studies. The paper presents a new approach to detect and determine the locations
of the rocks in the pair of images. This new method consists of two major pro-
cessing procedures: Rock Rough Boundary Detection and Template Dilatation
Edge Linking (TDEL). The first processing block rock rough detection has been
designed to find a rock’s closed rough contour using the OTSU algorithm (max-
imum between-class variance method) for background removal and using Canny
algorithm for discontinuous contours of the rocks from the original stereo image
pairs. TDEL is an algorithm of edge linking for obtaining accurate contours of the
rocks in the image of multiple levels of a multi-scale image pyramid. Current work
is in preparation for the eventual grasping of a rock using our developed technique.
Researchers are currently testing the program code (OpenCV) by using image data
acquired from the Aberystwyth University Pan-Cam Emulator (AUPE) instrument
of the Trans-National Planetary Analogue Terrain Laboratory (PATLab). Exper-
imentation results are presented and show the validity of the method which can
effectively detect rocks in this paper.

Keywords Segmentation � Canny � Machine vision � Autonomous � Planetary
exploration
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61.1 Introduction

The Mars Sample Return (MRS) mission plans to collect samples of Martian rock,
soil and gas for returning to Earth and carrying out scientific analysis [1, 2]. In
Mars rover missions ExoMars is the forthcoming ESA/Roscosmos 2016 and 2018
missions, which can be regarded as precursor missions to MSR. The first mission
which is to carry a Trace Gas Orbiter and an Entry, Descent and Landing Dem-
onstrator Module (EDM) will be launched and reach Mars in 2016. The second
mission will carry a large capsule with a surface science platform and a rover to
Mars in 2018.

In terms of rock segmentation research, several automated approaches and
algorithms have been produced to find out rocks. For example, recently Castno
proposed a method to detect the closed contours of rocks combining an edge
detector with multi-resolution images [3]. The rock detection algorithm is just
efficient while intensity sharp differences between soil and rocks are significant to
reveal clearly linked boundaries. Methods employing a belief network based on a
machine learning approach classify homogeneous regions from colour images [4].
Nevertheless, difficulty remains that a rock may have nonhomogeneous intensity
and color, which transforms in terms of the illumination and geometry of the rock
surface. Dunlop proposed an approach applying a normalized-cut strategy to
fragment the original image into superpixels and then to merge them into rock
regions [5]. However, several issues such as training set determination and
boundary localization still remain. Thompson conducted a comparison for the
performance of several rock detection algorithms [6]. A method using the texture-
based rock segmentation and the edgeflow-based boundary refinement is proposed
by Song [7]. The algorithm suffers from heavy computation. Pugh and Barnes also
propose an approach for rock identification in the context of segmentation [8]. The
difficulty of the method is merge threshold determination. Shang and Barnes have
constructed image classifiers using Fuzzy-rough feature selection (FRFS) com-
bined with Support Vector Machines (SVMs) [9]. The techniques have preferable
classify result to the similar images.

In this study, a novel and uncomplicated method is proposed to achieve the
segmentation of rocks in the pair of images. The experimentation results show that
the segmentation results of the proposed approach are well consistent with human
perception.

61.2 Approach

The general issue we attempt to address is the identification and matching of the
scientifically interesting rocks (such as sedimentary, metamorphic and igneous
rock) since these rocks are able to tell scientists about the history of geology and
environment conditions on Mars. The process is broken down into a couple of
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steps: Rock Rough Boundary Detection and Template Dilatation Edge Linking
(TDEL). The first of these two steps, Rock Rough Contours Detection, is an image
segmentation problem, and is a difficult task to extract rocks in an image, because
current visual segmentation techniques poorly cope with the segmentation of rocks
that ordinarily manifest different morphologies. Regularly it is very difficult to
discriminate them from the background ground or soil. Here we address this
challenge with a Canny and OTSU based contour segmentation method to extract
the rough contours of the rocks in the images taken from the field of our Trans-
Nation Planetary Analogue Terrain Laboratory (PATLab) [10]. The remaining step
is getting the accurate closed contours of the rocks using TDEL algorithm. A
generalization of our algorithm for rocks identification can be found in Fig. 61.1,
and the following subsections describe the above steps in detail.

61.2.1 Target Identification

Target Identification is the first stage of the process of rock sample acquirement,
which includes two steps: rough bock boundary detection and accurate rock
boundary detection.

Fig. 61.1 Flowchart of
matching keypoints
procedure
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61.2.1.1 Detection of Rough Rock Boundary

We assume the identified targets/rocks to be extracted from a stereo pair of
initial navigation camera images are scientifically interesting. That said, target
identification can be subdivided into a series of stages. First, it is desirable to
employ the Canny algorithm to obtain discontinuous contours of the rocks from
the original stereo image pairs. The Canny edge detector is an edge detection
operator that uses a multi-stage algorithm to detect a wide range of edges in
images. Figure 61.2 illustrates a stereo pair of original images. The Canny
detector is used for detecting the right image edge. Background removal using
the OTSU algorithm has been employed [11], Otsu’s method is used to auto-
matically perform histogram shape-based image thresholding or the reduction of
a graylevel image to a binary image. The algorithm assumes that the image to be
thresholded contains two classes of pixels or bi-modal histogram (e.g. foreground
and background) then calculates the optimum threshold separating those two
classes so that their combined spread (intra-class variance) is minimal. And a
multi-scale method (breaking down into three levels including the original
images) are utilized to derive a blob of each rock as an irregular bounding box
which surrounds the identificated rock boundary on the top level image whose
resolution is the lowest. Within this method, the first step is down-sampled twice
to the Canny image, the result of this procedure is an image obtained whose size
is quarter of the Canny image. The morphological method of image processing
Erode and Dilate are then applied to gain the rough closed rock boundary, which
is a coarse region in the top level image. The second step is to enlarge the coarse
region once that will become an irregular bounding box encompassing the
corresponding rock in the middle image obtained down-sampled by twice from
the Canny image. The irregular bounding box is the desired rough rock
boundary, which is red closed contour in Fig. 61.3.

Fig. 61.2 A stereo pair of images
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61.2.1.2 Template Dilatation Edge Linking

A Template Dilatation Edge Linking (TDEL) algorithm is then used for the closed
contour of each rock in the middle and bottom level images. The complete
algorithm of TDEL is described as follows:

1. Fill the image (e.g. Fig. 61.3) with a black colour except for the regions of
the irregular bounding box (Fig. 61.4).

2. Choose a random pixel as the start point on the irregular bounding box.
3. Build a m 9 m template based on the start pixel (m = 3) (Fig. 61.5).
4. Judgement: Are there other colour pixels in the template? If Yes, (a) If these

pixels are the same colour, then sequentially connect using a straight line, (b) If
there are different colours in these pixels, then connect the nearest two pixels of the
different colour using a straight line. Then to (6); else, repeat. Until all pixels
visited.

Fig. 61.3 The rocks
included in the irregular
bounding box. [Red line
denotes the irregular
bounding box]

Fig. 61.4 Patch of the image for subsequently explaining the TDEL algorithm. In the patch red
pixels form a rough rock boundary, the other colour pixels are the real rock boundary which
would be connected
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5. Dilate the current template (m = m ? 2), then to (4) (Fig. 61.6).
6. Choose next neighbour pixel point relative to the current pixel point on the

irregular bounding box.
7. If the pixel point is the end of all sequential traversal pixels on the irregular

bounding box, then the algorithm end; or else, then to (3).
TDEL is an approach to accurately find edge fragments, and sequentially trace

them into a closed contour.

Fig. 61.5 3 9 3 template.
‘C’ pixel is the center of the
template on the rough rock
boundary. Here ‘8’ pixel is
just different colour except
for red and black colour, so
there is not connection
performed

Fig. 61.6 5 9 5 template.
The template is dilatation of
the above 3 9 3 template.
Here ‘8’, ‘24’, ‘19’ and ‘20’
pixels are different colour
except for red and black
colour, and the colour of ‘8’
and ‘24’ is different from the
colour of ‘19’ and ‘20’.
Therefore, we separately
calculate the distances of
between ‘8’ and ‘19’, ‘8’ and
‘20’, ‘24’ and ‘19’, and ‘24’
and ‘20’. The nearest distance
is from ‘8’ to ‘20’ in these
results, so the two pixels are
connected using a straight
line
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61.3 Experiment

We are currently testing our program code (OpenCV) using image data acquired
from the Aberystwyth University PanCam Emulator (AUPE) [12, 13] instrument
of our Trans-Nation Planetary Analogue Terrain Laboratory (PATLab), and we
have been able to demonstrate satisfactory rock identification results through
achieving the above methods and steps (Fig. 61.7).

61.4 Conclusion

This paper describes researchers’ current work of autonomous rock extraction and
identification on rock targets for planetary exploration. The accurate closed con-
tours of the rocks are able to be obtained from the image by using this method.
Based on the current work, researchers can match arbitrary points on the body of a
rock in a pair of images, which are obtained with two wide angle multispectral
cameras (WACs) in Trans-National Planetary Analogue Terrain Laboratory
(PATLab). It is possible to derive size, shape, and the 3D location of rock through
combining these points with appropriate camera parameters in the future works.

Acknowledgments This work is supported in part by Natural Science Foundation Project of CQ
CSTC (No. cstc2011jjA40030).

Fig. 61.7 Red outlines show
each rock’s detection results

61 An Autonomous Rock Identification Method for Planetary Exploration 551



References

1. iMARS Working Group. Preliminary Planning for an International Mars Sample Return
Mission, June 2008

2. Space Studies Board, National Research Council. Vision and Voyages for Planetary Science
in the Decade 2013–2022. National Academics Press, pp. 6–21 (2011)

3. Castno, A., et al.: Intensity-based rock detection for acquiring onboard rover science. In:
Proceedings of the 34th Lunar and Planetary Science Conference (2004)

4. Thompson, D.R., et al.: Automatic detection and classification of geological features of
interest. In: Proceedings of IEEE Aerospace Conference (2005)

5. Dunlop, H., et al.: Multi-scale features for detection and segmentation of rocks in mars
images. In: Proceedings of IEEE Conference on Computer Vision and Pattern Recognition,
pp. 1–7 (2007)

6. Thompson, D.R., Castno, R.: A performance comparison of rock detection algorithms for
autonomous planetary geology. In: Proceedings of IEEE Aerospace Conference (2007)

7. Song, Y.H.: Automated rock segmentation for mars exploration rover imagery. In: 39th
Lunar and Planetary Science Conference, pp. 2043–2051 (2008)

8. Pugh, S., Barnes, D., et al.: Automatic pointing and image capture (APIC) for exmars type
mission. In: International Symposium on Artificial Intelligence, Robotic and Automation in
Space (i-SAIRAS). August/Sept 2010

9. Shang, C., Barnes, D.: Classification of Mars McMurdo panorama images using machine
learning techniques. In: Proceedings of IJCAI Workshop on AI in Space: Intelligence Beyond
Planet Earth (2011)

10. Barnes, D., et al.: The Europlanet RI TransNational Access planetary analogue terrain
laboratory. In: European Planetary Science Congress, vol. 3 EPSC2008-A-00550 (2008)

11. Otsu, N: A threshold selection method from gray-level histograms. IEEE Trans. Sys. man
Cyber. 9(1), 62–66 (1979)

12. Pugh, S., Barnes, D., et al.: AUPE: A Pancam Emulator for the ExoMars mission. i-SAIRAS
2012 (2012)

13. Barnes, D., Pugh, S., et al.: Multi-Spectral vision processing for the ExoMars 2018 mission.
In: 11th Symposium on Advanced Space Technologies in Robotic and Automation (ASTRA
2012), vol. ES-TEC, The Netherlands, pp. 12–14 (2011)

552 C. Gui and Z. Li



Chapter 62
Recognition of CD4 Cell Images Based
on SVM with an Improved Parameter

Yinfeng Liu

Abstract A Recognition method of CD4 cell images and the principle of support
vector machines are studied in this paper. The recognition method based on SVM
is proposed to solve Microscopic image recognition of CD4 cell with a small
sample size and less prior knowledge. An improved parallel grid search method is
used to choose the parameters of OSU_SVM classifier, so the computation time is
significantly reduced. Cross validation is employed to test the performance of
SVM classification. With this new method, the recognition rate of CD4 cell image
reaches to 95 % which higher than that of conventional methods. The tests show
that the OSU_SVM approach is better than the conventional methods such as
Fisher classifier, BP neural networks and LS-SVM.

Keywords CD4 cell � Microscopic image recognition � Support vector machine
(SVM)

62.1 Introduction

CD4 ? T lymphocyte (hereinafter referred to as CD4 cells) is an important cell in
immune system. The quantity of CD4 cells is an important indicator of immune
function. Recognition of CD4 Cell Images with image processing technology will
be used extensively.

There are many methods concerned with classification [1], such as statistical
pattern classification, classification trees and neural networks and so on, but these
methods require priori knowledge and certain number of samples. Support vector
machine shows the unique advantages and good prospects in solving the small
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sample, nonlinear and high-dimensional identification problems. In this paper,
SVM is applied to classify the cells to resolve the problem which priori knowledge
of the circumstances is absent.

62.2 The Basic Principle of SVM

62.2.1 Classification Mechanism of SVM

SVM is a new pattern recognition method based on the statistical learning theory,
which is developed in the 1992–1995 [2–4]. SVM is the concrete realization from
VC dimension and structural risk minimization principle [1, 5]. It is proposed
originally from the optimal classification surface of the linearly separable case.

The case that the two kinds of samples are linearly separable is shown in
Fig. 62.1. The solid points and the hollow points are two types of training samples,
respectively. H is a classification line to correctly separate the two types of
samples. H1 and H2 are the two lines which pass the two type samples. They
parallel to the classified line and have the shortest distance to the classified line.
The distance between H1 and H2 is named as the class interval (margin). The class
interval requires not only the optimal classification boundary separating the two
types of error-free samples, but also maximal distance. The former guarantees the
ERM, and the latter ensures the smallest confidence interval. Extending to higher
dimensional space, the optimal separating lines become the optimal classification
surface.

The training samples located on the H1, H2 are called as the support vectors.
They are marked with large circles, as shown in Fig. 62.1. Optimal classification
surface problem can be expressed as constrained optimization problems. The
optimal classification function can be written as follows:

gðxÞ ¼ sgnð
X

n

i¼1

a�i yiðxi � xÞ þ b�Þ

¼ sgnð
X

xi2SV

a�i yiðxi � xÞ þ b�Þ;
ð62:1Þ

margin= 2 w

H1

H2

H

Fig. 62.1 Optimal
separating line
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where, x is the sample to be classified, SV is the support vector set, b* is the
classification threshold. a�i is the Lagrange coefficient, and y is the class label.

When the two samples are linearly inseparable, loose items and punishment
factor can be introduced to control the degree of punishment. The right or wrong
sub-sample role will achieves a trade-off between the wrong points and the
complexity.

For the non-linear classification problem, SVM will turn the input space into a
high-dimensional space by a non-linear mapping k(x). Hence, the non-linear
problem will turn into a linear problem, and then the optimal separating hyper-
plane will be calculated in a new high-dimensional space. As the optimization
functions and classification functions involve only the inner product between the
samples (xi � x), the transformed higher dimensional space is also just the inner
product (k (xi) � k(x)). According to the functional theory, if the kernel function
(k (xi) � k(x)) satisfies with Mercer condition, it corresponds to a transform space of
inner product K (xi, x) = (k(xi) � k(x)). The common kernel functions include linear
kernel, polynomial kernel and radial basis kernel function. The use of appropriate
kernel function can be an alternative to non-linear mapping of a high-dimensional
space, which will achieve a linear classification after non-linear transformation.
The corresponding classification discriminant function can be obtained as follows:

gðxÞ ¼ sgnð
X

n

i¼1

a�i yiKðxi � xÞ þ b�Þ

¼ sgnð
X

i2SV

a�i yiKðxi � xÞ þ b�Þ
ð62:2Þ

62.2.2 The Training Algorithms of SVM

The training algorithms of SVM have three major categories [6]. The first is
quadratic programming algorithm; SVM can be attributed to a quadratic pro-
gramming problem which includes penalty function solution and the simplex
method. The second category is the decomposition algorithm. When the training
samples increase, the quadratic programming algorithm will face dimension
disaster. Some researchers proposed SVM decomposition training algorithm to
deal with the large-scale training set [7, 8], such as the SVM-Light algorithm
proposed by Joachims, Platt’s SMO algorithm [9]. The third category is the
incremental algorithm. S. N. Ahmed first proposed incremental SVM training
algorithm. Each time only a small group of the training samples can be dealed with
by quadratic programming algorithm are selected. When the samples leave the
support vectors and abandon the non-support vectors, the new samples will be
mixed into the training samples. According to the references and the samples of
CD4 images, OSU_SVM classifier based on LibSVM and LIB-SVM is chosen in
this study.
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62.3 Image Recognition Process

62.3.1 Image Acquisition and Pre-Processing

The collection system of CD4 cell microscopic image consists of microscope,
CCD camera, image capture card and computer. The collected images are BMP
with 24-bit RGB format. Microscopic image pre-processing includes sharpening,
image segmentation, clearing small particles and noise removal, filling empty hole
after split. The results are shown in Fig. 62.2. According to the characteristics of
the image, the results of the KSW entropy method, OTSU (maximum between-
class difference) method and the minimum error method are compared [10–12].
Finally we choose the KSW entropy method is selected for segmentation.

62.3.2 Acquisition and Selection of Image Feature

According to the characteristics of CD4 cells including structural integrity, smooth
edges, round or shape class circular, single-core, internal lighter in color, cherry
red, darker outside, no gray or black impurities in the cell, good light, the 54
features about shape, color, optical density, texture from the target areas are
acquired and analyzed.

The original feature dimensions are high, so correlation inevitably exists among
the different features, which will increase the complexity and computation of
training. The distance among the classes is selected as a separable criterion. The
features are selected by increasing L minus R method. At last, several different sets
of features are chosen as the input of the classifier.

62.3.3 Classifier Selection and Experimental Methods

The OSU_SVM 3.0 Matlab toolbox [13] developed by Ma and Zhao from Ohio
State University is used as a simulation tool. It is based on LibSVM [14] by Chang

Fig. 62.2 Image preprocessing. a Original, b KSW entropy method, c Image after filling
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and Lin. The toolbox uses the working set selection algorithm of the modified
SMO and SVM-Light, which can be applied to areas such as regression and
classification estimates.

In the process of the training function SVM works, the parameters can be
determined, which includes the type of kernel function and the correlation
coefficient, penalty factor C, SVM types and some corresponding weights. In the
experiments, c-SVC is selected as SVM type, radial basis function
K(x, xi) = exp(-Gamma 9 ||x - xi||

2) is used as the kernel function. Some other
random weights can be set randomly, or use the default.

The penalty factor C and the coefficient Gamma of kernel function can be
determined by verifying recognition rate of the test samples. In order to preventing
overlearning, cross-validation is used in the training process [14]. All the samples
are divided into four parts. We choose three parts as the training sample set, the
features of the training sample set are normalized. Hence the maximum value of
the same features is 1, and the minimum is 0. The normalized parameters of the
training samples are used to deal with the other in the test samples. The mean
recognition rate of four different test sample sets is selected as the correct rec-
ognition rate which corresponding to C and Gamma values.

The range of C and Gamma are very large. The parallel grid search method [14]
will spend more time by searching carefully; otherwise lower accuracy by
searching roughly, which is difficult to obtain good results. In this paper, the
parallel grid search method has been improved, which is divided into coarse search
and fine search. Firstly, coarse search is used to obtain the coefficient. Taking into
account the breadth of the search range, the value of C is [2-15, 2-14,…,20,…,214,
215] respectively, and the value of Gamma is [2-20, 2-19,…,20,…, 29, 210]
respectively. When looking for the best combination, set C = a, Gamma = b (if
many combinations are the best option, then select the smaller group), narrow the
range of search, then the value of C is [2-5a, 2-29/6a, …, 20a, …, 229/6a, 25a]
respectively again, and the value of Gamma is [2-5b, 2-29/6b, …, 20b, …, 229/6b,
25b] respectively. And then the fine search will start. The values of C and Gamma
corresponding to the highest recognition rate will be obtained. With the mentioned
above, the improved parallel grid search method ensures the accuracy and the
speed. Time is significantly reduced.

The relationship between the classification recognition rate and the coefficient
of C and Gamma is shown in Fig. 62.3, where the number of features is 6.

62.3.4 Results

In the experiment, the 238 samples will be divided into four groups randomly.
According to the selected number of features and the above methods, the best
values of C and Gamma corresponding to the number of different features are
determined by size. These 238 samples are divided into odd part and even part.
The odd part normalized is used as the training sample, which will determine the
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values of C and Gamma and train SVM classifier. The even part normalized by the
same group coefficient will be tested. The remaining 76 samples after similar
treatment will be used as the validation samples. The recognition rate of the test
and the validation is shown in Fig. 62.4.

Fig. 62.3 The relationship between the classification recognition rate and the coefficient of C
and Gamma. a Coarse search, b Definite search

Fig. 62.4 The relationship between the recognition rate of different classifiers and the number of
features
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When the number of feature grows, the recognition rate of OSU_SVM classifier
increases grows, too. It reaches to 95 % approximately when the number of feature
is 7. The recognition rate is unstable, but still relatively high when the number of
feature increases again.

Using the same samples, the classification experiments are tested by Fisher
linear classifier, BP neural network and LS-SVM classifier [15]. The recognition
rate of Fisher linear classifier is about 90 % when the number of feature is 7. The
recognition rate of BP neural network is instability, up to 91 %. The recognition
rate of LS-SVM classifier is about 94 %. All the results of the three classifiers are
lower than those of OSU_SVM. Therefore the OSU_SVM classifiers have better
classification effect than the Fisher linear classifier, BP neural network and LS-
SVM classifier.

62.4 Conclusion

Under the condition of the small number and the big dimension of training sam-
ples, it is difficult to recognize them. This article uses the OSU_SVM classifier to
identify categories of the CD4 cell microscopic images. Compared with the tra-
ditional theory-based classification method, cross-validation and improvement of
parallel grid search method based on radial basis function SVM in CD4 cell
recognition effect has a higher reliability and superiority. Without too much prior
knowledge and skills, SVM (especially OSU_SVM based on LIBSVM) has the
advantage of less control parameters. Considering the points depending on the
training samples, the complexity of algorithm and dimension-independent,
OSU_SVM is more suitable for CD4 cell image recognition classification.
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Chapter 63
A Method of Automatic Regression Test
Scope Selection Using Features Digraph

Yifan Li and Jun Guo

Abstract Regression Testing is an extremely efficient technique used to ensure
the quality of changed program. For feature-based systems, the traditional
approaches rely on engineer’s empirical practice. Therefore, the regression scope
will vary from person to person. To improve those unstable methods, the authors
presented an algorithm which could automatically select the retest features. The
method was based on the building of weighted features digraph and the calculation
of dependence values. Meanwhile, the authors proposed some ‘‘selection rules’’ as
criteria for these retested features. Besides, a tool ‘‘FeaNetwork’’ had been built to
evaluate the performance of our algorithm, and the result was better than empirical
methods.

Keywords Regression testing � Regression test selection � Features digraph �
Dependence weight

63.1 Introduction

During the cycle of modern software project development and maintenance, it is
convinced that the regression testing always play a significant role in keeping
product’s quality. Its implementation can contribute to ensure the other parts of
software work as expected while one part had been changed. Some large and
complicated systems are composed of hundreds of features. For each one, a test
case suit is executed to validate its function, thus the problem is how to determine
which features should be re-tested after one feature’s source code have been
modified.
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There are various techniques have been introduced on the study of regression
test scope selection, e.g. in the work of Engström et al. [1], they made a systematic
summary on this problem’s solutions, they put forward that these methods can be
distinguished by different application ranges, such as ‘‘code changes’’ [2–5],
‘‘specification changes’’ [6–9], ‘‘change impact analysis’’ [10], specific applica-
tions [11], ‘‘regression test for GUIs and test automation’’ [12], and ‘‘test process
enhancement’’ [13]. However, most of them focused on the program’s source code
change or white box test [14].

In this paper, we proposed a method to solve this problem for feature-based
systems. First step is finding a way to denote the relationships among all features. A
digraph is designed to solve this problem: (1) each node in it represents one feature,
(2) the pointed node by an arrow suggests that it is affected by the other end node, (3)
the weight value of link indicate arrow-end’s dependence degree on transmitter-end.
Figure 63.1 shows part of this digraph, in this figure, 0.9 means that feature 2 is
heavily depended on feature 1, in terms of the Weight range 0.0–1.0

Second step is to discover those hidden dependence relationship and calculate
their values. For the initial features digraph, those confirmable weight values
between two nodes need to be set manually, meanwhile, the vast majority of others
are still unknown. An algorithm is designed to handle the generations of weight
values from hiding relationships. The detailed calculation will be described in
Sects. 63.2 and 63.3.

Then, a selection rule will be adopted to find those required regression testing
features from improved features digraph. In the paper, we decide to select the
weight [0.7 features, which are highly dependent on changed feature, for
regression test.

In the rest of this paper, Sect. 63.5 draws a brief summary of our work. We also
have implemented our algorithm as a tool and showed its performance in Sect. 63.4.

Fig. 63.1 A digraph with weight-values indicates the relationships between one feature and the
others
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63.2 Materials

63.2.1 Case Library Management

In this paper, the following table is used to manage a big test case library of a
program. Each feature of it owns a case suit as a subset of library (Table 63.1).

Index number 1, 2,…, n is generated randomly, they will be used to represent
all the features or case suits in rest sections.

63.2.2 Dependence Weight

The weights are given to characterize those dependence degrees between two
connected features, or in other words, to indicate the level of influence of start–end
feature on arrowhead-end feature.

Weight values are restricted between 0.0 and 1.0.

• 0.0 implies the two features are independent, or have small enough effect on
each other, that can be omitted. In digraph, there is no direct linked line to
connect them.

• 1.0 is seldom set in features digraph, since it means the arrowhead feature has
absolute dependence on the other end. This condition is not-so-common
actually.

For initializing a features digraph, some approximate but enough credible
weight values will be set up manually based on personal experience.

63.2.3 Data Structure

An n-by-n matrix is established to store the whole features digraph with weight
values, that is

A ¼ ai;j

ffi �

n�n ð63:1Þ

Table 63.1 A Sample of cross-reference table for features and case suits

Index number System feature Case suit

1 Feature xxx Case #21; case #25; …
2 Feature yyy Case #13; case #58; …
… … …
n Feature zzz Case ##; case ##; …
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where n is the number of program’s features, ai, j is a weight value which
describes the dependence from feature i to j.

It will be set 0.0 before manual initialization or automated calculation (see
details in Sect. 63.3).

63.2.4 Regression Test Selection Rule

After the construction of matrix A, next step is to decide which features should be
involved in regression test scope as the source code of feature i has been changed.

In considering the meaning of ai,j, the features subset S is selected where each
ai,j [ SR for j [ S. SR is a predefined value and it can vary by following different
workload levels, and its changing, for a specified system, will be indicated using
diagram of curve in Sect. 63.5.

63.3 Methods

In Sect. 63.3, we present the details of our method on automated regression test
scope selection. The workflow is given in Fig. 63.2.

Then, the core method of calculating two features’ dependence value is
described. Through this, our final goal is to establish a matrix Ax, save all the
dependence values between each two features with the x-length path. Every Ax is
executed and all of them are combined to help make retest scope selection, subject
to the loop-termination criteria x [ MPL. MPL is also a predefined value to set
the calculation precision, which is also a stable value in a specified system. More
details can be found in example section of this paper.

63.3.1 Dependence Values Calculation

The initial weight values of a Features Digraph without links, or, in other words, a
Matrix A with n2 0.0 elements, are set manually. After that, we can obtain a sparse
digraph or matrix with some nonzero values, and they are the foundation of follow-
up execution. Therefore, it is absolutely necessary to use discretion in determining
which value should be set and how much the value is. We offer two suggestions for
this task:

• To set the element as Null if the dependence is unknown.
• To set the element as 0.9 instead of 1.0 in most cases.
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According to the initial Matrix A, we can build an incomplete but trusted
Features Digraph. The next aim is to explore other hidden dependence weight
values, as these elements in matrix are set 0.0 due to the limitation of human’s
experience, then to revise and complete the digraph.

In order to solve this question, a fragment of Features Digraph is segmented out
to simplify the analysis process. We noticed that the links between two features
can be treated as some paths of different lengths. It is shown in Fig. 63.3.

Fig. 63.2 The workflow of
our method for automated
regression test scope
selection

Fig. 63.3 A fragment of
features digraph, based on the
initial matrix A
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For figuring out the dependence value from ‘‘Feature i’’ to ‘‘Feature j’’, using
the preset weight values from initial Matrix A and it can be calculated as

a0i; j ¼ 1 �
Y

MPL x ¼ 1 1� ax i; jð Þ ð63:2Þ

where a0i;j is the final result of calculation that dependence from ‘‘Feature i’’ to
‘‘Feature j’’. ax

i;j is the dependence value of all the x-length paths between them, the
computation method will be introduced in following section.

In particular, a1
i;j is defined in initial Matrix A, equal to ai, j as shown in

Fig. 63.3.

63.3.2 Dependence Value Calculation of x-Length Path

In Features Digraph, multiple x-length paths may exist to make connections from
‘‘Feature i’’ to ‘‘Feature j’’, the calculation formula of x-length path dependence
value is defined as below for each path

ax1
i;j ¼ 1� 1� ax1

i;1

� �

1� ax1
1;2

� �

1� ax1
2;3

� �

. . . 1� ax1
x�1;j

� �

ð63:3Þ

where 1, 2, …, x-1 is the sequence of all features, except i and j, included in this
x-length path ‘‘x1’’, and meanwhile, no more features lie in the path of ‘‘Feature
n’’ and ‘‘Feature nþ 1’’; 1� n� x� 2.

For each x-length path ‘‘xa’’ from ‘‘Feature i’’ to ‘‘Feature j’’, a corresponding
dependence value axa

i;j is present. Hence the dependence value of all x-length path
from ‘‘i’’ to ‘‘j’’ can be computed using the following expression

ax i; j ¼ 1 �
Y

k a ¼ 1 1 � axa i; jð Þ ð63:4Þ

where k is the number of all x-length paths from ‘‘Feature i’’ to ‘‘Feature j’’.

63.3.3 Computation of Matrix

In last paragraphs, the method of dependence calculation by a simple math
deduction has been discussed, based on a simple Features Digraph fragment. After
that we will introduce the way to obtain dependence values by computing features
digraph matrix Ax0, which contains every dependence values from ‘‘Feature i’’ to
‘‘Feature j’’ with the x-length path. It can be defined as

Ax0 ¼ ax i; j½ �n� n ð63:5Þ

where x is the path length and n is the number of features.
Especially, A10 is equivalent to A, the initial Features Digraph Matrix.
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For Ax0, we can calculate it using the following method

Ax0 ¼ A! � !Aðx�1Þ0 ð63:6Þ

where ‘‘!*!’’ is a pre-defined operation principle, such as matrix multiplication.
The calculation is given as below

A! � !B ¼
ðA! � !BÞ11 . . . ðA! � !BÞ1n

..

. . .
. ..

.

ðA! � !BÞn1 � � � ðA! � !BÞnn

0

B

@

1

C

A

ð63:7Þ

where both A and B are n-by-n matrix, the element (A!*!B)nn is defined as

A! � !Bð Þij¼ 1�
Y

n k ¼ 1 1� AikBkj

� �

ð63:8Þ

According to the Eq. (63.2), the final result matrix A0 consists of all dependence
values, each one of which derives from the combination of various length paths, as
below

A0 ¼ a0i; j

� �

n�n
¼ 1�

Y

MPL x ¼ 1 1 � Ax0ð Þ ð63:9Þ

In Sect. 63.2 of this paper, we introduced the regression test selection rule, and
it will be used to determine which feature should be retested as the final matrix A0

has been established.

63.4 Example

We implemented a tool, FeaNetwork, to evaluate the performance of our algo-
rithm. FeaNetwork is a command-line program built by Python programming
language and all the matrix data is stored in a comma-separated values (CSV) file,
which can facilitate the following manipulation and calculation. Also, this file
format is easy to be accessed by other applications such as Windows Office Excel,
and can be transmitted between database and program.

To demonstrate our method, a feature-based system ‘‘basic input output system
(BIOS) for Intel servers’’ was used in the experiment. It is comprised of 89
features and 1207 corresponding test cases. We modified one feature ‘‘Memory
Slot A1 Status’’ before the experiment for regression test scope selection. In
Fig. 63.4, the comparison of two methods’ performance is depicted.

In this experiment, since all the selected features from empirical method would
also be chosen by our method and even more untapped ones were neglected due to
the limitation of personal intuition, it is always better than, or at least as good as,
empirical method.

From the graph, it can be seen that the performance of our algorithm rises with
the decrease of SR.
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In first part of Sect. 63.4.1, we took a further discussion on the numbers of
failed cases obtained from retests of these selected features by using two methods,
it indicated that our algorithm is definitely more effective on bug detection.

63.4.1 Settings of SR and MPL

According the above results, we retested those selected features from two methods,
empirical method and FeaNetwork.

Fig. 63.4 The number of selected features of two methods, where MPL = 10

Fig. 63.5 The number of failed test cases during regression tests of two methods, where
MPL = 10
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In Fig. 63.5, the trend curve shows that the performance of FeaNetwork will not
raise where the SR get 0.7. Therefore we can set SR as 0.7 in the specified
experiment. It need to compute a new SR if the tool is applied for another system.

For MPL, we can obtained its value from the below calculations, (Fig. 63.6)
In above graph, it can be figured out that the performance stop rising where

MPL = 9 when the SR is set 0.7. Consequently, we can predefine MPL as 9 for the
specified experiment, and it needs to be re-computed for other systems.

63.5 Conclusion

In this paper, the authors have presented a new approach for automating regression
test selection. It’s distinctly different from early techniques on this problem
because the method is used for feature-based systems and focused on the inherent
dependencies among those features. Meanwhile, the authors proposed a model
‘‘Features Digraph’’ to describe all the features’ relationship and designed an
algorithm to compute their values.

The established feature digraph is also reusable, even if some feature’s source
codes are modified. It only needs to be updated as the architecture of system
changed, e.g. additions and deletions of features.

Acknowledgments This work is supported by the National Natural Science Foundation of China
via the Grant No. 60903092.

Fig. 63.6 The number of selected features for various MPL
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Chapter 64
The Development of the Wireless Vehicle
Detector Data Receiving and Processing
Host System

Hongyu Li and Yuan Tian

Abstract Vehicle detector is the key technology of Intelligent Transportation
System (ITS), and the data receiving and processing host is the important part of
wireless vehicle detector. This essay focuses on developing the wireless vehicle
detector data receiving and processing host system based on MPS430F1161 ultra-
low power microcontroller and nRF905 wireless remote control module. The
system is superior to the traditional ring type coil vehicle detection system on
performance, real-time, cost, life circle, and maintenance and so on.

Keywords Vehicle detector � Data processing host � MSP430F1611

64.1 Instruction

In China, various vehicles detection equipments have been largely applied to
projects [1], which have achieved certain detection effect, but there also exists
some inadequacies. For example, infrared detectors cannot resolve the various heat
sources and the impact of the work environment, and the anti-noise ability is weak;
video detector depends highly on the quality of the background area, which affects
detection effect, and has large amount of data operation, high cost [2]. Geomag-
netic wireless vehicle detector has been widely used due to its characteristics of
free from the influence of environmental conditions, low cost and easy to maintain.
Geomagnetic wireless vehicle detector consists of data receiving and processing
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host, data measurement host and signal host. Data receiving and processing part
accepts data wirelessly and processes data; Data measurement host is used in
conjunction with signal host, detects and measures the speed and length of the
passing vehicle, converts it into the occupied time which is required by the vehicle
to pass the corresponding length detection coil, then sends the data to the pro-
cessing host; Signal host includes data interface conversion unit and detector input,
wireless vehicle detector results are converted from digital to analog coil output by
conversion unit.

The data receiving and processing host is the core of the wireless vehicle
detector, and its development has important theoretical and practical significance
to improve the reliability and stability of vehicle detection products. This paper
presents a design plan of data receiving and processing host, which accepts data
wirelessly through the data receiver, analyzes data, sets up functional settings and
status display by the microcontroller, transfers the analyzed data to the signal host
through the interface conversion unit.

64.2 Principle of Work

The data receiving and processing host of this system mainly collects and analyzes
data of wireless sensor, then transmits to the signal through the data interface
conversion. The receiving and processing host is divided by its function into
several parts, including the wireless receiver, host of data processing, interface
converters, power supply, status display, function setting and chassis, as shown in
Fig. 64.1.

power 
supply

host of 
data 

processing

the wireless 
receiver

status
display 

function 
setting

interface 
converters

Fig. 64.1 Data receiving and
processing host composition
diagram
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64.3 Whole Design of Receiving and Processing Host

64.3.1 System Design

The system is based on MSP430F1161, and has simple structure. Power is mainly
to provide a reliable power supply for the entire circuit; The data receiving host
receives data wirelessly from the wireless sensor, uses nRF905 to complete
wireless transceiver; Function setting part can set some parameters of the micro-
controller; Status display part displays the results of data analysis by LED; The
interface converter transmits the analysis of the data and the results to the signal,
by RS-485 communication transmission.

64.3.2 Design of Major Modular

64.3.2.1 CPU

The vehicle detector data processing host system uses MSP430F1161 MCU as
core part of the controller. MSP430F1161 is an efficient microcontroller with
256 K +256 k bytes of flash, has unique advantage in the low power consumption
of battery-powered applications, which operating voltage is of 1.8–3.6 V, power
consumption of normal work is about 200 lA, while it can reach 2 lA even
0.1 lA under low-power mode. The MCU has abundance inside resources with
2 KB internal ARM, six programmable input and output ports, two 16-bit timer/
counter, two 8-bit parallel ports having the interrupt feature: P1 and P2; four 8-bit
parallel port: P3, P4, P5 and P6 [3].

Interface circuit of MCU is very simple, implement interfaces with other cir-
cuits by using general I/O ports respectively, picks the wireless receiver data
through P6 port, then sets up function through the P4 port, and displays the state of
the circuit communication through P5 port.

64.3.2.2 Circuit Design of Wireless Receiver

The wireless receiver mainly adopts nRF905 chip, the nRF905 chip integrates
power management, crystal oscillators, low noise amplifiers, frequency synthesizer
power amplifier modules. Manchester encoding/decoding is done by the on-chip
hardware without use Manchester encoding data, and low power consumption,
very convenient to use [4]. The circuit schematic diagram is shown in Fig. 64.2;
the antenna portion of the circuit adopts a 50 X single-ended antenna according to
the needs of the design. The nRF905 transfers data through the SPI interface and
microcontroller, receives and sends wireless data by ShockBurstTM transceiver
mode; it is reliable and easy to use.
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64.3.2.3 Power Circuit

Power part of the hardware system employs the LM317 chip due to the voltage
supply range of MSP430F1611 microcontroller is 1.8–3.6 V. LM317 is a chip
buck, since the entire system uses 3.3 V supply, power supply to the system is
achieved by LM317 chip supplying voltage conversion from 220 to 3.3 V. The
Power supply circuit is shown in Fig. 64.3.
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64.3.2.4 Status Display and Function Settings

The choice of status display or function setting is made via DIP switches. Function
setting can set the input level of corresponding pins which represent the sensitivity,
work mode and output mode of the microcontroller, inquiry the key by the mi-
crocontroller, thus complete the corresponding handler. Status display part dis-
plays the communication status by LED.

64.3.2.5 Communication Circuit

Schematics of serial communication circuit based on SP3485 chip is shown in
Fig. 64.4. It is connected to the MCU through terminals J10 and the
MSP430F1611 achieve to control by P2 port.

64.4 Programming

System program mainly includes system initialization, wireless receiver module
test and major loop control part. The loop control part consists of data processing
update module and UART communication module.
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Wireless transceiver module will be initialized once the system activated, if
communication of nRF905 is correct, systems enter the loop control part and carry
on R485 handshake communication, determines whether the new data is received
by data reception flag DR (P2.5) after the handshake succeed, extracts the received
data information from nRF905 and makes data validation, if the correct data is
received, information storage unit will be updated, then the data be sent to data
converting unit through R485, and changes the state of the panel display lamp; If
the R485 handshake fail, continues to send handshake signal until it succeed. The
state flag of the panel lights will be changed supposing that the wireless com-
munication module test fail. The main program flow is shown in Fig. 64.5.
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64.5 Experimental Result

The communication distance between data processing host and signal host is 50
meters, and there is no wired connection. Compared with traditional vehicle
detector based on C8051f121 [5], test results show that this system is real-time.
And it has features of reliable performance, low power consumption and long
battery life. Related technical indicators are shown in Table 64.1.

64.6 Conclusion

This paper designs and implements wireless communication based on
MSP430F1611 and nRF905. The design obeys the simple and practical design
principle, and makes full use of the software and hardware resources of the mi-
crocontroller. It not only strives to achieve simple structure to make it easy to
control cost, but also attempts to minimize the power consumption.

References

1. Le, L., Ni, P.: Design of vehicle detection wireless node design based on the magneto resisitive
sensor. Ind. Control. Comput. 83–84 (2009) (In chinese)

2. Amine, H., Robert, K., Pravin, V.: Wireless magnetic sensors for traffic surveillance. Transp.
Res. 13 (2008)

3. Qin L.: MSP430 SCM development and application typical examples, pp. 2–3. China Power
Press, Beijing (2005) (In chinese)

4. Jia, Q., Wang, D., Zhang, Z.: Design of wireless data transmission system based on nRF905.
Int. Electron. Elements. 29–31 (2008)

5. Junhua, Z.: Design and application of intelligent vehicle detector based on C8051F121. Micro
Comp. Inf. 129–130 (2009) (In chinese)

Table 64.1 Related
technical indicators

Traffic flow accuracy [98 %
Velocity precision [95 %
Detection radius \ 1.5 m
Battery life 5–8 years
Communication distance 50 m
Operating temperature -40 to +80 �C
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Chapter 65
The Feature Extraction of Rolling
Bearing Fault Based on Wavelet
Packet—Empirical Mode Decomposition
and Kurtosis Rule

Cheng Wen and Chuande Zhou

Abstract The feature extraction method of rolling bearing fault was presented
based on the combination of wavelet packet-EMD (empirical mode decomposi-
tion) and kurtosis rule. Its first step is to reduce the signal noise by the wavelet
packet, and then do EMD decomposition. Based on the characteristic that the
kurtosis is very sensitive to impact the biggest IMF component of kurtosis is
selected to do Hilbert envelope demodulation. As a result, the fault feature
information of rolling bearing was obtained. The implementation process of this
method was analyzed by simulation signal and the method was successfully
applied in inner race of rolling bearing fault diagnosis.

Keywords Wavelet packet � EMD � Kurtosis coefficient � Rolling bearing

65.1 Introduction

The rolling bearing with local defect would cause pulse impact at runtime so the
produced vibration signal has a modulation and non-stationary characteristics.
Envelope demodulation and wavelet packet decomposition are the commonly used
method in the rolling bearing fault diagnosis [1]. Wavelet packet decomposition
has very strong localization analysis ability and can decompose signal into several
frequency bands in relatively frequency range. Although wavelet packet decom-
position results exist the energy overlapping problem between each frequency
band [2], but the wavelet packet can do signal denoising so as to improve the
signal-to-noise ratio of the signal. Empirical mode decomposition (EMD) is a new
method put forward by American scholar Huang [3], which is suitable for
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nonlinear and non-stationary signal analysis. It can decompose the complex signal
into a series of intrinsic mode function components (IMF) and reveal a complex
signal time–frequency characteristic, especially suitable for rolling bearing fault
diagnosis analysis. The collected signal from the field has seriously influenced the
EMD decomposition quality because of strong noise interference. Therefore, the
signal processing by wavelet packet analysis is very necessary before EMD
decomposition [4]. Kurtosis coefficient is a dimensionless parameter which can
reflect the degree of signal peak effectively [5] and it is very sensitive to the
impact. The kurtosis coefficient is bigger the impact composition proportion in
signal is more. The representative feature of rolling bearing fault is cyclical impact
characteristics. Therefore, the signal processing method based on the combination
of wavelet packet-EMD and kurtosis rule was proposed in this paper. This method
can efficiently extract the fault characteristic information in rolling bearing fault
diagnosis process.

65.2 Wavelet Packet—EMD Decomposition

Rolling bearing fault, especially the earlier fault, would cause bearing element
high frequency inherent frequency components and show strong modulation
phenomenon. Wavelet packet analysis can decompose the low frequency and high
frequency components at the same time, which can make the high frequency band
signal have good time domain resolution and greater flexibility in time-frequency
analysis [6]. The random multi-scale decomposition characteristics of wavelet
packet analysis provide a more elaborate analysis method for signal and it also has
the higher frequency resolution. Wavelet packet used in signal denoising can
effectively improve the signal-to-noise ratio and the treating process includes
wavelet packet decomposition and wavelet packet decomposition reconstruction.
Wavelet function and threshold value selection is closely related to the quality of
wavelet packet signal denoising.

EMD is based on the time scale features of data itself for signal decomposition,
not need to set any advance base function, and has very obvious advantages in the
treatment of non-stationary and nonlinear signal [7]. EMD decomposition is a
tranquilization processing process and it can decompose the original signal into the
sum of limited IMFs. Each IMF component must meet two conditions: (1) the
number of the maximum, the minimum is equal to the number of zero-crossing or
differ at most 1 from the number of zero-crossing; (2) the upper and lower
envelope lines are locally symmetric about time axis.

Suppose a signal is x(t), which is decomposed by EMD and can be expressed by
the sum of the IMF component and the residual amount, as shown as Eq. (65.1):

xðtÞ ¼
X

n

i¼1

ciðtÞ þ rðtÞ ði ¼ 1; 2; � � � ; nÞ ð65:1Þ
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where, ci(t) is the IMF component, rn(t) is the residual amount (tendency item).
All the IMF components obtained by EMD decomposition are base band sig-

nals. These signals are in different band range and include the different information
characteristics. The IMF components with obvious fault features were analyzed by
Hilbert envelope demodulation [8], and then the fault feature information of
equipments can be extracted. Hilbert transform method can Ref. [9–11].

If the signals contain lots of background noise and directly do EMD decom-
position without processing a large amount of modal aliasing phenomenon would
appear to impact signal analysis process. Therefore, if the signals do EMD
decomposition after denoised by using wavelet packet, the EMD decomposition
quality would be improved and the accuracy of signal analysis would be improved.

65.3 Comprehensive Analysis of Wavelet Packet-EMD
and Kurtosis Rule

65.3.1 Kurtosis Rule

Kurtosis coefficient Cq is a dimensionless characteristic parameter, which is
independent of speed, size, and load. Kurtosis coefficient is very sensitive on the
impact signal so it is suitable for the fault diagnosis of surface damage, especially
the fault diagnosis of early rolling bearing. The mathematical description of the
kurtosis coefficient is as shown as Eq. (65.2):

Cq ¼
1
N

P

N

i¼1
ðxi � lÞ4

r4
ð65:2Þ

where, l is the mean value of signal x(t); r is the standard deviation of signal x(t).
When the rolling bearing is trouble-free the vibration signals approximately

obey the normal distribution and the kurtosis coefficient Cq is about equal to 3.
With the emergence of the fault and development impact vibration makes the
signals amplitude obviously deviate from the normal distribution. At the same
time, kurtosis coefficient is getting higher too. The larger the kurtosis coefficient
is, that is to say the greater impact composition proportion of vibration signal is,
the more far rolling bearing deviating from its normal state is, the more serious
the fault is. The initial failure of rolling bearing is often shown as local spot
corrosion of the inner race, outer ring or rolling body because of its working
mechanism. The pitting parts and the contacted other components of the bearing
would produce impact effect and with the bearing operation a cyclical impact
vibration would be produced. Therefore, kurtosis coefficient could detect the
impact characteristics of vibration signal and reflect the rolling bearing fault
feature information.
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65.3.2 Analysis Method of Wavelet Packet-EMD
and Kurtosis Rule

The signal analysis process based on wavelet packet-EMD and kurtosis rule is as
shown as Fig. 65.1. Analyzed signal xðtÞ was done EMD decomposition after
wavelet packet denoising (including wavelet packet decomposition and wavelet
packet reconstruction) and then the kurtosis coefficient of the obtained IMF
components by EMD decomposition were calculated. After IMF components were
sort based on kurtosis rule the IMF with largest kurtosis coefficient was selected as
the main IMF. The main IMF component containing the most obvious fault
information was selected to do Hilbert envelope demodulation and then to extract
rolling bearing fault feature information.

65.3.3 Signal Simulation of Rolling Bearing

According to the structure characteristics of rolling bearing, the vibration response
of single degree of freedom model under a periodic pulse force can be used to
simulate rolling bearing vibration. In the small damping conditions, the vibration
signal of rolling bearing can be expressed as Eq. (65.3):

x1ðtÞ ¼
X

N�1

n¼1

Ddðt � nTÞ
 !

� Ae�n2pfn t cosð2pfdt � hÞ
ffi �

þ NðtÞ ð65:3Þ

where, dðtÞ is the unit pulse force, T is impact period, D is pulse strength, n is the
damping ratio, fn is the natural frequency, fd is damped natural frequency, NðtÞ is
interference signal.

Add sine signal x2 tð Þ ¼ 0:02 sin 40 ptð Þ into Eq. (65.3), analysis signal become
to x tð Þ ¼ x1ðtÞ þ x2ðtÞ. When the sampling frequency of signal is 1000 Hz, the
time interval of impact composition is 0.04 s, sampling length is 2000 points and
fd ¼ 100Hz, the time domain waveform of the simulation signal xðtÞ is as shown as
Fig. 65.2a. If the simulation signal was done EMD decomposition directly the
decomposition results, the top five modal components (IMF1–IMF5), were as
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Fig. 65.1 The flow diagram of wavelet packet-EMD and kurtosis rule
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shown in Fig. 65.2b, c, d, e and f. Figure 65.2 shows that IMF1, IMF2, IMF3 and
IMF4 are all high frequency signals, which include the impact composition and
noise, and the impact signal has no decomposition to some modal component. The
signal in Fig. 65.2f is the sine signal. IMF5 appears obvious modal aliasing
phenomenon because of the boundary error accumulation caused by noise and
pulse interference, which influences the analysis accuracy of signal.

To reduce the EMD decomposition modal aliasing the simulation signal was
done wavelet packet noise reduction and the results were shown in Fig. 65.3b. The
EMD decomposition results were shown in Fig. 65.3c, d, e, f and g. The signal in
Fig. 65.3g was the sine signal, compared with Fig. 65.2f, its modal aliasing was
greatly reduced. Therefore, it is very necessary to reduce noise interference to
enhance EMD decomposition quality.

The kurtosis coefficients of modal components were calculated from Fig. 65.3c,
d, e, f and g and the results were 5.8600, 4.5792, 1.9070, 1.8245 and 1.6326. The
kurtosis coefficient of IMF1 component is the largest, which shows that the fre-
quency band contains rich impact compositions. The envelope spectrum obtained
from IMF1 Hilbert envelope demodulation was shown in Fig. 65.3h. The 24.9 Hz
frequency component is highlighted in the envelope spectrum and this is consistent
with periodic pulse impact (interval 0.04 s) frequency 25 Hz. It reveals the impact
composition of simulation signal and provides a basis for rolling bearing fault
diagnosis.
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65.4 Case of Rolling Bearing Fault Diagnosis

The experimental data in the case adopt the vibration acceleration signal of
induction motor rolling bearing which were provided by Case Western Reserve
University. Keep sampling frequency fs is equal to 12 kHz and the speed n is equal
to 1750 r/min, vibration signals of inner race fault of the bearing is measured
respectively to obtain the bearing characteristic frequency by calculation. The
inner race blade passing frequency is 144.28 Hz.

Wavelet function has a big effect on wavelet packet decomposition quality.
Symlets wavelet improved from Daubechies wavelet with approximate symmetry
is especially suitable for wavelet packet denoising of rolling bearing signal and the
analysis results by Symlets wavelet are better than by the other wavelet function
[12]. Based on above analysis Sym8 wavelet was chosen. When the data length
N was equal to 2048, the measured signal was done 3 layer wavelet packet
decomposition, the denoise signal was done EMD decomposition and kurtosis
coefficient calculation and the modal component with obvious impact composition
was done envelope demodulation.

Figure 65.4 shows that the failure analysis process of inner race of the bearing.
The signal in Fig. 65.4a is the original signal and in Fig. 65.4b is the signal by
wavelet packet denoising. The signal in Fig. 65.4b is done EMD decomposition and
the top five modal components are obtained, as shown as Fig. 65.4c, d, e, f and g.

The kurtosis coefficient of IMF1–IMF5 was calculated and the results were
shown in Table 65.1. The kurtosis index of IMF2 is the largest so it can reflect the
vibration characteristics of rolling bearing. The IMF2 is supposed to the main IMF
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component and the envelope spectrum of IMF2 was got by Hilbert envelope
demodulation, as shown as in Fig. 65.4h. In the envelope spectrum the 146.5 Hz
frequency component appeared obviously. This is similar to 144.28 Hz, the inner
race frequency of bearing obtained by theoretical calculation. But the turn fre-
quency is 29.3 Hz, therefore, it can be judged that the inner race have obvious
damage.

65.5 Conclusion

Wavelet packet analysis greatly improves the signal analysis accuracy by multiple
level band partition and can be used to signal denoising processing.

Empirical mode decomposition (EMD) can obtain a series of intrinsic mode
function (IMF) represented signal characteristic time scale. But the noise would
affect EMD decomposition quality; therefore, EMD decomposition is very
necessary to do signal denoising.

The signal analysis method based on Wavelet packet—EMD and leptokurtosis
rule has used the wavelet packet denoising, EMD decomposition and leptokurtosis
maximum principle to extract rolling bearing impact characteristics. Numerical
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Fig. 65.4 The results of inner race fault analyzed by wavelet packet-EMD and kurtosis rule

Table 65.1 The kurtosis coefficient of IMF1–IMF5 in Fig. 65.4

IMF IMF1 IMF2 IMF3 IMF4 IMF5

Cq 3.8035 3.9970 2.3165 2.0859 2.5169
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simulation and bearing fault diagnosis case show that this method can improve the
accuracy of fault diagnosis. At the same time, it provides a new method for roller
bearing fault feature extraction and has certain application prospect.
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Chapter 66
Robot Perception Based on Different
Computational Intelligence Techniques

Nacereddine Djelal and Nadia Saadia

Abstract In this paper we tend to investigate an optimal model through the
application of three well known techniques of computational intelligence; neural
net work, fuzzy logic and Support Vector Regression (SVR). An attempt has been
made to get a stochastic model of the contact force of a robot with its environment.
The model is provided by an identification process based on supervised learning.
The utility of this model lies in a high quality perception and allowing us to
implement an intelligent control of industrial tasks performed by a robot. The
objective behind using the computational intelligence techniques is to improve the
performance of the industrial robot’s tasks such as: welding, painting, pieces
insertion, etc. The findings of the investigation have showed that the SVR is the
most suitable technique for achieving a high accurate model.

Keywords Neural network �Fuzzy logic �Support vector regression � Identification
� Contact force modeling

66.1 Introduction

In recent years, the industrial robots become a perquisite in a lot of industrial
applications which need high accuracy performance. In fact, we aim in this work at
improving the quality of robot’s perception by using different computational
intelligence techniques in order to model the contact force of the robot to be
implemented in an intelligent control law.
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In the last few decades, many communities of researchers were interested in
improving the performance of industrial robot in different tasks; in our previous
works [1–4], we proposed to control a robot by the feed forward neural network.

The outline of this paper is organized as follows: first, we present the paradigm
of the supervised learning. Second, we explain in detail the three proposed com-
putational intelligence techniques i.e. the neural network used in the modeling, the
fuzzy logic technique and the SVR. After that, the aforementioned techniques are
to be implemented so as to construct the desired models. In so doing, we tend to
present the dataset of learning which is presented as the pair input/output where
the shed torque of the joint motor represents ‘‘input’’ and the force values as
‘‘output’’. Then, we begin the identification process during which we choose the
most appropriate model through regularization by cross validation. Next, each
technique is to be evaluated by the measure of the Mean Magnitude of Relative
Error (MMRE) and Standard Deviation Magnitude of Relative Error (StdMRE).
Finally, the findings and conclusions are discussed.

66.2 Supervised Learning for Identification

This section describes the mechanism of supervised learning which is commonly
used to identify or model the system that is used in recognition or intelligent
controller. The Fig. 66.1 illustrates the Paradigm of supervised learning, where the
training data are used as input for the Supervisor (Fuzzy Rules for example in the
case of the fuzzy logic) and the Learning Machine. The learning algorithm must
adjust the parameters of the Learning Machine to minimize the error.

Where: x represents the vector of the shed torque of the joint motor
y represents the vector of the force values and ŷis the predicted value of y
The learning machine which is capable of implementing a set of functions

f ðx;wÞ; w 2 A, where A is a set of parameters; and the weights and bias in the
neural network for example [5].

We distinguish three techniques based on supervised learning which are the
following:

-
+

Error = y- ŷ
ŷ

x y
Supervisor

Learning Machine

Learning Algorithm

Training Data
Fig. 66.1 Paradigm of
supervised learning
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66.2.1 Modeling Based on Neural Network

This section is devoted for the presentation of the neural network structure and
how it is used in order to model the contact force. It is worth mentioning that we
have to follow these steps:

Firstly, we suggest architecture for the neural network i.e. the number of the
neurons which constitutes the input layer, the hidden layer and the output layer.
The activation function must be determined in this phase. In the second, the
training of the neural network necessitates a training data and a training algorithm;
the Levenberg–Marquardt algorithm in our case is chosen. This method consists of
optimizing the step of training to increase the speed of convergence of the global
criteria [6].

66.2.1.1 Proposed Architecture

The proposed architecture of neural network uses three layer neural networks with
a same activation function; nonlinear sigmoid function [4] (Eq. 66.6);

f ðxÞ ¼ 1
2

Xg
1� expð�4x=XgÞ
1þ expð�4x=XgÞ

ð66:1Þ

where Xg is the parameter which determines the sigmoid function shape.
This network is composed of one input layer of six neurons, one hidden layer of

twenty neurons and one output layer of six neurons.

66.2.1.2 Learning Process of the Neural Network

This process of learning provides us with the parameters of the neural network i.e.
weights and the bias. Before starting this process we must fix the criterion or the
cost function that describes the relationship between the target and measured
values. In our dataset which is composed of a set of input/output, we have relied on
a supervisor to learn the neural network:

The Levenberg–Marquardt algorithm uses this approximation (Eq. 66.2) to
construct the Hessian matrix as follows [6]:

wkþ1 ¼ wk � JT J þ lI
ffi ��1

JT ef ð66:2Þ

where:
wk: is a vector of current weights and biases,
Where, the scalar l is equal to zero (similar to Newton’s method). When l is

large, this becomes gradient descent with a small step size. Then Newton’s method
is faster and more accurate.
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Thus, l is decreased after each successful step (low performance function) and
it is augmented only when a tentative step increases the performance function.

66.2.2 Modeling Based on Fuzzy Logic

In this section we aim to apply fuzzy logic to identify the model of the contact
force through the training dataset. The shed torque of the joint motor x(t) is used as
the input whereas the force values y(t) as the output. So, we can extract the
dynamic process model to establish a model using 10 candidate inputs to the fuzzy
logic: y(t-1), y(t-2), y(t-3), y(t-4), x(t-1), x(t-2), x(t-3), x(t-4), x(t-5), and
x(t-6) as historical data [7].

66.2.3 SVR Based Modeling

The adoption of a new estimation technique that is based on support vector
machines seems to be powerful to get a model mapping between the input/output
set. Suppose the training data ðx1; y1Þ; . . .. . .; ðx‘; y‘Þf g � v� <, where v is the
space of the input patterns [8]. In e-SV regression is proposed by Vapnik in
the Ref. [5]. The aim is to find the function f(x) that has the big e deviation from
the actually obtained targets yi for the whole training data which accept errors less
than e.

For simplicity grounds, we use a linear function f given by this equation:

f ðxÞ ¼ w; xh i þ b with w 2 v; b 2 < ð66:3Þ

where; �; �h i is the dot product in v.
To ensure the flatness in the case of (66.3) we have to minimize the

norm wk k2¼ w;wh i. So, we can formulate this problem as a convex optimization
problem as follows:

minimize
1
2

wk k2

subject to
yi � w; xih i � b� e

w; xih i þ b� yi� e

� ð66:4Þ

Like the ‘‘soft margin’’ of the Support Vector Machine, loss function [9] which
was used in SV machines developed by Cortes and Vapnik (1995). The intro-
duction of slack variables ni; n

�
i to adapt with otherwise infeasible constraints of

the optimization problem we obtain:
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minimize
1
2

wk k2þC
X

‘

i¼1

ðni þ n�i Þ

subject to

yi � w; xih i � b� eþ ni

w; xih i þ b� yi� eþ n�i

ni; n
�
i � 0

8

>

>

<

>

>

:

ð66:5Þ

where: C [ 0 is constant and ni; n
�
i are slack variables

The idea of the soft margin is to use the slack variables and e-insensitive loss
function (Eq. 66.6) to get a linear SVM as shown in Fig. 66.2 [8].

nj je:¼
0 if nj j � e

nj j � e otherwise:

�

ð66:6Þ

Figure 66.2 presents graphically the soft margin for a linear SVM. Only the
points which appear outside present the shaded region contribute to the cost insofar,
as the deviations are penalized in a linear method. It turns out that in most cases of
the optimization problem can be solved more easily in its dual formulation [8].

66.2.3.1 Preprocessing by Kernels

Making the SVR algorithm nonlinear entails the use of kernels [8]. This can be
simply achieved by the preprocessing of the training patterns xi by a map U:
w! F into feature space F.

We refer to the use of the Quadratic features in <2. So, we consider the map U:
<2 ! <3 given by this equation :

Uðx1; x2Þ ¼ ðx2
1;

ffiffiffi

2
p

x1x2; x
2
2Þ ð66:7Þ

where this function aims to project the features into another representative space.

-

+
0

- +

Fig. 66.2 The soft margin
loss setting for a linear SVM
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66.3 Constructions of Models

The modeling process via a paradigm of learning needs a training data. In order not
to encounter under fitting and over fitting problems, a technique of cross validation
is introduced. In the last, we must evaluate the obtained models of the contact
force.

66.3.1 Dataset of Learning

The adopted dataset of learning in this work is collected during an industrial robot
achieving industrial task (such as the assembly i.e. insertion of piece in hole). So,
the dataset of learning which is provided as the pair input/output in which the shed
torques of the joint motors represent the ‘‘input’’ while the values of force rep-
resent the ‘‘output’’.

66.3.2 Regularization Based on Cross Validation

The underlying idea of this regularization lies in the way in which a model is
selected from a set of models. As an example, we consider choosing the order of a
polynomial. The polynomial model quality depends proportionally on its order. So,
the best model is the one that has a sufficient fitting, and hence the training error
lessens [10]:

66.3.3 Models Evaluation

So as to assess and contrast the performance of models provided by different
computational techniques we have proposed to calculate the measures of the
MMRE and the StdMRE. These two criteria are widely used in evaluating the
model’s quality [11] and [12].

MMRE ¼ 1
n

X

n

i¼1

MREi ð66:8Þ

where: MREi is a normalized measure of the difference between the actual output
values of the model (yi) and estimated value ðŷiÞ given by [12]:

MREi ¼
yi � ŷij j

yi
ð66:9Þ
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The use of StdMRE is needed because it has a less sensitivity to the extreme
values in comparison with MMRE [12].

66.4 Results and Discussions

The findings of the current study showed that the SVR is the most appropriate
technique for getting the best model of contact force. This claim is proved by the
values of MMRE and StdMRE (Table 66.1) which appear to be the lowest values.

Moreover, the fuzzy logic technique seems to be better than the neural network
one.

Table 66.1 Models evaluation

Model SVR Fuzzy logic Neural network

MMRE 0.720 1.810 4.26
StdMRE 0.690 0.420 6.48
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StdMRE evaluation criteria
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As illustrated in Fig. 66.3, the boxplot allows us to visualize the accuracy of
each model. We have observed through the figure that the SVR has the highest
level of accuracy because of its narrowest box and the smallest whiskers.

In Fig. 66.4 we can see that the coordinates (MMRE, StdMRE) of the SVR are
near to zero which means that the model of contact force has the lowest error value.

66.5 Conclusion

In conclusion, it is quite safe to say that three techniques of computational
intelligence were implemented. The proposed paradigm of supervised learning was
used in the process of identification and it was validated. After analyzing the
results, we come to the conclusion that the contact force model provided by SVR
technique is proved to be the best one compared with the other two techniques i.e.
fuzzy logic and neuron network. Further research is needed to enhance the findings
of this work by the use of a contact force model in controlling of an industrial
robot to achieve intelligent tasks.
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Chapter 67
Study on Technique for GPS IF Signal
Simulation

Huaijian Li, Jun Dai, Wenguang Li and Li Liu

Abstract In order to solve the difficulty of simulating the satellite signal with the
complexity of the structure of hardware signal source and the variability of the
environment, an IF signal model architecture is used in this paper. By producing
navigation message and observational data with the mathematical simulation
system offline, these data are modulated by the pseudo-random code and the IF
carrier to produce the IF analog signal. Then the IF analog signal becomes the IF
digital signal after further sampled and Quantify. The GPS IF signal is produced
by the use of Matlab simulation and then is further located though the receiver.
Simulation result shows that receiver positioning result is basically the same as
observational data which is generated by the mathematical simulation system,
proving that the scheme is of good reason. The IF signal model can effectively
solve the disadvantage of hardware simulation equipment and thus a class of
problems including High input and Low output which hardware simulation attri-
butes are solved.

Keywords GPS � The pseudo-random code � Sampling � Quantify

67.1 Introduction

Starting from Texas Instruments company’s earliest development of the GPS
signal simulator in the 1977 [1], accompanied by the establishment of the GPS
satellite constellation and the emergence of other satellite navigation systems, the
development of the satellite signal simulation technology is also changing.
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Any research in the field of satellite navigation must first be established in a true
and reliable data base, and then be extended to the application. But true satellite
signal is high-frequency RF signal and is mixed in a changing environment noise.
If you want to simulate by hardware method, you need to consider the high-frequency
signal propagation, delay, multipath interference and many other influential factors
which resulting in hardware analog devices becoming complex [2].

Analog satellite navigation signal is required for the development and valida-
tion of the navigation receiver, compared to the direct use of a real satellite signal,
analog satellite signal can provide accurate controllable, reproducible simulation
environment and the non-normal or undesirable test condition, so that the receiver
R&D efficiency is greatly improved.

GPS satellite signal simulation is a key technology in the current GPS research
area, which provides real simulation for test of high-dynamic receiver. GPS
measurement system can also be used for demonstration program which is widely
used in GPS receiver debugging, signal processing and positioning algorithm
research. So satellite navigation signal simulation technology has important the-
oretical and practical significance.

67.2 The GPS IF Signal Model

Real GPS signal generating process is as follows: in the GPS satellite, the 50 bps
GPS navigation message data is modulated with 1.023 MHz pseudo-random code
C/A code to generate a GPS baseband signal and baseband signal is modulated
with by L1 (1575.42 MHz) RF the carrier, and then the GPS RF signal is pro-
duced. Due to the signal delay of transmission, when the GPS signal is transmitted
from the satellite to the receiver, the receiver receives the RF signal which is
transmitted by the satellite with a transmission delay (such as troposphere delay,
ionosphere delay, earth rotation effect, relativistic effect). Meanwhile, due to rel-
ative motion between the satellite and the receiver, the GPS signal will generate
the Doppler shift so that the signal frequency which the receiver receives will
change.

In the IF signal software simulation system, we use the mathematical simulation
system which produces satellite navigation message data and observational data
offline. By the settlement of the user trajectory and the establishment of the GPS
satellite orbit model simulation, simulation data including navigation message and
observation data is created. Navigation message format is 300 bit, which is
accounted for 40 bytes, remaining 20 bit empty. Observation data is created
according to the settlement of user location the satellite trajectory model.

Reading simulation data file in the navigation data and the observed data, GPS
signal source can calculate the emission time of the satellite signal and the receiver
state when the signal reached which includes the visible satellites, the Doppler
shift, the signal amplitude, the phase of the pseudo-code at launching moment, the
code phase in transmission time and the carrier phase in the emission time. After

596 H. Li et al.



the information is modulated by radio frequency to be the IF analog signal, the
analog IF signal after further is sampled, quantized to become a digital IF signal,
as shown in Figs. 67.1 and 67.2.

67.3 Key Technical Analysis

67.3.1 Pseudo-Random Code Generation

The GPS C/A code is a Gold code of length 1023, and the code rate is 1.023 MHz.
The repetition period of the pseudo-random sequence is 1 ms, including two 10-bit
shift register G1ðXÞ and G2ðXÞ, and the initial state is all 1. C/A Code is XOR
result between after delay G2ðXÞ Output sequence and G1ðXÞ Direct output
sequence, G2ðXÞ PN code delay effect is obtained by the choice of the position of
the two taps. Two taps of each satellite is not the same. There are many ways to

Fig. 67.1 IF signal generation model flow chart

Fig. 67.2 IF signal generation framework figure
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generate C/A code by Matlab, we use Matlab/simulink simulation. We take Star 3
for example: the simulation module of the 3rd Star C/A code is as shown in
Fig. 67.3.

67.3.2 Spread Spectrum Modulation

When GPS satellite navigation message is transmitted to the user, spread spectrum
modulation technique is used. The navigation message is about to send in a low
rate into the composite code spread transmission, thus extending the range of the
spectrum of the signal, reducing the signal power density, enhancing the data
transmission of immunity and confidentiality.

D code navigation message is the user basic information, which is used for
navigating and positioning. It mainly contents satellite ephemeris, satellite clock
correction parameters, ionosphere delay correction parameters, the working status
of the satellite information and the C/A code conversion to capture the P code
information, an outline of all the satellite ephemeris [3].

Spread spectrum modulation is the process where the C/A code modulates the
data codes, i.e. C/A � D. the C/A code rate is 1.023 MHz, however D code rate is
50 Hz, so D code in the 20 cycle of C/A code is kept constant, therefore the 20
C/A code load signal. When the load signal is valid, the data is loaded in the C/A
code sequence. However, it is needed to identify the initial phase of the C/A code
and D code, i.e. it is obtained according to the calculation of the observation data.

67.3.3 Sampling

The Nyquist sampling theorem shows that in order to prevent signal aliasing in the
sampling process, sampling frequency fs must be greater than twice the highest

Fig. 67.3 No. 3 star simulation module figure
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frequency. However, when Bandpass signal is sampled, the sampling frequency
may be less than twice the highest frequency of the signal, but it must be greater
than twice the signal bandwidth.

When GPS front-end is designing, the choice of sampling frequency don’t only
need to satisfy the sampling theorem, but also must meet another important
condition, that is, the sampling frequency is not an integer multiple of the C/A
code of the code rate (1.023 MHz), otherwise, it will result in the sampling should
be synchronized with the C/A code rate, i.e. the sampling time will always get the
same sampling data [4].

In practice, due to the presence of C/A code Doppler frequency shift, the sampling
frequency is not only not be the integer multiple of the rate of the C/A code, but also
can’t be 1.023 MHz plus or minus the Doppler frequency C/A code resulting the
integer multiple of the frequency value. Actual choice of the sampling frequency is
not close to integer multiple of the value of this frequency, otherwise the sample data
will be relatively close to, the need of using a relatively long data can be detected to
the time difference of the sampled data which is unnecessary [4].

67.3.4 Quantify

The analog signal is sampled to be a discrete signal, but since it is still an analog
signal, this sampling signal must be quantized only to be a digital signal. The basic
principle is comparison with a threshold value which determines the output of the
corresponding data bit which is 0 or 1. Increasing the number of quantization bits
helps to reduce the quantization variance, thereby reducing the loss of receiver
sensitivity is caused by the quantization variance [5]. 1 bit quantization variance
loss is about 3.5 dB, 2bit quantization variance loss is about 1.2 dB, 3 bit quan-
tization variance loss is about 0.6 dB. Most receivers rarely used more than 4 bit
quantization, because it is substantially that quantization variance loss no longer
continues to increase because more 4 bit quantization can’t help to reduce the
quantization loss [6].

We refer to References\Design and Validation of an Accurate GPS Signal and
Receiver Truth Model for Comparing Advanced Receiver Processing Techniques[
[3] in Matlab quantify program:

The design process is as following:

1. The calculation of the variance and the average of all signals;
2. The initial value of the threshold value is the variance*(68.3/70), where the

variance is the variance of all the group data;
3. The signal values after quantization decide whether to adopt the quantization

result or whether to reset threshold value for a new attempt to quantify.
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67.4 IF Signal Generator

The process that IF signal is generated is shown in Fig. 67.4. As can be seen from
Fig. 67.4, Navigation message is generated by the spread spectrum modulation, IF
modulation frequency analog signal is:

sIFðtÞ ¼ AIFðtÞCðt � sðtÞÞDðt � sðtÞÞ cos½2pðfIF þ fdðtÞÞt þ u0� ð67:1Þ

where:
AIFðtÞ The amplitude of the signal;
sðtÞ The time delay of the signal;
Cðt � sðtÞÞ The pseudo-random code;
Dðt � sðtÞÞ The navigation data;
u0 The initial phase of the IF carrier;
fIF The frequency of the IF carrier;
fd The Doppler shift;

After the ADC sampling, the signal can be expressed is:

xIFðnTsÞ ¼ AIFðnTsÞCðnTs � sðnTsÞÞDðnTs � sðnTsÞÞ
cos½2pðfIF þ fdðnTsÞÞnTs þ u0�

ð67:2Þ
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67.5 Simulation and Analysis

Set the user receiver position longitude 110�, latitude 39�, the velocity is zero.
2006-01-01 0:30:0 broadcast ephemeris data the calculated visible satellite asterisk
3, 13, 15, 16, 19, 21, 23, 25, 27. Fetch the IF signal frequency for 4.123968 MHz,
the sampling frequency is 16.367667 MHz, and quantization bit is 2 bit. The
reliable software receiver is used to test the simulation result. The result is
obtained after the IF loop processing, as shown in Table 67.1:

For IF processing loop only own eight channels, only existing eight data visible
stars. The loop processing input the navigation positioning settlement program, the
result is shown in Table 67.2.

As can be seen from Table 67.2, the location positioning accuracy is 1 m, speed
accuracy is 0.001 m/s. The error result shows that the positing result though soft
signal source and soft receiver is same as the data which is generated by mathe-
matical simulation system, producing that the IF signal simulation framework
model is reasonable and the simulation method is correct and feasible.

Table 67.1 A state when the signal reaches the receiver

PRN Doppler frequency (Hz) Signal propagation time (ms)

3 740.4884 67.07823
13 704.3876 72.76416
15 1207.347 79.38541
16 -1828.22 71.71761
21 -235.027 82.2703
23 -1656.13 71.01113
25 -2859.58 78.63494
27 3109.852 83.37185

Table 67.2 A state when the signal reaches the receiver

Location X direction (m) Y direction (m) Z direction (m)

Test value -1697557.9277 4664002.0746 3992317.0228
Theoretical value -1697558.8273 4664001.5751 3992317.8035
Error -0.8996 0.4995 -0.7807
Speed X direction (m/s) Y direction (m/s) Z direction (m/s)
Test value 0.0007 -0.0005 0.0003
Theoretical value 0 0 0
Error 0.0007 -0.0005 0.0003
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67.6 Conclusion

Based on real GPS signal generator model, an overall framework of the IF GPS
signal generation model is put forward in this paper. And then the main key
technologies in the intermediate frequency signal generation process is described
in detail, including the completion of the pseudo-random code C/A code gener-
ation and the sampling frequency and the determine of quantization bits. At last the
GPS IF signal is acquired by simulating Matlab. From the analysis of the result, the
good rationality of the model is proved and the difficulty with the complexity of
the structure of hardware signal source and the inoperability of upgrade is solved.
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Chapter 68
New Method of Image Denoising Based
on Fractional Wavelet Transform

Peiguang Wang, Yan Yan and Hua Tian

Abstract Nowadays, there are many mature image denoising methods, such as
linear filtering and nonlinear filtering. In order to improve the denoising effect, a
novel signal denoising method based on fractional wavelet transform (FRWT) is
proposed in this paper. It combines the advantages of the fractional Fourier
transform (FRFT) and the wavelet transforms (WT). By the simulation experi-
ment, the optimal fractional order of FRWT is obtained with an iterative algorithm
according to the PSNR of output signals. This method takes output peak signal to
noise ratio (PSNR) and information entropy (IE) as the denoising evaluation index.
The results of experiment show that the novel methods could effectively remove
noise, and maintain information quantity maximally at the same time by adjusting
the fractional order p and wavelet scale.

Keywords Fractional wavelet transform � Peak signal to noise ratio � Information
entropy

68.1 Introduction

According to the physical properties of the image, such as the statistical distri-
bution and the spectrum law, a lot of novel image denoising methods have been
emerging. The purpose of the image denoising is distinguishing between noise and
original image. How to retain the image information maximally becomes the key
of the process of reducing the noise of the image [1]. Traditional denoising method
concludes linear filtering algorithm and nonlinear filtering algorithm, liking the
mean filter and median filter. But the classical methods have inherent defect, that it
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can not maintain the image information quantity, so the image becomes blurred.
The combination of wavelet transforms and median filtering algorithm can ensure
the information quantity in a certain extent, but due to poor applicability, the
advantage is not obvious.

In recent years, fractional wavelet transform (FRWT) becomes a new research
direction as the effective transformation of fractional Fourier transform (FRFT)
and wavelet transform (WT). D. Mendlovic and Z. Zalevsky gave the definition,
decomposition and reconstruction formula of fractional wavelet transform in 1997
[2]. C. Linfei and Z. Daomu realized image encryption by using fractional wavelet
transform theory in 2005 [3], the computer simulation algorithm of image pro-
cessing becomes possible. In this paper, the fractional wavelet transform theory is
applied to reduce the noise of image. The results of experiment show that the novel
methods could effectively remove noise, and maintain information quantity
maximally at the same time. Therefore, the overall effect of the proposed method
is far superior to the traditional method.

68.2 Mathematical Definition of Fractional Wavelet
Transform

The FRWT may be formulated as follows [4]:

W ðpÞða; bÞ ¼
Z 1

�1

Z 1

�1
Bpðx; x0Þf ðx0Þh�abðxÞdxdx0 ð68:1Þ

where h�abðxÞis the wavelet basis function, as follows :

h�abðxÞ ¼
1
ffiffiffi

a
p hðx� b

a
Þ ð68:2Þ

Bpðx; x
0 Þ is the kernel function, as follows:

Bpðx; x0Þ ¼
ffiffiffi

2
p

exp½�pðx2 þ x
02Þ� �

X
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n¼0

i�pn

2nn!
Hnð

ffiffiffiffiffiffi

2p
p

xÞHð
ffiffiffiffiffiffi

2p
p
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where Hn is an n order Hermite polynomial, or,

BPðx; x0Þ ¼
exp �i psgnðsin /Þ

4 � /
2

� �h i

sin /j j1=2
exp ip x2þx02

tan / � 2ip xx0
sin /

h i ð68:4Þ

The one dimensional signal reconstruction formula is as follows:
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f ðxÞ ¼ 1
c

Z 1

�1

Z 1

�1

Z 1

�1

1
a3

W ðpÞða; bÞB�pðx; x0Þ

� hðx
0 � b

a
Þdadbdx0

ð68:5Þ

The value range of order p is (0, 1], When p = 1, the whole formula is con-
verted into a conventional wavelet transform (WT). For the two dimensional signal
f(x, y),

Wðamn; ~bÞ ¼
Z Z Z Z

Bp1; p2ðx; y; x0; y0Þf ðx; yÞ

� h�amnbðx0; y0Þdxdydx0dy0
ð68:6Þ

The two dimensional reconstruction formula:

f ðx; yÞ ¼ 1
c

Z Z

F
X

m

X

n

Z Z

1
aman

Wðamn; ~bÞHðamu; anvÞ expð�j2pubx0 ;�j2pvby0 Þdbx0dby0

" #

� ðx0; y0ÞB�p1;�p2ðx; y; x0; y0Þdx0dy0

ð68:7Þ

The order of the two dimensional transformation is p = [p1, p2], when
p1 = p2 = 1, it is converted into the conventional wavelet transform (WT).

As the mathematical definition, the algorithm is linear transformation. If the
input is two linear superposition and mutually independent signals, the fractional
wavelet transform will be the respective transformation of signals [5]. This is
essentially a new time–frequency type, using the single variable to represent the
time–frequency information of input signal. The transformation is suitable for
processing non-stationary signals, and the fractional order p can be adjusted freely.
The overall effect is far superior to the traditional time–frequency method.

68.3 Algorithm and Flowchart

Fractional wavelet transform (FRWT) algorithm is realized according to the
mathematical definition of fractional wavelet transform, the fractional Fourier
transform (FRFT) algorithm and wavelet transform (WT) algorithm [6]. If the
input signal is a two dimensional image, then the order p of the entire transfor-
mation becomes [p1, p2] form. Respectively, it can be realized a two dimensional
transformation by the row and column directions. The flowchart of denoising
progress using the FRWT algorithm is shown in Fig. 68.1.
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68.4 The Selection of FRWT Basis Functions and Levels

FRWT algorithm of the novel method needs to select the appropriate basis
functions and levels. Peak signal to noise ratio (PSNR) is the primary denoising
evaluation index. The formula is as follows:

PSNR ¼ 10� log
2552

MSE

� �

ð68:8Þ

where MSE is the mean square error,

MSE ¼ 1
mn

X

m�1

i¼0

X

n�1

j¼0

Iði; jÞ � Kði; jÞk k
2

ð68:9Þ

The original image (a) selects a classic 256 � 256 experimental image, noisy
image (b) adds the Gauss noise, r ¼ 0:01 (Fig. 68.2).

As we can see from Table 68.1, when the basis function is db5, the level is 3,
the PSNR is highest, and thereby the basis functions and levels are determined.

p order FRFT wavelet decomposition

median filtering

wavelet reconstruction

noisy image

- p order FRFTdenoising image

Fig. 68.1 Denoising algorithm flowchart

(a) (b) 

Fig. 68.2 The original image
and noisy image. a Original
image. b Noisy image
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68.5 The Selection of FRWT Order

Fractional wavelet transform has an advantage that exists the adjustable order p,
matrix form p = [p1, p2], p1 is horizontal axis processing variable, p2 is longi-
tudinal axis of the processing variable. In order to ensure the image cross on
coordinate axis, p1 = p2, the range is (0, 1).

Fractional wavelet transforms basis function and level is db5 and 3. We
investigate the denoising evaluation index, including PSNR and IE, through the
order p gradually being increased from 0.1 to 0.9. The peak signal to noise ratio
(PSNR) is the primary index, the value is higher, and the noise in the output image
is lower. Shown in Table 68.2, p = 0.3 and 0.6, PSNR is relatively higher, in
particular, p = 0.3, PSNR = 46.7548, PSNR and IE is the highest.

68.6 Computer Simulation

Objectively, by a series of parameter settings and adjustments, the PSNR com-
pletely can reach the maximum. However, as the output image, the readability
should be considered, which reflects the maintain information quantity as infor-
mation entropy (IE) [7].

Shown in Table 68.3, to select the appropriate parameters, the PSNR of two
methods are basically the same (46.7540 and 46.7548), the novel method (FRWT)
of image information entropy IE (6.7268) is greater than the traditional method as
median filter (6.7187).

Table 68.1 PSNR of different basis functions and levels

PSNR db3 db4 db5 sym3 sym4 sym5

2 46.7123 46.7217 46.7209 46.7230 46.6988 46.7021
3 46.7286 46.7354 46.7540 46.7351 46.7358 46.7413
4 46.7395 46.7303 46.7368 46.7336 46.7314 46.7414

Table 68.2 Denoising
evaluation index of FRWT
different orders

order p PSNR IE

0.1 46.7389 6.7276
0.2 46.7439 6.7166
0.3 46.7548 6.7268
0.4 46.7319 6.7221
0.5 46.7383 6.7261
0.6 46.7497 6.7249
0.7 46.7254 6.7265
0.8 46.7378 6.7250
0.9 46.7279 6.7246
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Figure 68.3, the amount of noise is low in (a) and (b), but the novel method
maintains information quantity maximally by comparing information entropy (IE).
Denoising overall effect of the novel method is superior to the traditional method.

68.7 Conclusion

In this paper, a novel image denoising method is proposed and coining the fractional
wavelet transform (FRWT). This method removes the image noise effectively and
maintains information quantity maximally by using the fractional Fourier transform
(FRFT) and wavelet transform (WT). Compared with the conventional wavelet
transform, the proposed method demonstrates this ability to provide a higher peak
signal to noise ratio (PSNR). For the noisy image, firstly, it performs fractional
Fourier transform and wavelet decomposition. Then, the transformed signal is fil-
tered with the median filter. Finally, the output is reconstructed with the wavelet
reconstruction and fractional Fourier inverse transform. To adjust the fractional
order p and wavelet scale, the novel methods could effectively remove noise, and
maintain information quantity maximally at the same time. So the overall effect of
denoising is superior to the traditional method. More work should be done on the
optimization step of FRWT, when the type and strength of noise is different.
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Chapter 69
Semantic Representation of Role and Task
Based Access Control

Guang Hong, Weibing Bai and Shuai Zhang

Abstract Proper representation of Role and Task in access control mechanism
can be a solution for privacy invasion problem. In this paper, authors have
designed the Role and Task based access control (RTBAC) model and developed
the XML schema for representing the schema of the model. Basic conceptions and
entities of RTBAC model include user, role, permission, privilege, task, depen-
dency, application data, data object, and operation. The relationships among
entities include user/role assignment (RU), role/privilege assignment (RP), task/
role assignment (TR), and task/permission assignment (TP) etc. This model sup-
ports object privacy since it introduces a new constraint called Role and Task
between subject and object. It supports more constraints on object’s policy than
current Role-based Access Control Model does.

Keywords XML � Role and task based access control � Role-based access control

69.1 Introduction

Recently, many enterprises are growing toward a heterogeneous, distributed
environment. This has motivated many enterprises to adopt their computing ser-
vices for efficient resource utilization, scalability and flexibility. The Extensible
Markup Language (XML) is a good solution for supporting the policy enforcement
in a heterogeneous, distributed environment. In addition, as wireless networking
has become more common, ubiquitous computing begins to receive increasing
attention as Internet’s next paradigm [1]. Invisible and ubiquitous computing aims
at defining environments where human beings can interact in an intuitive way with
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surrounding objects [2]. The ubiquitous service should consider more frequent
movement than current Internet services since the user can use various services
anytime, anywhere. For these services, ubiquitous system needs to control a lot of
information, which it leads to lots of privacy invasion problems.

Even though several security mechanisms are suggested for user privacy, none
is yet de facto standard model.

69.2 Research on Access Control Techniques

The main purpose of access control is to restrict the use of resources. Only
authorized user can access certain resources. To meet the access control require-
ments in enterprise environment, some aspects must be taken into account:

1. Realization of access control for sensitive information.
There are many objects such as function modules, application menus; static or
dynamic data and documents need access control.

2. Realization of access control for the workflow.
The data in workflow are characterized by fluidity and time-restriction. They
have different access control requirements under different circumstances or
states. So the access control should be restricted at proper moments.

3. Solution to problem of position hierarchy of inner users.

The inheritance relationships among positions are involved both in access
control of sensitive information and workflow information.

At present, the studies of access control concentrate on role-based access
control (RBAC) and task-based authorization control (TBAC) [3–6].

The idea of RBAC is to connect the privilege with role, so the authorization can
be realized by assigning the roles to certain users. The user’s privileges are the
union of roles’ privileges which are assigned to the user. Relationships among
roles should be restricted. The actual correspondence between users and their
privileges may influenced by those relationships. RBAC is an ideal access control
model for the administration of users, but there also many deficiencies because of
the expansion of modern enterprise and the increasing number of system users.
These increased potential risk and complexity in management and maintenance.
By the requirements of access control in enterprise environment, RBAC has these
disadvantages:

1. The model doesn’t take into account the contextual environment.
When the states of object changed, it may need other protection. When the
states of user changed, it may have other restrictions.

2. It is a static access control model.

Because of the large amount of workflow information in enterprise environ-
ment, it is difficult to realize access control in practice.
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TBAC can deals with workflow access control perfectly. With the task-orien-
tated, it sets up security model and realizes security mechanism from view of task.
It can dynamically manage privileges according to the states of tasks. Therefore,
TBAC is suitable for distributed computing, information processing activities with
multiple points of access, decision making in workflow and distributed process,
and transaction management system. One shortcoming of TBAC is that it cannot
deal with access control of non-workflow. In practical application, there are many
users in enterprise. It is not suitable for using the trustee-set to manage them. There
are also many hierarchy relationships among users. TBAC also cannot handle
them perfectly.

With the development of network technologies, single security technique
cannot guarantee the security of PMI system. The combination of other security
techniques is the trend of access control development. It needs to develop a new
model to meet the access control requirements for PMI in enterprise environment.

69.3 Role and Task Based Access Control

To meet the access control requirements in enterprise environment, this paper
introduced a Role & Task Based Access Control Model (RTBAC). The aim of
RTBAC is to realize a role and task based access control in enterprise environ-
ment, so as to protect the workflow application data and sensitive information, and
suitable for enterprise application. The idea of selecting role and task as its basic
elements is based on such a conception: the roles are assigned to users; the user
may acquire the tasks according to the roles they represented; in processing the
tasks, users are admitted to have the privileges of accessing objects required by
tasks; at the same time, the user may get privileges of accessing static information
of enterprise.

69.3.1 Role and Task (RT)

There are many common examples where access decisions must include other
factors such as user attributes, object attributes, user tasks to other entities. The
tasks among entities associated with an access decision are often very important.
Roles of RBAC can be used to represent tasks. However, using roles to express
tasks may be inefficient and/or counter intuitive. When roles cannot be used to
represent tasks, it is common to program access decision logic directly into an
application. Therefore, the task component should be included in the access
control model.

Role and Task (RT) based access control model is the relation between Subject
Entity (SE) and Object Entity (OE). For example, the RT may be accessing,
browsing, read, write and so on. This RT is determined by OE and administrator.

69 Semantic Representation of Role and Task 613



SE is subjects such as users and devices that have a right to use some services in
ubiquitous computing environment. OE is objects such as users and devices that
are targets of service. Figure 69.1 shows the relation among subject entity, object
entity and RT.

Definition1 (Role and Task) Role and Task rt is represented through a symbolic
formalism and can be expressed as rt = {rt1, rt2… rti} where i is integer.

69.3.2 XML Schema of Role and Task Hierarchy

Figure 69.2 show XML schema to represent RT hierarchy in RTBAC model.

69.3.3 RTBAC Model

RTBAC model is shown in Fig. 69.3.
Basic conceptions and entities of RTBAC include user, role, permission,

privilege, task, dependency, application data, data object, and operation. The
relationships among entities include user/role assignment (RU), role/privilege
assignment (RP), task/role assignment (TR), and task/permission assignment (TP)
etc.

User is the actor for task instance.
Role is the abstract descriptions for a certain user.
Permission is the executive right to operate the application data.
Privilege is the concrete right to operate the data object. It is divided into dynamic
part and static part.
Task is a logic unit in the task flow.

Subject
Entity

Role
&Task

Object
Entity

Fig. 69.1 The relation
among subject entity, object
entity and role and task

Role&Task

Name

Parent_Task

Child_Task

Cardinality

Fig. 69.2 XML schema of
role and task hierarchy
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Application Data is the data used in the task flow.
Data Object is the concrete data, for instance a certain document or subscription.
Operation is the action of the user to the object, for instance read, write print etc.

For a concrete case, User administration module manages the registered users’
basic information. Role definition module defines the possible roles in the system.
Privilege definition module defines the operation privilege of objects. User/role
assignment module attributes the defined privileges to the roles. Role/privilege
assignment module realizes the privilege assignment. Task definition module
segment tasks in process, defines the smallest security process unit, i.e. the
authorization steps, assigns and binds them to due privilege and gives them cor-
responding permissions, and defines corresponding.

User set, role set, task role, operation set application data set, permission set
respectively express as USERS, ROLES, TASKS, OPS, APDATA, PRMS. Role
and task respectively express as r and t.

Relations among all the entity are as follows:

1. RU� ROLES 9 USERS, users(r) = {u[USERS^ (u,r)[RU};
2. RP�ROLES 9 PRMS,users(r) = {u[USERS^(r,p)[RP};
3. TR� TASKS 9 ROLES,roles (t) = {r[ROLES^ (t,r)[TR};
4. PRMS = 2 (APDATA 9 OPS);
5. TP�TASKS 9 PRMS, permissions (t) = {p[PRMS^ (p,t)[TP}.

In the process of access control, in order to avoid the risk of commercial deceit,
the users, roles, permissions and tasks be better be restricted. Here come up four
types of conflict entities: conflicting permissions, conflicting roles, conflicting

R U T P

Permi

Operation ApplicationUser
T R

TaskRole

Task
Instance

Dynamic 

Data objectOperation

instance

Dynamic 

Static 

Static 

Data Operation

R P

Fig. 69.3 Role and task based access control model
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tasks, and conflicting users. These conflicts can be described by authorization
constraint rules. Authorization constraint rules include static constraint rules and
dynamic constraint rules.

69.3.3.1 Static Constraint Rules of RTBAC

Static constraint rules of RTBAC include:

1. One user cannot belong to conflicting roles;
2. Conflicting users cannot belong to conflicting roles;
3. One task cannot be processed by conflicting roles;
4. One task cannot assign conflicting permissions;
5. The number of users related to roles cannot exceed the role’s cardinality.

69.3.3.2 Dynamic Constraint Rules of RTBAC

Dynamic constraint rules of RTBAC include:

1. Users can only execute the assigned task instances;
2. One user cannot executes the conflicting task instances in one process instance;
3. Conflicting users cannot execute conflicting task instances in one process

instance;
4. Tasks in one binding task set must be executed by one user in one process

instance.

RTBAC supports the two important security principles:

1. Least privilege principle
In RTBAC model, the users have no connection with privileges before the task
is instanced, only after that, are the concerning privileges stimulated. After the
tasks are completed, the connection would be cancelled.

2. Duty separation principle.

In RTBAC model, the dynamic duty separation is realized by means of con-
flicting task set and binding task set. Additionally, RTBAC obeys the privilege
abstract principle. The operations of application data should not be simply limited
to read or write operations, all the processes can be abstracted as operations.

There are many key techniques that should be solved if RTBAC is to be applied
in enterprise environment successfully. Considering practical application of
RTBAC in enterprise environment, and to deal with the inheritance relation of
roles among different ranks of positions, this paper divided the privileges into role
privileges and private privileges, and borrowed some thoughts of EHRBAC which
administrate the role privileges and private privileges through ordinary inheritance
and extended inheritance; and introduced the object-role set and multi-division
method to categorize the access control objects.
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To meet the access control requirements in enterprise environment, this paper
introduced a Role & Task Based Access Control Model (RTBAC). The aim of
RTBAC is to realize a role & task based access control in enterprise environment,
so as to protect the workflow application data and sensitive information, and
suitable for enterprise application. The idea of selecting role and task as its basic
elements is based on such a conception: the roles are assigned to users; the user
may acquire the tasks according to the roles they represented; in processing the
tasks, users are admitted to have the privileges of accessing objects required by
tasks; at the same time, the user may get privileges of accessing static information
of enterprise.

69.4 Conclusion

In this paper, authors designed the Role and Task based access control (RTBAC)
model and developed the XML schema for representing the schema of the model.
This model supports object privacy since it introduces a new constraint called Role
and Task between subject and object. It supports more constraints on object’s
policy than current Role-based Access Control Model does. This model solves the
privacy invasion problem, which is more frequently involved in ubiquitous com-
puting environment than current Internet services. This model defines new con-
cepts such as Role and Task and the strength value of Role and Task. The Role and
Task is relation between subject and object. The strength value of Role and Task is
degree of strength relation between subject and object. It supports more constraints
on object’s policy than current RBAC. It is able to represent complex and specific
policy.
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Chapter 70
New Immersive Display System Based
on Single Projector and Curved
Surface Reflector

Xiao-qing Yin, Ya-zhou Yang, Zhi-hui Xiong, Yu Liu
and Mao-jun Zhang

Abstract An immersive display system based on single projector and curved
surface reflector is presented in this paper. In this system, the light illuminated by
one projector is reflected by a curved surface reflector to a cylindrical rear pro-
jection screen. This system implements uniform enlargement of the projected
image on both the horizontal and vertical direction and displays virtual scene of
large continuous field of view. With the help of the curved surface reflector, the
image distortion caused by curvature of the screen can be eliminated without using
complicated image transformation algorithms. Additionally, seamless image can
be obtained by using single projector. The projection experiment proves that this
system can achieve satisfactory immersive display quality.

Keywords Immersive display system �Curved surface reflector �Single projector �
Rear projection

70.1 Introduction

The development of immersive display system has been accelerated by many
applications including 3D virtual navigation, teleconferencing and training simu-
lation. People staying in the immersive display system can perceive the sur-
rounding environment as they did in the real world [1, 2].

There has been plenty of research on immersive display systems [3–7].
A summary of immersive display technology is presented by Huang et al. [3].
The large scale display wall designed by Princeton University uses multi-screen
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and multi-channel parallel output technology and it achieves certain immersive
feeling [4]. However, participants can only look on the planar picture shown on the
display wall other than stay in the virtual environment, in which the immersive
feeling is limited. i-ConeTM creates an extended workplace for participants by
conical screen geometry, optimizing projector placement and curved screen dis-
play with a large continuous field of view [5]. However, the movement of the
participants is limited because their shadows may fall on the screen. Additionally,
the distortion correction of this system is difficult to accomplish. Some sur-
rounding display systems based on projectors and reflectors can achieve certain
immersive display effect [6, 7]. In multi-projector display systems, it often takes a
long time to place the projectors in the right locations and there are many image
mosaics problems including image registration and color calibration [8–10].
Approaches to the problems involve complicated algorithms and high-class
graphics hardware. Seamless image can be obtained in this system by using single
projector, which can avoid the problems of multi-projector display systems.

A new immersive display system based on single projector and curved surface
reflector is presented in this paper in order to overcome the disadvantages of
traditional immersive display systems. This system implements uniform enlarge-
ment of the projected image on both the horizontal and vertical direction and
displays virtual scene of large continuous field of view. Moreover, the participants
can acquire more movement freedom by means of rear projection.

70.2 System Construction

This system includes four modules: projector curved surface reflector, cylindrical
rear projection screen and computer, as shown in Fig. 70.1. Participants are on one
side of the screen and are surrounded by it while the projector and the reflector are
on the other side. The light illuminated by the projector is reflected by the curved
surface reflector to the screen. The optic axis of the projector is perpendicular to
the ground. Image forms on the cylindrical rear projection screen and participants
observe the image behind the screen.

The screen is a cylindrical section whose radius is R and the total field of view
is fv (degree). The width of the screen is ws ¼ R� fv� p=180 and the height is hs.
Thus the size of the projection picture on the screen is ws � hs. This screen can be
manufactured by pasting a large piece of rear projection curtain onto a cylindrical
steel bracket. The horizontal distance between the projector lens and center of the
screen is dls. The field angle of the projector is c and the length-width ratio is 4:3.
The curved surface reflector is placed above the projector.

The principle procedure of immersive displaying is as follows:

(1) As the width-height ratio of the image on the screen is rwh ¼ ws=hs, part of the
projected image with a length-height ratio of rwh should be selected from the
original image, which is shown in Fig. 70.2. This part of image is the wide-
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angle scene to be displayed. In order to improve the immersive feeling effect,
the objects appearing in this image are supposed to be in the same size as they
are in reality when projected on the screen. A rectangular part of size ws � hs

(in reality) should be selected from the original image, according to the actual
size of the objects.

(2) This part of image should be shrunk uniformly on the horizontal direction,
making the length-width ratio be 4:3 before it is projected (Fig. 70.3). It is
because the projector can only project image with the length-width ratio of 4:3.

(3) The image is projected by the projector and the light from the projector is
reflected by the curved surface reflector. By properly designing the curved
surface reflector, the projected image can be uniformly enlarged on both the
horizontal and the vertical direction. Then the participants can observe the

Fig. 70.1 Structure of this system

Fig. 70.2 Part of the
projected image is selected
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image formed on the cylindrical rear projection screen, which is shown in
Fig. 70.7.

The key to implementing this immersive display system is designing the curved
surface reflector, which will be analyzed in the next section.

70.3 Designing the Curved Surface Reflector

In actual application, immersive display systems are often used to display real-
time video image. As image transformation algorithms can be quite complicated
and may affect the display quality of the video. It is necessary to simplify the
algorithms in order to reduce the computing time. The algorithms can be simplified
and implemented by transforming part of image transformation function to the
shape of curved surface reflector. By properly designing the curved surface
reflector, the projected image can be uniformly enlarged on both the horizontal and
the vertical direction. The coordinate system can be built according to Fig. 70.4.

In Fig. 70.4, the pinhole of the projector’s lens is O, which is at the origin of the
coordinate system. The optical axis is the y-axis. All the incoming rays go through
point O. Incoming ray OP is reflected by point Pðx; y; zÞ on the reflector and the
reflected ray goes through point Sðxs; ys; zsÞ which is on the screen. The projection
picture on the cylindrical rear projection screen is denoted as Pc and the center of
Pc is Ocðx0; y0; z0Þ. The value of x0 is set to be 0, which means that the shape of the
projection picture is symmetric to z-axis. According to the symmetrical charac-
teristic of the projection picture and the ray casting, the surface of the reflector
should be symmetric to y-axis.

Assume that there is an imaginary planar projection screen above point O,
which is perpendicular to the z-axis. Half of the imaginary screen and the
incoming ray are illustrated in Fig. 70.5. The intersection point of the screen and
the z-axis is Cðxc; yc; zcÞ. The distance from point O to the imaginary planar

Fig. 70.3 Uniform shrink of image on the horizontal direction and making length-width ratio be
4:3
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projection screen is jOCj. Set jOCj ¼ 1, thus xc ¼ 0; yc ¼ 0; zc ¼ 1. Denote the
projection picture on the imaginary planar projection screen as PI . It is obvious
that point C is the center of the imaginary projection picture.

This imaginary screen is constructed to analyze the enlargement of the pro-
jection picture. The times of enlargement can be obtained by comparing the size of
Pc with that of PI . The width of PI is wi ¼ 2jOCjtgðc=2Þ and the height of PI is
hi ¼ 3wi=4. Define horizontal enlargement factor eh as the ratio of the width of Pc

and that of PI : eh ¼ ws=wi. Similarly, define vertical enlargement factor ev as the
ratio of the height of Pc and that of PI : ev ¼ hs=hi.

Assume that the intersection point of the incoming ray OP and the imaginary
screen is IðxI ; yI ; zIÞ. The projections of P and I on XOZ plane are P0 and I0. From

( , , )P x y z

I

'( ,0, )P x z

X

Z

'I

O

α β

''I ''P

β
C

Fig. 70.5 Imaginary planar
projection screen used to
analyze the enlargement of
projection picture

Fig. 70.4 Building
coordinate system
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P0 and I0 draw vertical lines until intersecting with the x-axis. The intersection
points are P00 and I00.

Additionally, \COI 0 ¼ a and \II00I0 ¼ \PP00P0 ¼ b. Hence: xI ¼ jOCj�
tga ¼ x=z; yI ¼ �jI0I00jtgb ¼ �y=z.

The incoming ray OP goes through point I on PI and the reflected ray goes
through point S on Pc. The relations between the coordinates of I and S will be
analyzed on both the horizontal direction and the vertical direction.

As it is discussed above, Cðxc; yc; zcÞ and Ocðx0; y0; z0Þ are the centers of PI and
Pc respectively. Relative coordinate systems can be constructed in PI and Pc with
the origin of C and Oc respectively. Thus the relative x-coordinate of I is
xI � xc ¼ xI . Consider point O0c with coordinates of O0cð0; y0; zsÞ. The radius is R
and the center of the circle is O0 and \SO0O0c ¼ h. The relative x-coordinate of S is

arc length SO0c
_

, which can be computed by the following equation:

SO0c
_

¼ Rh ¼ R arcsinðxs � x0

R
Þ ¼ R arcsinðxs

R
Þ ð70:1Þ

In order to implement uniform enlargement of the projection picture, the x-
coordinate of any point on Pc should be proportionably enlarged compared to the
x-coordinate of the corresponding point on PI . On the horizontal direction, the

relation between SO0c
_

and xI can be written in the following form:

SO0c
_

¼ ehxI ð70:2Þ

where eh is the horizontal enlargement factor which is introduced above. Fur-
thermore, it can be obtained in Fig. 70.4 that ys ¼ y0 þ Rð1� cos hÞ.

On the vertical direction, the relative y-coordinate of I is yI � yc ¼ yI . The
relative z-coordinate of S is zs � z0. Similar to (70.2), the following equation can
be obtained:

zs � z0 ¼ evyI ð70:3Þ

where ev is the vertical enlargement factor. As shown in Fig. 70.4, OP is the
incoming ray and PS is the reflected ray. Connect O and S. The intersection point
of OS and the surface normal which goes through point P is NðxN ; yN ; zNÞ. Denote
the surface of the reflector as z ¼ f ðx; yÞ. The direction vector of the normal PN is

k
!¼ ðof

ox ;
of
oy ;�1Þ. Thus the coordinates of N can be expressed as

ðxþ of
ox t; yþ of

oy t; z� tÞ; t 2 ð0;þ1Þ.
ON ¼ ðxþ of

ox t; yþ of
oy t; z� tÞ and OS ¼ ðxs; ys; zsÞ. As O;N; S are collinear, we

can get the following equations:

ðxþ of

ox
tÞzs ¼ ðz� tÞxs ð70:4Þ

ðyþ of

oy
tÞzs ¼ ðz� tÞys ð70:5Þ
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According to (70.4), t ¼ ðxsz� xzsÞ=ðof
ox zs þ xsÞ. Hence:

xN ¼ xþ of

ox
t ¼ xþ of

ox

xsz� xzs
of
ox zs þ xs

¼
xsðxþ of

ox zÞ
xs þ of

ox zs

ð70:6Þ

According to angle bisector theorem, the following equation can be obtained:

jOPj
jPSj ¼

jONj
jNSj ¼

xN

xs � xN
ð70:7Þ

According to (70.6) and (70.7), of
ox and of

oy can be expressed as:

of

oy
¼ jOPjys � ðjOPj þ jPSjÞy
ðjOPj þ jPSjÞz� jOPjzs

of

ox
¼ jOPjxs � ðjOPj þ jPSjÞx
ðjOPj þ jPSjÞz� jOPjzs

ð70:8Þ

Assume that the intersection point of z-axis and the curved surface reflector
isð0; 0; ziniÞ. The initial condition of partial differential equations (70.8) is:

f ð0; 0Þ ¼ zini ð70:9Þ

Difference equations can be constructed based on the partial differential
equations:

of

ox
� f ðxþ h; yÞ � f ðx; yÞ

h

of

oy
� f ðx; yþ hÞ � f ðx; yÞ

h
ð70:10Þ

Solving equations (70.8)–(70.10), the surface of the reflector can be obtained.

70.4 Result

In this system, the values of the variable are shown in Table 70.1. The surface of
the reflector is shown in Fig. 70.6.

Table 70.1 The values of
the variables

Variable Value

R 1.50 m
fv 140�
ws 3.66 m
hs 1.80 m
hp 1.00 m
dls 2.00 m
c 30o

ðx0; y0; z0Þ ð0; 200; 100ÞðcmÞ
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Using the reflector designed above, the immersive display effect which is
obtained by 3ds Max simulation is shown in Fig. 70.7. In Fig. 70.7, the objects in
the surrounding environment are in real size and the participant is surrounded by
the virtual scene, which can make the participant feel like staying in the real world.

70.5 Conclusion

The immersive display system presented in this paper employs curved surface
reflector to reflect projecting light from a single projector, and to implement the
displaying of wide-angle virtual scene. The projection experiment proves that this
system can achieve satisfying immersive display quality.

Using single projector to project image with a large continuous field of view, it
is necessary to choose a projector with higher display resolution. Improving the
immersive display quality and putting this system into application will be con-
sidered as the future work.

Fig. 70.6 The surface of the reflector.

(a) (b) (c)

Fig. 70.7 Immersive display in a Virtual roaming, b Virtual training and c 3D game
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Chapter 71
Self-Adaptive Cloth Simulation Method
Based on Human Ring Data

Wenhua Hou and Bing He

Abstract As an integral part of Computer Graphics, cloth simulation technology
has been extensively applied in many fields, such as computer games, entertain-
ments, film special effects and computer animation productions. The cloth simu-
lation technology can realize efficient and vivid simulation as it draws upon the
latest achievements in computer graphics, applied mathematics and engineering
mechanics. In this paper, researchers adopt finite element method to simulate cloth
simulation model, and make an in-depth discussion and study on self-adaptive
time step and human body collision processing. Researchers have improved cloth
simulation implicit integration method and proposed a collision detection algo-
rithm based on human ring data, which achieved a faster and more realistic result.

Keywords Cloth simulation � Self-adaptive � Collision processing

71.1 Introduction

In the field of clothing simulation, the realistic effects and efficient algorithm are
always contradictory. Recently, researches on cloth simulation focus on how to
improve the existing physical model [1, 2], calculation methods and cloth-body
collision processing, in order to show the details of the clothing, and accelerate the
efficiency of cloth simulation.

Implicit integration or explicit integration method can be adopted to solve cloth
kinetic equation [3, 4]. The explicit integration method is closer to the actual
kinetic rule, and it allows adopting larger iteration step in cloth simulation to
reduce iteration times and generate accurate simulation results, so it has

W. Hou (&) � B. He
State Key Laboratory of Virtual Reality Technology and Systems,
BeiHang University, BeiJing, China
e-mail: houwh@vrlab.buaa.edu.cn

W. E. Wong and T. Ma (eds.), Emerging Technologies for Information
Systems, Computing, and Management, Lecture Notes in Electrical
Engineering 236, DOI: 10.1007/978-1-4614-7010-6_71,
� Springer Science+Business Media New York 2013

631



advantages in algorithm stability and iteration convergence. In this paper, we put
forward a self-adaptive time step detection method and achieved a better visual
effect in terms of detail performance.

Cloth-body collision can be seen as external collisions between complex flex-
ible body and complex rigid body. In cloth simulation, hierarchical bounding box
in octree which is the same as used in the cloth is usually adopted to organize
somatic data, so this algorithm has a certain generality and also time-consuming
[5]. In this article, we proposed a collision detection algorithm based on human
ring data, which simplifies somatic data organization and improves collision
detection efficiency.

71.2 Cloth Simulation Method Based on Self-Adaptive
Time Step

In this paper, we put forward a self-adaptive time step detection method, that is, to
correct the next simulation time through collision prediction, and then calculate
rational time step.

71.2.1 Self-Adaptive Time Step Based on Collision
Prediction

Each time we make simulation computation, position and velocity can be updated,
and we make collision detection prediction based on the current time step. Mul-
tiply current velocity of each unit node by time step to get predicted node position.
Instead of updating the node position immediately, we carry out collision pre-
diction on all unit nodes at the current predicted node position.

Collision involves two finite elements. As shown in Fig. 71.1, penetration
occurs, and the finite element corresponding to the current node X collides with
finite element ABC. We can get collision position through collision detection
algorithm.

Constant step algorithm can directly update current position of a node to the
collision position, thus getting the new velocity and direction through impulse
model so as to ensure that no collision case will occur after elapsed time. However,
such treatment method overlooks simulation details in the time, while other col-
lisions may occur during the time when step is large.

Through current position collision prediction, we can get a predicted collision
time for each node. Adopting this time as time step of the next simulation ensures
that no possible collisions may be ignored during the time, thus getting more
simulation details.
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71.2.2 Improved Self-Adaptive Time Step

Simply adopting the minimum collision time as time step of the next simulation
step will stagnate simulation. Suppose the collision time is very short, that means
that although no collision occurs at present, simulation step must be updated
within a rather short period of time, while two adjacent steps are different. Under
limiting circumstances, if collision occurs at the present moment, simulation step
of the next frame will be set as zero.

Therefore, the simulation step should change along with collision prediction
time, but it should not be changed too fast so as to guarantee both details and
smooth simulation process.

To this end, a simulation step threshold interval is set in this article, and this
interval is updated during iteration computations so as to ensure that the simulation
time at the next step can only change within this interval. The main steps are
recording collision prediction time of all nodes, adding up all items within the
interval to calculate average time, using this time as simulation time of the next
step, making collision processing on all nodes which are less than this, and
updating velocity and position.

In a simulation model with frequent collision, the simulation time will be finally
stood at a constant value. The root cause of such phenomenon is that the simu-
lation time can only be shorter instead of longer if we use the above self-adaptive
method.

To solve this problem, a step increment is added in this article. During each
simulation, record the quantity of nodes with collision, and compare them with
that detected during the last collision. If the current greater than the front, it
suggests that there is a trend of collision increase. In this circumstance, we need to
reduce simulation step to add simulation details. Otherwise, it suggests that there is

Fig. 71.1 Collision prediction schematic diagram
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a trend of collision decrease. In this circumstance, we need to enlarge simulation
step.

By adopting the above strategy, the simulation step can be adjusted as per
current collision situation, thus making simulation more vivid while guaranteeing
simulation stability.

71.3 Collision Detection Based on Human Ring Data

In this paper, we build human ring data structure through pre-treatment somatic
data characteristics, which effectively simplifies somatic data organization and
improves collision detection efficiency.

71.3.1 Human Ring Data Pretreatment

Somatic data can be expressed by different organization forms including para-
metric curve, triangular mesh and ring mesh. The organization form of somatic
data will affect the process of cloth patch and human body collision processing,
and improper data structure may reduce simulation velocity or even cause collision
penetration and other distortions.

We adopt ring mesh data proposed by Wang etc. to organize human body
patches [6].

Compared with the traditional method of organizing somatic data in a tree
structure (such as spatial quadtree and octree structure) [7], the ring data hierar-
chies fit well with physiological features of human body, as it divides human body
into different parts, and each part is composed of different circles. These ring data
interact with human body in a more convenient and flexible way, which suits well
real dressing process. Real cloth is made up of warp threads and weft threads;
similarly, human skin, muscle and other parts are also arranged with skeleton at
the center, human ring data in combination with linear mesh model of cloth reflect
this corresponding relation, so human ring data have obvious advantages in both
simulation precision and efficiency.

For pre-treatment process of human ring data, see Fig. 71.2. We use a cross
section to cut the human model and obtain a slice. The distance between each slice
is h, and p is the center of gravity of section ring. Each slice is formed by
connecting the point set.

Somatic data is complex, but its geometric structure features can be used for
data simplification. Head, hands and feet of a human body generally do not involve
in cloth-body collision, so these parts can be ignored. Besides that, somatic data
are divided into nine major parts, they are, trunk, left arm, left forearm, right arm,
right forearm, left thigh, left shank, right thigh and right shank. We conduct ring
data pretreatment on these nine parts to generate a series of regular array of
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striping data, then organize these data in a rational way through linear data
structure and set up bounding box information.

All data are divided into different sections and cut into different rings, and each
ring has certain basic properties such as position of the center of gravity, normal
line direction, circle index, bounding box information. As human body may be
seen as static rigid body during cloth modeling, these parameters are constant
quantities, thus avoiding calculating repeated values and improving simulation
efficiency.

71.3.2 Cloth-Body Collision Detection Based on Human
Ring Data

At stage of rough detection on external cloth-body collision, we need to get rid of
impossible collision primitive pairs based on the bounding box information.

Hierarchical bounding box in octree are adopted to organize cloth data, and ring
data is used to organize somatic data. By referring to inter-octree collision
detection method, we adopt the following steps to detect cloth-body collision:

Step one, determine human body collision part. Carry out bounding box
detection on root node of hierarchical bounding box in octree and different parts of
human body, so that we can acquire information on parts which might have cloth-
body collision, and then record the part number.

Step two, determine interval of human ring with collision. For human body part
with possible collision, calculate the sum of the two projective points of cloth
bounding box on central axis of human ring data, then divide the distance between
circles by the distance between the projective point and the initial central point to
get circle number with possible collision,

Fig. 71.2 Human ring data organization
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number1 ¼ j xs1� xc j
h

ð71:1Þ

number2 ¼ j xs2� xc j
h

ð71:2Þ

In this way, we get the ring interval with possible collision between cloth and
sections of human body, and other ring data of human body can be get rid of
during collision detection.

Step three, iterative intersection. For non-leaf node of current cloth with octree
structure, repeat the intersection process as stipulated in step two, calculate the
result of bounding box detection at sub-node and sections within the ring collision
interval. The leaf node of the cloth with octree structure is a triangular patch of
cloth, detection on collision between primitives of the triangular patch of the cloth
and that of the human ring structure needs to be carried out to get primitive pair
with actual collision and make the corresponding collision response.

Conducting cloth-body collision detection based on ring data is a simplified
algorithm. We can position bounding box information of somatic data only by
virtue of section number and circle number during computation, and can quickly
get rid of areas without possible collision according to the bounding box infor-
mation, thus improving collision detection efficiency. Triangular patch of each
human ring data is limited in quantity, so it will not take long for us to carry out
full traverse.

Due to complex three-dimensional structure of human body and discrepancy of
data, if we adopt hierarchical bounding box in octree which is deep, it will affect
retrieval efficiency during cloth-body collision detection. Compared to this, human
ring data is generated based on special structure of human body, it maintains basic
form of data while improves cloth-body collision efficiency, so it is a feasible and
simplified method targeting at human body.

71.4 Experiment Result and Analysis

Hardware environment of the experiment are: CPU, Intel Core Q6600, 2.40 GHz;
internal memory: 4.0 GB.

Software environment of the experiment are: Windows XP Professional oper-
ating system; programming environment: Visual Studio 2008.

71.4.1 Experiment I: Cloth Simulation Effect
Based on Self-Adaptive Time Step

In experiment I, we simulate motor process of a cloth, the cloth moving under
gravity collides with the sphere below it and generates corresponding deformation
drape. The cloth is initially placed horizontally. The cloth mesh is made of
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33 9 33 nodes, finite element quantity is 2,048, piecewise linear constraints
method is adopted for elastic modulus, Poisson’s ratio is 0.25, constant simulation
steps is taken as 0.001, the maximum and minimum threshold of step are 0.05 and
0.001 respectively, and step increment is 0.001.

Self adaptive time steps can be adopted with two strategies. In simulation
adopting strategy 1, the simulation step may decrease due to inspected collision,
and it will not change when reaching the minimum threshold. According to col-
lision trend predicted based on collision quantity, strategy 2 increase or decrease
simulation step as per preset step variation, thus realizing the goal of self-adaptive
adjustment of simulation time.

Figure 71.3 shows the experiment results adopting these two strategies. From
Fig. 71.3 we can see that, the two strategies have similar overall effect, but
strategy 2 has better visual effect in terms of detail performance.

Table 71.1 records average simulation step of different frames.
Besides, due that simulation time changes constantly, it is not proportional to

actual drawing time, thus simulation animation effect is discontinuous. If we want
to get smooth simulation animation effect, we need to store position of all

(a) (b)Fig. 71.3 Simulation effect
of self-adaptive integration
step a strategy 1, b Strategy 2

Table 71.1 Self-adaptive
simulation step under
different strategies

Frame number Simulation step
of strategy 1 (s)

Simulation step
of strategy 2 (s)

1 0.05 0.05
50 0.046 0.043
100 0.04 0.04
150 0.031 0.034
200 0.023 0.035
250 0.016 0.043
300 0.012 0.041
350 0.01 0.033
400 0.01 0.035
450 0.01 0.037
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simulation times to generate continuous animation finally, and have intermediate
data as per difference strategy. Further discussion in this regard will be conducted
in the future.

71.4.2 Experiment II. Cloth-Body Collision Treatment
Method

The T-shirt model adopted in experiment II has 6,750 vertexes, 13,312 triangular
facets, manikin is adopted, and human body is organized by using hierarchical
bounding box in octree and ring structure.

Figure 71.4 is a screenshot of one fine cloth simulation effect. During motion
solving, we use self-adaptive time step based on collision prediction and Poisson
ratio is 0.25. The average simulation time is 1,560 ms by using hierarchical
bounding box in octree structure, while using human ring data structure, the
average time is 1,433 ms. Experiment result suggests that the comprehensive
method described in this article can better handle with cloth simulation problems
and can achieve certain simulation effect.

Nonetheless, human ring data have certain limitations, hierarchical bounding
box in octree method has fast velocity at some simulation times when the manikin
is relatively simple and regular, but when the manikin becomes more complex, it is
not as fast as ring data can do in terms of retrieval speed due to deep octree human
body structure. The experiment illustrates that simplified human ring data can
improve collision detection efficiency.

Fig. 71.4 Cloth simulation effect
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71.5 Conclusions and Prospect

Based on kinetics rules and the characteristics of finite element cloth simulation
model, researchers compute velocity solution by using implicit integration method,
and put forward a self-adaptive time step adjustment strategy based on collision
prediction. The strategy can add simulation details while ensuring stability of
simulation algorithm.

Meanwhile, an external collision detection strategy based on human ring data is
also proposed in this article. Through this strategy, somatic data are divided into
different parts, and each part corresponds to different circles. One can quickly
position a part of human body through interval number and circle number, and the
corresponding bounding box information can be acquired. Thus the strategy
effectively simplifies somatic structure and improves collision detection efficiency.

Although research results mentioned above have been achieved in this article,
still there is room for further discussion and research on cloth simulation tech-
nology, which mainly include:

1. If ordinary bounding box data is adopted in circular somatic data treatment,
collision detection efficiency is low, thus a tighter bounding box (for example,
ellipsoidal bounding box) can be adopted as it suits well with structural rules of
human body and can be quickly positioned through axis length during rough
collision detection, and as a result, improves detection efficiency.

2. Cloth simulation with multiple-resolution has become a hot topic of research over
the past 2 years. Through rough simulation, researchers get cloth mesh data,
through which they can compute finer mesh form. In the future, researchers may
add cloth simulation with multiple-resolution into the existing algorithm frame,
and try to optimize the final simulation effect by adopting data-driven algorithm.

Acknowledgments This work was supported by grant No. 61272346 from NSFC (National
Natural Science Foundation of China).
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Chapter 72
Combination Approach of SVM
Ensembles and Resampling Method
for Imbalanced Datasets

Xin Chen, Yuqing Zhang and Kexian Wu

Abstract Datasets in real world are often predominately composed of normal
examples with only a small percentage of interesting or abnormal examples. A
new approach is applied in this paper to address the imbalance problem by
combining SVM ensembles and resampling method. Through empirical analysis,
researchers cluster majority classes by k-means algorithm into subclass which
decreases the imbalance ratio. Additionally, they use resampling method which
concludes oversampling and undersampling techniques to deal with the problem of
long training time and low training efficiency in SVM ensembles. Experimental
results show that the SVM ensembles with resampling method outperform indi-
vidual SVM classifiers. The proposed combination approach can effectively solve
the imbalance problem.

Keywords SVM ensembles � Imbalanced datasets � K-means � SOMTE

72.1 Introduction

In a classification problem, the datasets is said to present a class imbalance [1] if at
least one of the classes is represented by significantly less number of instances than
the others. Examples of applications with such datasets include, but are not limited
to, text categorization [2], identifying fraudulent credit card transactions [3],
detecting certain objects from satellite images [4] and telephone fraudulent
detection [5]. In such applications, the class boundary learned by standard learning
algorithms can be severely skewed toward the minority class, which means that the
classifier misclassifies the minority class instances.
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This paper is concerned with improving the performance of the Support Vector
Machines [6] (SVM) on imbalanced datasets. We propose a complementary
method and study the ensemble techniques as well as use of sampling to deal with
the class imbalance problem. Firstly, we take an ensemble of SVM based on
k-means algorithm [7] to boost the performance. Our observation indicates that
SVM performance is influenced by the inhomogeneity of spatial distribution of
minority instances. A collection of SVM is trained individually by k-means
clustering on minority class, and the final prediction is obtained by combining the
results from those individual SVM. By this mean, more robust results can be
obtained by alleviating the information loss due to sampling, as well as by
reducing the randomness induced by a single classifier. Furthermore, we propose
to integrate the two types of sampling strategies by oversampling the minority
class to a middle extent and undersampling the majority class to the similar size.
The experimental results demonstrate that the approach, as a supplement of
ensemble SVM, reduces the training time obviously. In the rest of the paper, we
constrain our discussion to a standard two-class classification problem and refer to
the minority and majority classes as ‘‘positive’’ and ‘‘negative’’ respectively.

72.2 Related Works

Recent researches on class imbalance problem have focused on two major
directions. One is to resample the original training datasets, either by oversampling
the positive class and/or undersampling the negative class until the classes are
approximately equally represented [8]. As one of the successful resampling
approaches, the SMOTE [9] (Synthetic Minority Oversampling Technique)
oversamples the positive class by generating interpolated data. Another direction
of techniques on class imbalance problem focuses on improving the existing
algorithm. Wu et al. [10] report that they propose to enlarge the resolution around
the decision boundary by revising kernel functions. Moreover, Veropoulos et al.
[11] proposed a method which uses pre-specified penalty constants on Lagrange
multipliers for different classes to indemnify for the skewness of the decision
boundary. Using an ensemble of classifiers to boost classification performance has
also been reported to be effective in the context of imbalanced data. The work in
this direction includes that Yan et al. [12] propose an ensemble-based approach
that applies SVM to address the issue of predicting rare classes in scene classifi-
cation, and that Chen et al. [13] use random forest to unite the results of decision
trees induced from bootstrapping the training data.

However, all these methods have their defects which deal with the class
imbalance problem in a single direction. SMOTE brings more computational cost
to the system for preprocessing, on the other the ensemble of classifiers increases
number of training data making the classifiers training very costly. To address this
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concern, this paper proposes an approach to control the scale of the ensemble of
classifiers by k-means algorithm and resampling method, which boost prediction
accuracy in a reasonable period of time.

72.3 SVM Ensembles

To address the defect that the inhomogeneity of spatial distribution of positive
instances in class imbalance problem, We first take an ensemble of SVM to boost
the performance by k-means algorithm clustering negative class instances into K
subclasses which have a similar attributes in space. Moreover, we combine all the
positive class instances with each negative subclass to be an individual subset, and
then train SVM independently with each subset and combine the result in certain
strategies.

72.3.1 Dataset Clustering

K-means clustering, as a method of cluster analysis, aims to partition n observa-
tions into K clusters in which each observation belongs to the cluster with the
nearest mean. Given a set of observationsðx1; x2; . . .; xnÞ, where each observation is
a d-dimensional real vector, k-means clustering aims to partition the n observa-
tions into k sets k� nð ÞS ¼ S1; S2; . . .; Skgf so as to minimize the within-cluster
sum of squares

arg min
S

X

k

i¼1

X

Xj2Si

Xj � li

ffi

ffi

ffi

ffi

2 ð72:1Þ

where li is the mean of points in Si:
After k-means clustering, negative class instances is divided into K subclasses

as shown in Fig. 72.1. Each of negative subclass is more uniform in spatial dis-
tribution as well as decreases the imbalance ratio. However, K value, which we
focus on, is difficult to choose since it depends much on negative class. Extremely
small K value leads to bad clustering effectiveness while it causes the problem of
long training time and low training efficiency as a result of generating more
subclasses that K value is too large.

72.3.2 Combination of Multiple SVM

As illustrated in Fig. 72.2, we cluster negative class instances into K subclass,
where K is depending on the number of positive examples. Then, each negative
subclass is combined with the positive instances to form a train set to train an
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SVM. After each classifier is trained independently, we come to aggregate their
results in an appropriate combination approach. In this condition, we use direct
combination strategies since continuous-valued outputs such as posteriori proba-
bilities are available.

Fig. 72.1 An example of k-means clustering on negative class instance

Fig. 72.2 Architecture of the SVM ensembles
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72.4 Resampling Methods

SVM ensembles are effective to address the class imbalance problem. Neverthe-
less, the situation often happens that imbalance ratio is extremely high, 1:1000 for
instance. In order to re-balance datasets which means the number of negative
instances need as little as possible, we have to set a large K value to generate many
SVM classifiers. The problem of long training time and low training efficiency will
get worse if we use ensemble techniques only. Thus, resampling Methods which
are independent of the classifier used are more versatile. In this section, we
combine both undersampling and oversampling to balance the data.

The undersampling approach, which has been reported to outperform over-
sampling approach in previous literatures, selects a subset of the examples which
represents the initial problem better, and avoids the bias to the negative class by
removing redundant examples. It also has the advantage of creating a reduced set
of examples to the induction process which less costly. However, undersampling
throws away potentially useful information in the majority class, thus it could
make the decision boundary trembling dramatically.

Instead of avoiding bias examples of the negative class, in oversampling
approach SMOTE for instance, the positive class is oversampled by taking each
positive class sample and introducing synthetic examples along the line segments
joining any of the K positive class nearest neighbors. Depending upon the amount
of oversampling required, neighbors from the k-nearest neighbors are randomly
chosen. Figure 72.3 shows the performance of the adopted SMOTE. The left figure
is the distribution of the original data while the right figure is the distribution after
adding double synthetic minority class samples through SMOTE. From Fig. 72.3,
the synthetic instances can basically keep the distribution of original samples, and
cause the classifier to create larger and less specific decision regions.

Fig. 72.3 The performance of SOMTE algorithm
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72.5 Experimental Evaluations

In this section, we first describe the experimental data used in our test bed, and
then introduce the evaluation standard. Finally, we report the experimental results
that discuss the influence of K value on the performance and compare our com-
bination approach with other methods.

72.5.1 Experimental Data

Five datasets are used to test the approach we proposed. All of these datasets are
from the UCI (University of California Irvine) Machine Learning Repository. The
five UCI datasets are Abalone, Hypothyroid, Prima, Vehicle and Glass. Informa-
tion about these datasets is shown in Table 72.1. In order to calculate conve-
niently, both Vehicle and Glass which are more class problem transform into the
standard two-class classification problem, that is, one class is considered to be
positive and all the other classes are considered to be negative.

72.5.2 Evaluation Standard

The evaluation standard used in our experiments is based on the Confusion Matrix
as illustrated in Table 72.2 for the two-class classification problem.

In our experiments, the performance measures are defined as follows:

g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

accþ � acc�
p

ð72:2Þ

where accþ ¼ TP
TPþFN is the accuracy in positive instances and acc� ¼ TN

FPþTN is the
accuracy on the negative instances. And the geometric mean of the g reaches high
value only if both accþ and acc� are high and in equilibrium. The accuracy on
positive instances can be increased at the cost of accuracy on negative instances.

Table 72.1 Dataset information

Dataset Feature Positive Negative Imbalance ratio

Abalone 9 61 5745 94.18
Hypothyroid 29 104 3513 33.78
Prima 8 268 500 1.87
Vehicle 18 176 2532 14.39
Glass 9 29 223 7.69
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72.5.3 Experimental Results

As mentioned in Sect. 72.3.4, the selection of K may impact on the prediction
accuracy. To make a better understanding, we make the experiment of the influ-
ence of K value on prediction accuracy. We are told form Fig. 72.4 that both five
datasets achieve their highest accuracy with different K value since they have
different imbalance ratio. By further observation, we can realize that the higher
imbalance ratio the dataset has, the bigger K value need to be chosen.

Table 72.3 shows the performance for each method in G-mean, where SVM
represents the original SVM method, Resampling Method denotes oversampling
and undersampling the dataset and then training with original SVM, SVM
Ensembles represents using ensemble of SVM based on k-means algorithm. SVM
Ensembles with Resampling denotes the new approach we proposed. From the
results we can see that SVM Ensembles with Resampling achieves the best results
on all datasets except the Prima dataset for which SVM is the best since the
imbalance ratio of Prima dataset is only 1.87. Thus, SVM Ensembles with
Resampling may cause unsatisfactory results in balance datasets.

Table 72.2 Confusion matrix

Predicted positive Predicted negative

Actual positive TP (true positive) FN (false negative)
Actual negative FP (false positive) TN (true negative)

Fig. 72.4 G-mean with
reference to different K
values
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72.6 Conclusion

In this work, researchers present a new approach which combines SVM ensembles
and resampling method to address the class imbalance problem. They first use an
ensemble of SVM based on k-means algorithm to boost the performance. In order
to make the K value in k-means algorithm appropriate, which means more robust
results can be obtained and reducing the randomness induced by classifier,
researchers further propose to integrate the two types of sampling strategies by
oversampling the positive class to a middle extent and undersampling the majority
class to the similar size. The experimental results indicate that the proposed
approach can receive better performance than the original approaches.
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Chapter 73
Join Optimization for Large-Scale Data
Analysis in MapReduce

Li Zhang, Shicheng Xu and Chengbao Peng

Abstract As the coming of the big data age, there is a new hot spot on how to
handle and process huge amounts of data. The MapReduce parallel computing
framework is increasingly being used in large-scale data analysis. Although there
have been many studies about the join operation in the traditional relational
database, join algorithms in MapReduce are inefficient. In this paper, we describe a
number of well-known join algorithms in MapReduce, and present an experi-
mental comparison of these join algorithms based on Hadoop cluster. An opti-
mization algorithm for map side chain is proposed.

Keywords MapReduce � Join algorithm � Map side joins

73.1 Introduction

In 2004, a parallel computing framework called MapReduce was first developed
by Google engineers-Jeffrey Dean and Sanjay Ghemawat [1]. It was designed for
processing huge amount of web access logs in Google. The MapReduce program
enables parallelization on a cluster of commodity machines. It provides a simple
interface to achieve automatic parallelization and large-scale distributed comput-
ing, while hiding the complex details of fault tolerance, load balancing and data
distribution in parallelization.

Based on the idea of MapReduce, the Apache Software Foundation has
developed Hadoop [2], an open-source version of MapReduce framework. Hadoop
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has attracted a number of large internet companies like Yahoo, Facebook,
Linkedln, etc. In the case of Facebook, it is used to store the huge amount of web
logs (usually PB) for data mining and machine learning. Compared with the tra-
ditional relation database, Hadoop only provides developers with the underlying
programming interface, it is a time-consuming and skilled job to write map and
reduce functions with low-level programming language. So Facebook developed a
data warehouse system, namely Hive [3, 4], on top of Hadoop. The hive can
provide similar SQL query, so it is very convenient to analyze huge amounts of
data stored in Hadoop for the people who are familiar with the SQL. Now Hive is
also the project of the Apache Software Foundation.

Because of its easy to use, installation and implementation, MapReduce is
being widely used in various types of tasks, one of which is the massive data
analysis. The join query is the most critical operation in the large-scale data
analysis. Compared to other kinds of operation, it is generally the most common
and time-consuming, and has a great influence on the overall performance. It is
quite simple to join two datasets in MapReduce, but for the majority of join
algorithms, which first read both tables from disk and transfer the intermediate
result data to reducers via the network, the performance of join is influenced by the
network speed. When the two data sets are very large, the network transmission
time becomes the performance bottleneck, which reduces the computational
resource availability.

For a large-scale data analysis application, the join operation is an essential
function. Now many applications on top of Hadoop MapReduce framework, such
as Hive and Pig [5], have implemented join operations, which can be completed by
the simple SQL statement or data manipulation script [6]. However, neither of
these tools has solved the joint problem efficiently. In this paper, we introduce the
existing common implementations of join algorithms and propose an optimized
solution for joining datasets in MapReduce. The optimized algorithm is based on
the idea of reducing the time of network communication.

73.2 MapReduce Overview

The simplicity is one of the most attractive characteristics in the MapReduce
programming model. A MapReduce program is composed of two computations,
the map and the reduce computations, which are executed on every node. The map
function reads a series of records from an input file, processes these records, and
produces intermediate results. The final outputs are a set of intermediate records,
which are composed of key/value pairs. The MapReduce framework will group the
intermediate key/value pairs by the key so that the key/value pairs with the same
key will be presented to the same reduce function. The reduce function is
responsible for reading the local output of the map function, combining and
processing them to produce the final result which is stored in the Hadoop Dis-
tributed File System (HDFS) that provides high-throughput access to application
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data. In detail, a file used as input to a MapReduce job is split into a number of
blocks distributed across the nodes of the cluster. Each map function reads the
input one by one and converts it into a key/value pair. The intermediate output
pairs are grouped and sorted by their keys. During the reduce phase, the reducers
retrieve the intermediate results from the mappers, combine these values and
return a new key/value pair. The data flow as following:

k; vð Þ ! map! k1; v1ð Þ; k1; v2ð Þ; k2; v3ð Þ ! partiton & sort

! k1; list v1; v2ð Þð Þ; k2; v3ð Þ ! reduce! k3; v4ð Þ

73.3 Join Algorithms

In this section, we present and analyze the well-known join implementations in the
MapReduce framework. There are two main join algorithms: the map side chain
and the reduce side join. Their name denotes the phase during which the actual
join operation is performed. Additionally, we introduce an optimized version of
the simple map side join which engages the Distributed Cache on the map
phase [7].

73.3.1 Reduce Side Join

The reduce side join is also known as the reparation joins and similar to the
repartition sort-merge join in the traditional relation database. In this algorithm,
the map phase only reorganizes the datasets by the join key, the actual join takes
place during the reduction phase. It is most generally join approach in the
MapReduce, as it comes with no restrictions regarding the input data sets.

In this algorithm, the mapper reads one tuple at a time from both datasets, tags
each tuple with its sources, and reorganizes them in terms of the join key. The
output key/value pairs as following: \the join key+tag, tuple[, Tagging is nec-
essary since it is used to differentiate the tuple from which dataset. The map
outputs with the same key are assigned to the same reducer. During the reduction
phase, the reducer identifies each tuple’s parent dataset by the tag value, buffers
the first dataset’s tuples in order to join them with the tuples of the second dataset,
and then writes the final result into HDFS.

From the above, it is clear that the reduce side chain is not so efficient because
of the shuffle phase. Actual join doesn’t take place until the reduce phase begins.
In other words, it is only during the reduce phase that disjoint tuples are discarded
so that we will shuffle both datasets over the network. And in the most case, we
will get rid of most of these data during the reduce function. This point reduces
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remarkably the efficiency of the reduce side join. Therefore, it is expected to
perform the entire join operation during the map phase.

73.3.2 Map Side Join

The reduce side join in the last section seems to be the most straightforward
approach, but it can also be quite inefficient, as the shuffle phase is a very time
consuming. Another join algorithm is the map side join, which implements the join
at the map phase and eliminates the reduce phase. This algorithm has some
constraints on the input datasets. All datasets must be partitioned and sorted in the
same way. Each dataset is divided into the same number of partitions and sorted by
the join key. All tuples with the same key will be placed in the same partition.

This algorithm is not only applied to the two-way joins, but also multi-way
joins. As long as the jobs have the same number of reduce functions, same keys,
and the output file can’t be cut (such as smaller than HDFS block size or gzip
compression), the map side join can be used to join these jobs’ outputs. The
CompositeInputFormat class in org.apache.mapred. Join package can be used to
perform the map side join, whose input dataset and join type (inner join or outer
join) can be configured by an expression.

In some applications, one dataset is small enough and can be directly put into
memory. For example, it is common that a small user database may need joining a
large user log in order to analyze user behavior. In this situation, the map side join
is a better choice. First, the smaller dataset will be loaded into memory, and the
mapper reads each tuple from the larger data set, at the same time probing the
smaller dataset in memory in order to joining. But if the small dataset is not small
enough, there is out-of-memory exception. This algorithm can be optimized by
making use of the hash algorithm, with which the small table can be load as hash
table to reduce the space and accelerate the speed of probing.

All in all, the map side join is quite efficient because of the elimination of the
reduce phase. Each map task reads the data directly from the HDFS and no reduce
is needed. The map side join is the best choice when there are a smaller dataset fit
into memory and a lager dataset. However it is clear that the map side join lacks
the generality of the reduce side join, since it needs the input data to be partitioned
and sorted in the same way.

73.3.3 Distributed Cache

As the map side join reduces the time of transferring the data to the reducer and
sorting the data, it is more efficient than the reduce side join. There are many
researchers who study and improve the map side join about mass data processing.
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MapReduce Distributed Cache is used in combination with the map side join for it
to work with more cases.

The merit of Distributed Cache is eliminating the network communication.
Before launching the job, the smaller dataset is assigned to Distributed Cache. The
data is copied to each node that has map tasks so that it can be accessed through
local file system instead of HDFS. During the map phase, the mapper only needs
reading data from the local file system. Compared to reading data from HDFS
(similar another node), this can save the network transmission time and improve
query performance. In this case, all the map tasks on one node will share one data
copy. With Distributed Cache, the application scope of the map side join will be
extended.

73.4 Improving Join

Since the simple map join can only deal with a huge dataset and a small dataset. In
the worst case, two datasets are huge and neither can be placed in the memory. In
order to solve this problem, MapReduce Distributed Cache is proposed to copy the
smaller dataset to each node. But the Distributed Cache is a double-edged sword,
when the dataset is gradually increasing, it will become the performance bottle-
neck. The mappers will wait for the datasets distributed by Distributed Cache. In
the worst case, when there are many nodes are waiting, the performance using the
Distributed Cache will be worse than the reduce side join.

The idea of a two-stage map join is intuitive: when the duplicate dataset
becomes large, the bottleneck of Distributed Cache is that many nodes are waiting
for the data. It may make sense to read as much data into memory and perform the
map join on this part of the data; the remaining data is compressed and copied by
Distributed Cache. As the duplicate data is processed in two stages, the algorithm
is called two-stage map join. The map in the first stage will process the smaller
dataset, filter the tuples, and produce two types of output. The first type of output
will be read by the map in the second stage, and then fit into memory in order to
perform the map join as soon as possible. The second type of output will be
organized in the form of text file and compressed. When the first type of output is
processed completely, we assign the second type of output to Distributed Cache, so
that it is copied to each node that running tasks.

73.5 Experimental Evaluations

All experiments run on the Hadoop cluster which consists of 100 nodes, each node
is equipped with two quad-core CPUs, 1G RAM and 1T storage. TPC-H data are
our source data. The Map task input split size is the default 128 MB. The number
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of reduce tasks is 20 for the reduce side join. The size of one dataset is fixed at
20 GB, while the scale of other dataset goes from 20 M to 5 G.

73.5.1 Comparison Between Map Side Join and Reduce
Side Join

Figure 73.1 shows the performance of Map Side Join (MSJ) and Reduce Side Join
(RSJ). As shown in the Fig. 73.1, the map side join performs better than the reduce
join. This result is due to the following reasons: 1) map side join gives up the
reduce phase, which saves the time of data transferring via network and sorting at
shuffle phase. When a job launches too many map tasks, the joining performance
will degrade due to the massive network data transmission. As we can see, the
limitation of map side join is the out-of-memory exception when the ‘‘replicated
dataset’’ is becoming too large.

73.5.2 Performance of Two-stage Map Join

When the ‘‘replicated dataset’’ is less than 100 M, the two-stage map join (TMJ)
algorithm needs only one stage, and is same as the map side join. In this case, the
performance of two-stage map join is consistent with that of the map side join.
When the smaller dataset increases gradually, TMJ splits the table into two parts,
launches two joins to perform join operation. As a result of reducing the waiting
time for the data copy, the map task can work as early as possible. From the
performance perspective, the performance of TMJ is better than that of Distributed
Cache join (DCJ) and map side join. As shown in the Fig. 73.1, TMJ also extends
the simple map side join algorithm for it to work with more cases.

Fig. 73.1 Query test
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73.6 Conclusion

For the large-scale data analysis in MapReduce, the join query is one of the most
important queries. Based on the analysis of the existing join algorithms in
MapReduce, we propose a new idea about join query in MapReduce framework,
and present a comprehensive experiment on the Hadoop cluster with 100 nodes in
order to evaluate the join algorithm in the context of MapReduce. The respective
advantages and disadvantages of all join algorithms are shown through the
experiment. The insights obtained from the study can help an optimizer to choose
the appropriate join algorithms according to the characteristics of datasets.
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Chapter 74
Key Technologies of Data Preparation
for Simulation Systems

Xiangzhong Xu and Jiandong Yang

Abstract The speed and quality of data preparation become one of the
bottlenecks of the execution of large-scale simulation systems, which has not
gained enough attention so far. The paper discusses the intrinsic characteristics of
three types of simulation data, that is, relational data, hierarchical data and spatial
data. It expounds the following three key technologies of data preparation for
simulation systems. For efficient management of hierarchical data, XML is pro-
posed and the XML-based component is developed for reuse. For seamless
management of heterogeneous data, the three-tied architecture is put forward. To
improve data quality, quality of simulation data is divided into applicability,
effectiveness and validity, and the theoretical framework for quality assurance of
data preparation for simulation systems is given. Research results are of great
significance to improve the efficiency of data preparation for simulation systems.

Keywords Simulation data � Data preparation � Data management � Data quality
assurance

74.1 Introduction

Nowadays, following theoretical research and experimental research, simulation
has gradually become the third important means to cognize the world and to
reconstruct the world [1]. Platform-independent-applications, data-independent-
models are commonly used to improve the agility and applicability of simulation
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systems. As the complexity of simulation objects and the magnitude of simulation
systems increasingly grow, it is more difficult to develop simulation systems and to
prepare data for simulation systems. In fact, the speed and quality of data prep-
aration become one of the bottlenecks for simulation execution which has not
gained enough attention so far.

Simulation data can be divided into three groups, that is, relational data, hier-
archical data and spatial data. Quality of simulation data is determined by the
following factors, such as applicability, effectiveness and validity. In data prepa-
ration for simulation systems, there are several thorny issues, such as efficient
management of hierarchical data, seamless management of heterogeneous data,
and quality assurance of data preparation.

The eXtensible Markup Language (XML) is proposed for efficient management
of hierarchical data and the XML-based component is developed for reuse. The
three-tied architecture is put forward for seamless management of heterogeneous
data. To improve data quality, quality of simulation data is divided into applica-
bility, effectiveness and validity, and the theoretical framework for quality
assurance of data preparation for simulation systems is given.

The rest of this paper is organized as follows: Section 74.2 gives a brief
analysis of simulation data according to their intrinsic characteristics. Section 74.3
discusses efficient management of hierarchical data based on XML. In Sect. 74.4,
seamless management of simulation data based on the Commercially-Off-The-
Shelf components are proposed. Section 74.5 gives the framework for quality
assurance of data preparation for simulation systems. Section 74.6 concludes the
paper.

74.2 Brief Analysis of Simulation Data

Models and data are two basic components of simulation systems, and the ini-
tialization and execution of simulation models depends heftily on data. There are
stochastic data and deterministic data. Stochastic data are usually produced by
pseudorandom number generators and used for Monte Carlo simulation [2].
According to their intrinsic characteristics, deterministic data fall into the fol-
lowing three categories.

74.2.1 Relational Data

Relational data mean those regular two-dimensional structured data, such as the
attribute of persons, organizations, and other entities, and the performance data of
weapons. It is suitable to apply relational model to manage relational data, and the
management technologies of relational data are very mature, viz. relational data-
base management systems (RDBMS). RDBMS can provide users with efficiency,
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data integrity, consistency and reliability due to their highly tuned index,
transaction processing, concurrent access control, recovery, trigger and other
powerful mechanisms. Therefore, RDBMS are playing the leading role for the
management of large amounts of regularly structured data. In fact, modern large
simulation systems have been constructed upon the basis of RDBMS. However, in
such situations, data must be tabular and conform to specific schema, which
promotes integrity but discourages the management of hierarchical data.

74.2.2 Hierarchical Data

Hierarchical data mean those data characteristic of hierarchy (such as parent/child,
ancestor/descendant), sequence of sibling nodes, or switches. There are many
hierarchical data in the real world, such as organization, unit, form, weapon sys-
tem, taxonomy and pedigree, just name a few. They are most naturally modeled as
a hierarchy. In fact, the management of hierarchical data is a common issue facing
data preparation for simulation systems, which is therefore worthy of good
consideration.

74.2.3 Spatial Data

Spatial data mean those data characteristic of geographic distribution, such as
battlefield environments, and deploy, maneuver of entities. Spatial data are com-
mon in simulation systems, especially in military simulation systems. Spatial data
differ vastly from relational data, so it is inefficient for RDBMS to manage spatial
data, unless they are extended for spatial data.

74.3 Efficient Management of Hierarchical Data

As mentioned above, hierarchical data are very common in simulation systems.
RDBMS are suitable to the management of relational data, but not hierarchical
data. By contraries, the eXtensible Markup Language (XML) can play a great role
in managing hierarchical data.

74.3.1 Weak Points of Relational Data Model

RDBMS contain only a fraction of the world’s data for several good reasons. Their
theoretical underpin is relational theory, and their data model is relational model.
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In user’s opinion, the relational model is a regular table consisting of rows and
columns in terms of logical structure. With the rapid development and evolution of
semi-structured data and non-structured data, RDBMS show the following short-
comings [3]:

• The real world has to be hardly mapped to a collection of tables; therefore, many
semantics of complex objects, e.g. aggregation and specification, have to be
discarded.

• In order to designate the sequence of sibling nodes, extra fields must be attached
to relational tables to describe semantics data possess in the real world (For the
record set, the sequence is meaningless, which is mandated by the relational
theory. Thus, queries can be greatly optimized through highly tuned index).
Moreover, it is difficult to maintain the semantics dynamically.

• Similarly, for the description of hierarchy (such as parent/child, ancestor/
descendant) of data in the real world, extra fields must also be added to rela-
tional tables. In fact, hierarchy can be treated as a special form of semantics.

• The relational model demands that relations should be normalized. In order to
enhance the normalization level of tables to reduce redundancy and avoid
modification exception (including add, update and delete), it’s necessary to split
relations, i.e. normalization design, in design-time and perform join operation
when needed in run-time. Thus, it may perplex system design and afflict system
run-time performance for the very reason that joins is a most cost operation in
RDBMS. A balance should therefore be carefully made between design-time
performance and run-time performance.

74.3.2 Advantages of XML Data Model

Applying XML to manage hierarchical data has the following several distinctive
advantages, such as building and maintaining the hierarchy readily, preserving the
sequence easily and incorporating XML into tree control conveniently provided by
develop platforms.

74.3.2.1 Characteristics of XML Data Model

XML is an international standard stipulated by W3C, which is designed as lingua
franca to facilitate information interchange between distinct programs and between
the user and the program. It has several outstanding characteristics, for example,
expansibility, simplicity, and self-description.

From the viewpoint of data modeling, XML provides two different means, that
is, DTD and XML Schema [4]. They can stipulate normal forms for a group of
XML documents with the same logical structure and help developers to
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materialize their ideas. It is through these two modeling means that XML promises
to create more smart documents (e.g., proving error-looking up function to certain
extent) and application programs can abstract needed information from texts more
easily and efficiently and present themselves as people wish.

74.3.2.2 Characteristics of XML Data Model

XML data model is tree-formed in itself and, once a well-formed and validated
XML document has been parsed successfully, a tree will be built in memory. To
manage the semantics and hierarchy is therefore an easy job for XML data model.
What is more, the dynamic maintenance of them is also simple [5].

Additionally, an XML parser is a component, providing standard interfaces.
Developers thus can avoid develop and distribute interface program repeatedly,
and reduce the cost of test and maintenance.

74.3.2.3 Combination of XML and Tree Control

The management of hierarchical data is a routine in data preparation of simulation
systems. It’s necessary to exploit the advantages of software reuse to improve
efficiency and quality of software process and avoid introduction of new errors.
XML’s strong base of freeware and commercial tools afford flexibility at greatly
reduced development costs. The characteristics and functions of the component
CXmlOleTree are as following (Fig. 74.1): building the tree easily, meanwhile
preserving the hierarchy and sequence of data, maintaining the tree graphically,
supporting ole, encoding the node flexibly which is the key to the join of hierar-
chical data and relational tables, applying user custom redraw technology, which
enables powerful representation.

The main member attributes of CXmlOleTree include IXMLDOMDocumentPtr
domDocPtr, IXMLDOMNodePtr domNodePtr,IXMLDOMElementPtr domE-
lementPtr, CTreeDropTarget m_CTreeDropTarget,_ConnectionPtr m_pADOConn,
RecordsetPtr m_pADOSet, CBitmap m_bitmap,CImageList * m_pImageList.

74.4 Seamless Management of Heterogeneous Data

It is necessary to perform seamless management of hierarchical data, relational
data and spatial data during data preparation of simulation systems.

The seamless management of heterogeneous data is constructed upon three-tied
architecture (Fig. 74.2). From bottom to up, they are the storage layer, the middle
layer and the representation layer respectively. The key to the solution is that XML
is applied to the management of small-scale hierarchical data, that RDBMS are
applied to the management of large-scale relational data and spatial data, and that
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these data are joined by the node code of tree items. In representation layer,
hierarchical data, relational data and spatial data are mainly represented as trees,
lists and maps respectively. This goal is achieved through the components
including CXmlOleTree, ClistCtrl and MapObjects.

The solution is also component-based. The third-party components include
MSXML3 (the parser for XML documents), ADO (an application-level pro-
gramming interface to data and information), Map Objects (a develop platform for
geographic information systems), and MFC (an application framework for

Fig. 74.1 UML model of the XML-based component CXmlOleTree
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programming) Library. The middle layer is business rule for data preparation,
which is related to specific application domain and open to developers.

74.5 Theoretical Framework for Quality Assurance
of Data Preparation for Simulation Systems

The quality of simulation data has become the bottleneck of simulation systems
which can be divided into three categories, namely applicability, effectiveness and
validity [6]. Applicability means data provided by simulation systems are in
accordance with data needed by simulation users for their decision-making.
Effectiveness means the update frequencies of simulation data are in accordance
with simulation users’ needs. From this viewpoint, simulation data can be divided
into static data and dynamic data. They have different requirement. The former
focuses on stability, whereas the latter focuses on timeliness. Validity means there
are not any incorrectness, inconsistency, incompleteness, or repetition in simula-
tion data. In fact, poor quality data have yielded severe impacts on the effec-
tiveness of information systems, including simulation systems. They should be
detected and amended before the simulation execution.

It is urgent to find out the critical influencing factors of data quality, put out
methods for improving the quality of simulation data, and set up the theoretical
framework for quality assurance of data preparation for simulation systems under
the guide of the data quality assurance theory from three aspects, viz. theory,
method and technology (Fig. 74.3).

The theoretical framework for quality assurance of data preparation for simula-
tion systems consists of three parts, that is, data usableness theory and method based
on metadata, data updating theory and method based on real-time monitoring, and
poor quality data detection theory and methods based on knowledge tree. The rel-
evant technologies include data modeling based on metadata, data monitoring based
on regression prediction, real-time data monitoring based on rules, data detection
based on knowledge tree, reasoning of business rule, and so on.
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74.6 Conclusion

Based on these research results, the data preparation tool for the Corps equipment
support simulation and evaluation system is developed. Firstly, batch input
through worksheets and individual modify through user interface are combined to
speed up data preparation. Proper ways are used to prepare specific type of data.
For example, the framework of unit and form are suitable to be prepared through
batch input. On the other hand, logistic relationship, maneuver route are suitable to
visually input through user interface. Secondly, data visualization and check rule
are combined for poor quality data detection, so as to avoid the introduction the
error of initial conditions into the simulation executions.

In further work, the automatic data generation based on certain rules are con-
sidered to be combined with manual modify to further improve the response and
quality of data preparation for simulation systems.
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Chapter 75
Suspend-to-PCM: A New Power-Aware
Strategy for Operating System’s Rapid
Suspend and Resume

Chenyang Zi, Chao Zhang, Qian Lin, Zhengwei Qi and Shang Gao

Abstract Modern data centers provide good performance and many kinds of
services accompanying considerable power consumption. Reducing power con-
sumption becomes essential for decreasing the operating costs. Unlike conven-
tional ways, authors propose the novel Suspend-to-PCM hibernation strategy to
provide rapid suspending and resuming of the operating system (OS). Character-
ized by its low access latency and low energy consumption, Phase change memory
(PCM) is a kind of non-volatile flash media. Strategy in the paper is to suspend OS
from memory to PCM rather than disk, and vice versa for the resuming. Since
PCM owns much better property of access speed and power utilization than tra-
ditional storage media, the Suspend-to-PCM strategy is able to achieve improved
performance of system suspending and low power consumption.

Keywords Rapid suspending and resuming � PCM � Power saving � Data center �
Performance
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75.1 Introduction

With the rapid growth of applications spurred by the Internet, power consumption
issue of enterprise servers is increasingly critical in the design and operation in
contemporary data centers. It is reported [1] estimates that the servers and data
centers in the United States consumed about 61 TWh. This energy would cost $6B
annually at a common price of $100 per MWh and generating this electricity
would release about 36 M tons of new Carbon Dioxide annually [2].

The most common way to reduce power consumption is to hibernate some
computers when they are not involved in computing and wake them up on demand.
Generally, power consumption of a normally running computer is about tens of
watts. When OS goes into hibernation, the power consumption will be less than
running normally and resume overhead will be less than shutting down. Academia
and industry are making efforts to provide faster and more convenient wake-up
service, such as Advanced Configuration and Power Interface (ACPI) which is the
interface of all the power management for applications of OS.

Hibernation strategies are usually divided into three categories: Standby,
Suspend-to-ram and Suspend-to-disk. Standby costs less time for saving less data.
Suspend-to-ram strategy can save more energy than Standby, but its wake-up
speed is a little slower. Furthermore, once OS loses power provisioning the data in
memory will be totally lost. Suspend-to-disk need to save the full image of
memory, it is necessary for the disk to provide additional space of memory image
size. Besides, lower speed of disk access leads to larger time overhead of hiber-
nation and wake-up. Under the existing hardware and software conditions, we
cannot save much energy while rapidly suspending and resuming OS by these
three strategies.

Recently, researchers proposed using a new type of storage material called
PCM [3] as part of the main memory to replace the Dynamic Random Access
Memory (DRAM). As PCM doesn’t need dynamical refreshing to maintain data,
the OS will not lose its context when it is in hibernation state and does not supply
power to PCM. Besides, reading and writing operations against PCM are faster
than disk’s, so the time overhead of hibernation and recovery is less than the
Suspend-to-disk strategy. However, PCM is not widely used in commercial
computer system nowadays. In order to prove our design of the innovative
Suspend-to-PCM hibernation strategy, we leverage the simulation environment of
QEMU to emulate the feature of PCM.

The major work of this paper is designing and implementing the prototype of
the Suspend-to-PCM strategy, as well as applying it to achieve rapid suspending
and resuming of enterprise server. Our contribution includes:

1. The impact factors affecting virtual machine (VM) performance are analyzed
by our approach. Memory size and kernel modification are both considered in
this paper. The evaluation releases that memory size has certain impact on the
VM performance.
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2. The comparison is made between Suspend-to-PCM and traditional suspend
strategies in this paper. The final results show performance of our approach is
better than traditional method. The experiment demonstrates less time is cost
and more power consumption is reduced by our approach.

The rest of this paper is organized as follows. Section 75.2 introduces the related
works. Section 75.3 describes the design and implementation of the Suspend-
to-PCM strategy in detail. Section 75.4 provides the evaluation of the prototype
along with the associated discussion and Sect. 75.5 concludes our work.

75.2 Related Work

Power consumption is becoming increasingly significant for mobile devices, lap-
tops, large scale machines and especially large data centers. With regard to VMs,
Nathuji et al. [4] proposed a set of cluster-level management components and
abstractions to manage power between different VMs.

Power consumption was also widely concerned in networks area. Zeng et al. [5]
proposed SOFA which helps to save energy by minimizing the wake of the Power-
Saving Mode clients. Jung et al. [6] presented a holistic controller framework
named Mistral to optimize power consumption, performance benefits and the
transient costs in cloud infrastructures. In addition, schemes were also developed
to both reduce the connection delay time and save energy in wireless sensor
networks [7, 8].

Energy savings are very significant for data centers today. A power budgeting
system for virtualized infrastructures [9], as well as Auto controller of multiple
virtualized resources [10] was employed in data centers to save a large amount of
electrical energy efficiently. Other works such as power-aware application place-
ment controller [11] in the context of an environment with heterogeneous virtu-
alized server clusters and [12] were also practical.

In recent years, with the rapid development of computer science and mobile
devices, the demand for the storage’s performance and energy-saving grows
greatly. A lot of research has been done on PCM. Qureshi et al. [13] proposed a
new memory architecture. The buffer could improve the write efficiency of PCM
and reduce write frequency to extend PCM‘s usage as well. By simulation
experiments, using this kind of architecture could save energy of memory.
Wu et al. [14] proposed the combined cache architecture of inter cache Level HCA
and intra cache Level HCA.

75.3 Design and Implementation

In this paper, we choose PCM as main memory instead of the traditional DRAM to
improve speed of sleep and wake-up of OS and to reduce power consumption of
the computer system in sleep mode. There are following two goals in our design.
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1. Reduce more time overhead of sleep and wake-up and get higher performance:
owing to faster the PCM read and write than disk, time overhead of sleep and
wake-up is less than the Suspend-to-disk strategy so that user can get better
experience and higher performance.

2. Reduce more power consumption only sacrifice minute performance: as the
PCM doesn’t need refresh dynamically to maintain the data like DRAM, it
needs no power in sleep mode. Our approach aim to get more power saving
than Suspend-to-ram strategy by sacrificing minute part performance.

PCM is the key component to the Suspend-to-PCM strategy. Upon considering
the design of the Suspend-to-PCM strategy, essential is it to figure out the alter-
native way to actualize the features of PCM. Theoretically, either customized
hardware or software simulation is feasible to be used for emulating the PCM
features. No matter which method, in the design and implementation of this paper,
it is necessary to guarantee the non-volatile property of PCM and minimize the
performance overhead and side-effect of system suspending and resuming.

The whole process of our implement is split into two phases: first is the Sus-
pend-to-PCM phase, second is Resume phase.

The circuit of Suspend to PCM phase is shown in Fig. 75.1. The OS first freezes
process in the system and then saves the state of CPU registers after a user makes a
sleep command. The data are stored in DRAM as main memory. Next ACPI sleep
command will be issued to the underlying hardware platform by the OS and
control permission will be turned over to the hardware platform. Due to using
QEMU emulator, operation of hardware platform is to be completed. Therefore
QEMU emulator is easy to insert the command which saves contents of DRAM to
PCM at the moment. QEMU emulator then simulates ACPI sleep state and turns
off power supply.

Resume from PCM phase is shown in Fig. 75.2. When the user issues a wake-
up operation, a wake event will be generated by devices with a wake-enabled. For
the hardware system, this is a wake-up event signal which will trigger the ini-
tialization of the chip on the BIOS. For QEMU, this event means creating a new
VM. In the process creating the machine, the data stored in the PCM can be
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transfer 
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Fig. 75.1 Logical control
flow of suspend to PCM
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directly regarded to memory data of the current VM. Once VM starts, the data are
read from the memory to recovery data state and thaw process.

75.4 Experiment Result and Analysiss

We use Intel Core 2 Duo CPU with E8400 3.GHz and version of BIOS is V02.61.
The version of QEMU is 0.12.3. And the OS is Fedora 2.6.32.11 with patch
TuxOnIce, which is a famous suspend program on Linux. ACPI Suspend Type is
S3 (STR).

75.4.1 Performance Evaluation

Figure 75.3 shows the cost of suspend and resume in both real and virtual envi-
ronments. ‘Bare-ram’ and ‘bare-disk’ is the time overhead of suspend-to-ram and
suspend-to-disk in real environments. ‘Virt-ram’ and ‘Virt-disk’ is the corre-
sponding time in VMs. And ‘Virt-PCM‘ is the time of our implementation of
Suspend-to-PCM strategy in VMs.

It is illustrated from the Fig. 75.3 that the performance of Suspend-to-PCM is
better than that of suspend-to-disk. We can also see that in the Suspend phase, it
takes more time for Suspend-to-disk and Suspend-to-PCM to suspend than for
Suspend-to-ram. This is because the former two require moving data from memory
to disk or PCM. The process of the latter is much simpler but saves less power.
The situation is similar in the Resume phase. Then Suspend-to-PCM can get less
time overhead than Suspend-to-disk and less power than Suspend-to-ram.

The most important steps in Suspend-to-PCM strategy are writing data in
memory to PCM in the Suspend phase, and reading data from PCM to memory in
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the Resume phase. We design the experiment to evaluate the effect of changing the
memory sizes on the performance of suspend.

The result is shown in Fig. 75.4. As the memory size increases, the time varies
from 16 to 26.5 s in the Suspend phase and varies from 36.7 to 66 s in the Resume
phase. The suspend time is consisted of two parts. One is the time of freezing the
processes and storing the registers. The other one is the cost of copying data from
memory to PCM. In the experiment, there is a few program running in the guest
OS, thus causing few time for the first part. With the size of memory increasing,
the cost of the second part also increases. Therefore, the total time increases. It has
the same situation as in the Resume phase.

The modification to the kernel does not affect the performance of the overall
operating system much. As shown in Table 75.1, CPU performance decreases less
than 6 %.

Fig. 75.4 Overhead of suspend and resume phase

Fig. 75.3 Logical control flow of resume from PCM
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75.4.2 Power Consumption Evaluations

According to the data provided by [14], a general desktop consumes about
80-100 W of electronic power and another 35–80 W of the monitor power when it
is active. If the CPU is idle, the consumption of the power is 60–80 W.

Assume that the power consumption is 6.25 W of an idle computer, and is
95 W when the CPU is fully used, and is 2.5 W when the computer is sleeping.
The ratios of idle, fully loaded and sleeping of the computer are represented by
Tidle%, Tfull% and Tsleep% respectively. The three ratios must comply with the
following condition:

Tidle%þ Tfull%þ Tsleep% ¼ 100% ð75:1Þ

Therefore, if the computer uses our implemented Suspend-to-PCM strategy, the
saved energy of the computer can be calculated by the following formula:

Tsleep% � ðPidle � PsleepÞ ¼ x%� ð6:25� 2:5 WÞ ð75:2Þ

In which, x% is the time ratio of sleeping. And we just assume Tfull% equals
10 % for simplicity. With x changing, the result of saved power is show in
Table 75.2.

75.5 Conclusion

With PCM’s advantages of non-volatile and low power consumption, the paper
introduces a new design that accelerates the processing of system suspend and
resume. Since PCM is still in the experimental development stage, prototype in the

Table 75.2 Performance of memory and file system operation

Tfull% 10 % 10 % 10 % 10 % 10 % 10 % 10 %
Tidle% 90 % 75 % 60 % 45 % 30 % 15 % 2 %
Tsleep% 0 % 15 % 30 % 45 % 60 % 75 % 88 %
Power save (W) 0 W 9 W 18 W 27 W 36 W 45 W 52.8 W
Power save (%) 0 % 13.69 % 26.97 % 41.06 % 54.75 % 68.44 % 80.30 %

Table 75.1 Performance of CPU

Processor, processes—times in microseconds, smaller is better

Open clos Slct TCP Sig inst Sig hndl Fork proc Exec proc Sh proc

Kernel 2.63 2.66 0.34 1.27 95.4 341 1293
Kernel modified 2.67 2.72 0.36 1.31 99.4 353 1343
Diff -0.04 -0.06 -0.02 -0.04 -4 -12 -50
Overhead 1.52 % 2.26 % 5.88 % 3.15 % 4.19 % 3.52 % 3.87 %
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paper is implemented in the emulator of QEMU. Compared with the conventional
strategies, the experimental result shows that the Suspend-to-PCM strategy has a
better performance than Suspend-to-disk and sacrifices a small part of performance
in exchange up to 80.3 % energy saving than Suspend-to-ram. Besides, factors
influencing Suspend-to-PCM in virtual environments are analyzed in the experi-
ment. With the size of memory increasing, the cost of the Suspend-to-PCM increases.
Meanwhile, effect of kernel modification on performance is less than 6 %. To sum up,
it is believed that the Suspend-to-PCM strategy is capable lowering the power
consumption in data centers especially when the cluster volume is large.
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Chapter 76
A Web Content Recommendation Method
Based on Data Provenance Tracing
and Forecasting

Zuopeng Liang and Yongli Wang

Abstract How to choose an appropriate releasing strategy for site content, and
which one caters to user’s habits, have become the main challenges. This article
provides a provenance-aware model to design the content of the website. Based on
the user’s browsing history data, it constructs timed automaton that can trace the
provenance of the data to find what the user may be interested in, and it establishes
a Markov chain model to determine the content of the link relationship. Experi-
ments show this model not only meets the dynamic needs of users when they
browses the site, but also gives certain options to the administrator of site content.
It provides recommending result efficiently and should have a bright application
prospect.

Keywords Content recommendation � Data provenance � Timed automation �
Markov chain

76.1 Introduction

With the advances in Web technology, the amount of information inherent in the
Internet became more. How to provide targeted, appropriate information to user
presents many challenges for the field of information retrieval (IR).
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The site administrators not only need to obtain reliable data in a complex,
interconnected network, but also need to explore all kinds of network users’ needs.
Web-based development has changed the traditional development method such as
data flow, storage, and statistics. Firstly, it is extremely easy to access data and
copy data on the network environment, which causes the reliability of data is
difficult to be guaranteed; secondly, the pages in the browser are evolving and
expanding, and the relationship between the pages is relatively unstable.

In recent years, Web applications are booming, and the study on the Web
personalized recommendation are quietly rising [1]. However, the defect of these
algorithms is that it cannot meet the needs of most users and only provide a
recommendation for the specified user. A data provenance consists of the entire
processing history of the data, which includes its source and all subsequent pro-
cessing steps [2]. If we regard the click history or browsing log as the data
provenance of certain user, we can use provenance workflow to trace the habit of
the user. There are two approaches to calculate the data provenance: query
inversion mode (‘‘lazy’’ approach), and labeling mode (‘‘eager’’ approach) [3].
This article uses ‘‘eager’’ approach to calculate the data provenance.

There are some existing methods, such as timing diagram, provenance diagram,
XML DTD (XML Schema), to realize a labeling mode based on workflow
provenance [4, 5]. In the forecast, policy makers always expect subjective judg-
ments as much as possible close to the objective judgments [6]. Markov chain
algorithm provides us with the scientific method to resolve these problems [7].
However, the existing prediction models only process the basic data structures and
do not fully mine inter- relationship of access log.

We annotate these data to establish the state of the automaton, and the Content
Manager can achieve the content semantics that users concern. On this basis, we
use the extended Markov chain model to predict the order of the browsing the web
content by user.

76.2 Definition of Timed Automata Model

The proposed recommendation model supports time constraints about accessing
Web network, the Web Workflow is a real-time workflow.

Definition 1 (Web real-time workflow): Web real-time workflow consists of
activities, participants and dependencies between activities. An activity refers to a
separate step in the business processes; it can be viewed web content that users
browsed. A participant mainly refers to the user. A dependency determines the
execution order of activities and data flow between activities, which is the con-
version between the web content.

A timed automaton is widely used in the modeling and verification of real-time
systems. Constructing a timed automaton for Web accessing can record timing
constraints relationship between which the user browses the web pages.
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Definition 2 (Time automata): timed automata A is a seven-tuple ðS; S0;
R;X; I;E;FÞ; where S is a set of finite states, which indicates all state of web
content. S0 � S is the initial state set, which denotes the first web page content.
R is a finite event set, which includes clicking on the link, closing the page. X is a
finite clock set. I is a mapping, which assigns a timed constraint in clock con-
straints set U(X) for each state s in S.

When the clock of the page state does not satisfy the timing constraint, the
automata must be able to perform the migration to leave the web page content.
E � S� S� R� X � U is a collection of content conversion. A conversion
\s; s0; a; k; d[ denotes that when an event a occurs, the web content converse
from s into s0, where k � X is the resetting zero value of the clock collection while
the conversion occurs; d is a time constraint in X, which specifies the time con-
straint to met the conversion condition. We denote the time constraints of users

browsing in specified contents ass�!a;k;d s0; where a, k and d can by default. F � S is
the set of states of termination of the web content.

We construct a four-tuple t; ip; s; s0ð Þ for a specific website. This data structure
represents that a user, whose IP address is ip, transferred from the content s to the
content s’ during time t. For example, Fig. 76.1 shows a timed automaton based on
3 web pages content.

While the state transition occurs, timed automata record and transfer the
identity of the relevant web content. The timed automaton can constantly update
data set to reflect the latest status of the user. Thus, it provides considerable
flexibility and scalability.
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Fig. 76.1 Three web pages
of timed automata
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76.3 Forecasting the Content of Links Based
on Markov Chain

When users are browsing the web, it is difficult to identify the inherent regularity
to discover clicking on which link and selecting the link in what order in the
complex environment. We propose a method to predict the linking content that the
user select based on time automata.

76.3.1 The Markov Chain for Web Content

Definition 3 (Web Markov chain): Suppose that X nð Þ; n ¼ 0; 1; 2; . . .f g is a
random sequence and Q is a discrete state space, if for any m non-negative integers
n1; n2; . . .; nmð 0� n1\n2\ . . . \nmÞ; any natural number k, and arbitrary
i1; i2; . . .; im; j 2 Q meet:

P X nmþkð Þ ¼ jjX n1ð Þ ¼ i1;X n2ð Þ ¼ i2;X nmð Þ ¼ imf g
¼ P X nmþkð Þ ¼ jjX nmð Þ ¼ imf g: ð76:1Þ

We call X nð Þ; n ¼ 0; 1; 2; . . .f gas a Markov chain. If nm represents the present
moment, n1; n2; . . .; nm�1 represents the last moment, and nmþk represents the
future moment. Eq. (76.1) shows that the webpage content j in the future moment
nmþk only depends on the webpage content in the present moment nm; In the other
word, the webpage content j in the future moment nmþk is independent of the
webpage content in m-1past moments n1; n2; . . .; nm�1: This reflects the charac-
teristic of Markov process.

Markov chain is a particular case of the Markov process. Markov chain model
of the Web content describes that the state of webpage content change from the
past to the present, and from the present into the future, which changes one by one.
It like a chain and has no aftereffect. The Markov chain reflects the randomicity of
user’s browsing behavior.

We denote the data to be forecasted as an instance of seven-tuple from timed
automata. The transition probability matrix can be updated dynamically, and the
calculation process can be executed according to the recurrence relation. As long
as the initial web content that the transition matrix obtained is accurate, the future
of predicted link results has certain credibility.

A random sequence with the characteristics of the Markov chain can be divided
into m states, for example, i1; i2. . .im in Eq. (76.1)… and j. In this paper, the
interlinked webpage content can be seen as the different status. The state
space is Q � S; which represents the collection of webpage content. For example,
Q ¼ 1; 2; 3; 4; 5; 6f g; each element corresponds to the contents 1 to the contents 6.
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76.3.2 State Transition Matrix

The basic idea of Markov prediction is to obtain the state transition matrix of
sequence using the original data sequence. The goal of Markov prediction is to
estimate the future development trend according to the state transition matrix.

Definition 4 (Conditional probability): The condition probability P fX nmþkð Þ ¼
jjX nmð Þ ¼ ig ¼ Pij m; kð Þ; we call Pij m; kð Þ as k-step transition probability at
moment nm. After k-step transition, Web content i inevitably reach one webpage
content in set Q, and only to reach one webpage content. Thus, k-step transition
probability meets the following conditions:

Pijðm; kÞ� 0; i; j 2 Q; ð76:2Þ
X

j2E

Pij m; kð Þ ¼ 1; i; j 2 Q: ð76:3Þ

Assume that the transition probability Pij (m, k) of Webpage content does not
depend on the Markov chain of m, we call Pij (m, k) as homogeneous Markov
chain. The status of the webpage is relevant to the starting content i, transfer step
number k and the reaching content j. It is not relevant to m. At this point, we
denote k step transition probabilities as Pij (k), namely:

PijðkÞ ¼ Pijðm; kÞ ð76:4Þ

We use a transition probability matrix to represent the changed probability
during transferring from one state to another state in Markov chain. For Webpage
content space Q = {1, 2, 3, 4, 5, 6}, the corresponding one step state transition
matrix is as following:

P(1) ¼

P11 P12 . . . P16

P21 P22 . . . P26

. . . . . . . . . . . .
P61 P62 . . . P66

2

6

6

4

3

7

7

5

ð76:5Þ

The i-th row, j-th column element Pij in P (1) represents the one-step transition
probability while the Markov chain model transferred from the webpage content
i to webpage content j.

76.3.3 Calculation of Transition Probability Matrix

In timed automata model which annotates browsing workflow, when the transition
of state occurs, the timed automata record two webpage content that corresponds
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to the transferring, and denote it as the four-tuple (t, ip, s, s’). We let Nij represents
the number of the transition during the t period while transfer page i to page j. During
t statistics period, the number of four-tuple meet the s = i and s’ = j is Nij.

Pij ¼
Nij

P

6

j¼1
Nij

1� i; j� 6ð Þ ð76:6Þ

The k-step transition probability is Pij(k), we can obtain the recurrence relations
using C-K equation:

P kð Þ ¼ P 1ð Þ P k � 1ð Þ ¼ P k � 1ð Þ P 1ð Þ ð76:7Þ

Thus,

P kð Þ ¼ P 1ð Þ P 1ð Þ. . .P 1ð Þ ¼ P 1ð Þk ð76:8Þ

It is vital to keep the one-step-state transition matrix correctness, which ensures
the forecast close to the true value of the k-step transition of webpage content.

76.4 Experimental Analyses

Experiments establish on the basis of a small website. We use the Visual Studio
2005 to implement all the algorithms. The base station server is an IBM com-
patible computer (CPU Intel(R) Xeon(R) E5620 2.40 GHz and RAM 12 GB), and
the OS is Windows 7.

We found that the state transition matrix approach stable when k = 5. For this
experiment, the one-step transition will be able to reflect the user’s browsing
habits. According to one-step state transition matrix, we use the web page, which
was visited with the maximum probability, to speculate the user’s browsing order.
For example, we should push the webpage content in the following order for the
above matrix P: webpage content 1 ? webpage content 4 ? webpage content
5 ? webpage content 6 ? webpage content 3…

76.4.1 Verification of Reliability

The algorithm calculates the transferring probability of webpage content based on
the data provenance of timed automata. In order to verify the reliability of the
probability, we set the order 1! 4! 5! 6! 3. . .; in which the user’s actual
browsing the webpage within a period as a standard. And we explore the variance
between the probability matrix generated from timed automata and the actual
probability matrix.
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We sample the running example and achieve the statistical transferring
sequence as follows:

(1) Start from the webpage content 1 and go to webpage content 2, 3, 4, 5, 6,
probability: 5.1, 36.7, 48.2, 3.5, 6.5 %;

(2) Start from the webpage content 2 and go to webpage content 1, 3, 4, 5, 6,
probability: 18.6, 14.7, 9.7, 10.5, 46.5 %;

(3) Start from the webpage content 3 and go to webpage content 1, 2, 4, 5, 6,
probability: 15.5, 8.7, 57.2, 12.5, 6.1 %;

(4) Start from the webpage content 4 and go to webpage content 1, 2, 3, 5, 6,
probability: 11.1, 1.7, 17.2, 23.5, 46.5 %;

(5) Start from the webpage content 5 and go to webpage content 1, 2, 3, 4, 6,
probability: 14.6, 12.2, 24.7, 12.0, 36.5 %;

(6) Start from the webpage content 6 and go to webpage content 1, 2, 3, 4, 5,
probability: 25.1, 16.3, 32.1, 4.2, 22.3 %;

The probability variances in one-step state transferring matrix are 0.068, 2.468,
1.07, 0.402, 3.102, 2.088. Variance range is less than 3 basically, which is within
the acceptable range. Figure 76.2 shows the trend of the variance of state transition
probability.

We construct the proposed algorithm on the basis of the access log and click
historical data, and we fully take into account the actual user’s browsing habits.
Thus, the data set that algorithm obtained is authentic. One-step state transition
matrix is been calculated statistically by analyzing the history of user’s clicking on
a link. Therefore, we believe the state transition probability that generated from
timed automata is credible.
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76.4.2 Validation of the Recommended Quality

In order to verify the performance of the algorithm, we compare the proposed
algorithm and the collaborative filtering algorithm that mentioned in the related
work. Collaborative filtering algorithm is the most widely used personalized
content recommendation algorithm.

In order to measure the quality of the recommended content intuitively, we use
the average absolute deviation (MAE) [8] as referral service quality standards.
Support that the forecasted set that consists of N user’s scores is {m1, m2…, mN},
the actual score set of user’s ratings is { n1, n2…, nN }, the MAE defined as
following:

MAE ¼

P

N

i¼1
jmi�nij

N
ð76:8Þ

Figure 76.3 shows the MAE comparisons of the collaborative filtering algo-
rithm and the proposed in this paper. We can conclude that the accuracy of the
automata-based Webpage content recommendation method is higher than one of
the collaborative filtering algorithms.

Collaborative filtering algorithm uses the similarity between the users to filter
information. However, the main drawback of this algorithm is that the similarity
bears sparsity problems and scalability problems, and the similarity of the user
calculated by this algorithm has a certain deviation. The proposed algorithm in this
paper directly establishes in the habits of user’s accessing content; thus the MAE is
relatively low. In addition, we can update the recommended strategy and
dynamically know the user’s new interest; thus the proposed algorithm is high
flexibility and wide applicability.
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76.5 Conclusion

In recent years, Network resources have increasingly become an indispensable part
of people’s lives, which brings a golden opportunity for businesses recommen-
dation. Researchers creatively use timed automata, which is constructed by a
labeling workflow method, to find Webpage content that is welcomed by users in
this paper. Researchers employ Markov chain principle to establish the content
link model. Based on this method, the website content administrator can design
web pages that users are most interested in. This model is not only convenient for
the user to view, but also improves the efficiency and quality of the user’s view.
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Chapter 77
Research and Implementation of Massive
Data Atlas Visual Strategy

Peng Wang and Shunping Zhou

Abstract In order to solve the display problem with massive data atlas, researchers
propose five kinds of visualization strategy to improve the display efficiency in this
paper. By using the strategy of establishing the atlas map frame index, hierarchical
visualization, real-time dynamic projection, double buffering ? multi-threading
data dynamic annotation, local cache based on spatial data mining visualization,
researchers basically solve the problems existing in the process of multi-source
heterogeneous mass data atlas display. The strategy has achieved on the MapGIS
K9-based platform and successfully applied to the basis of the outcome of mapping
system of the national fundamental geographic information center. Researchers
found that the display strategy is significantly more efficient than traditional visu-
alization strategy. Thus, the effectiveness and accuracy of the algorithm are verified.

Keywords Massive data � Atlas � Visualization strategy

77.1 Introduction

With the widespread application of GIS, an increasing number of industries are
involved in GIS. A variety of GIS data systems do not have a unified standard, but
it’s likely to intercross and need for integration of multi-source heterogeneous data
[1]. In order to manage the multi-source heterogeneous mass data, we choose atlas
model of MapGIS platform, and firstly the display efficiency of massive data atlas
is an urgent problem to be solved.
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77.2 Atlas Model of MapGIS Platform

Atlas model management of MapGIS platform adopted a cube model (Fig. 77.1)
based on map frames and map layers [2]. Map frame units manage spatial data in
the atlas management model, which constitute horizontal grid. Individual frames
are composed by several layers in vertical overlap [3], layers division correspond
to the division of the input editing layer class, such as administrative boundaries
layers, water system layers. Layer horizontal division makes gallery management
more rational, more layered.

77.3 Atlas of Huge Amounts of Data Visualization Strategy

In order to reasonable and efficient display multi-source heterogeneous atlas of
huge amounts of data; we propose the following visualization strategy.

77.3.1 Establish the Atlas Map Frame Index

The map frame management index is established by the characteristics of the
spatial data’s horizontal framing and vertical stratification [4], which is beneficial
to query and select the atlas frame data. The atlas visualization process is divided
into two processes (1) Using the particular range to query extract spatial data, (2)
Drawing this particular data on the screen. Creating map index can improve the
speed of querying extract data, is the first step to improve the efficiency of display
process. Testing proved that when the space numbers of features are about 300
million or so, if you create a frame index and use the index filters the space data,
the shortest response time was only 2 s, so we can create map frame index to
improve the query efficiency of massive data atlas.

Fig. 77.1 Atlas cube
management model
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77.3.2 Hierarchical Visualization Strategy

When atlas of graphic information is displayed to the subscriber, the region of
display information received by the user was only the region of the computer
screen [5], due to the limited display area of the atlas; user is difficult to obtain
their useful information unless we choose the display ratio control and content
hierarchical display. To make atlas more naturally display the data layers and give
user a better interactive experience, we can set the displayed radio to achieve the
purpose of the outline. After setting a suitable displayed radio, the atlas can
dynamically adjust displayed loading capacity. Due to adjust the display ratio, in
small scale, the map information displayed relatively rough, in large scale, rela-
tively detailed map information displayed. The hierarchical visualization strategy
can be a good solution to the problem of multi-scale feature class displaying in the
same view. Therefore, the use of hierarchical visualization strategy can quickly
improve efficiency of massive data atlas display.

77.3.3 Real-time Dynamic Projection Strategy

In view of atlas manages massive heterogeneous data with different reference
coordinate system; we must solve the problem of unified reference coordinate
system before the integration of heterogeneous data show. We can set the refer-
ence coordinate system of the atlas when atlas integrated display [6], atlas will
real-timely dynamic project the heterogeneous data to the setting coordinate sys-
tem, and then unify display projected data, so end-users can preview of the multi-
source heterogeneous data in the same view, such as raster and vector data overlay
display in the same view is shown in Fig. 77.2, the use of dynamic projection can
solve different reference coordinate system of heterogeneous data integration
display.

77.3.4 Using of Double Buffering 1 Multi-threading
to Achieve Efficient Mass Data Dynamic Annotation

Double buffering technique means to not modify visible graphics cache conditions,
and request a equal size storage of screen area in memory, the image which will be
displayed is simultaneously drawn in the virtual memory, then directly copy vir-
tual memory to the visible pattern cache (because of memory copying, the entire
copy process is very quickly). Drawing process need not to directly operate on the
screen, but operate the background of virtual memory, so it is a good solution to
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the jitter, flicker problem of screen draw. Therefore, using this method can sig-
nificantly improve the drawing speed, enhanced graphics effects. Its principle is
shown in Fig. 77.3.

Fig. 77.2 Atlas of vector and raster data unified display

Normally display: 
directly draw on the 
screen

double buffering 
display:(1)draw in the 
background of virtual 
memory

virtual memory

(2)directly copied virtual 
memory to the screen

Fig. 77.3 Double buffering schematic diagram
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Figure 77.4 depicts a conventional dynamic annotation process, which is the
most intuitive and simple manner, after the completion of the vector data display,
then obtain the corresponding original data from the database in accordance with
the display range. After the dynamic projection of the original data, calculate the
annotation point position and its related information, and then dynamic annotation
according to the annotation information. The advantage of this way in the practical
application of the process is intuitive and simple, its correlation function is easy to
implement, but its obvious shortcomings is that the method process is extremely
inefficient in the practical application.

Figure 77.5 describes improved double buffering dynamic annotation mode, In
the process of the vector data atlas show, when the data’s display range is acquired
from the database, the projection data’s spatial information associated with the
attribute information stored in the corresponding memory buffer, using of general
flow to display vector data with range, after completing the display of the vector
data, then calculating the note according to the space within the data buffer
(completed dynamic projection calculation) and attribute information. This way
greatly improved the efficiency of the whole show, but affects the speed of the
graphics display, due to adding a dynamic annotation process in the graphical
display of the process.

Figure 77.6 depicts a multi-threaded ? double buffering to achieve dynamic
annotation, the double buffering dynamic annotation based on a multi-threading
support, new threads to achieve double buffering of dynamic annotation, so as to
avoid affecting the image display speed and solve the problem which exists in the
double buffering dynamic annotation, multi-threaded ? double buffering
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original data

vector data 
display

dynamic 
annotation

obtain the 
corresponding 
original data 

again

Fig. 77.4 Traditional
dynamic annotation mode

obtain the 
corresponding 
original data

vector data display 
and attribute 

information stored 
in the memory

copy memory 
buffer to screen 

after vector data 
display

Fig. 77.5 Double buffering
dynamic annotation mode
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combined dynamic annotation has a very high efficiency display, but the specific
logic implementation is relatively complex, need to accurate handle the critical
region, mutex semaphore.

77.3.5 The Local Cache Based on Spatial Data Mining
Visualization Strategy

Spatial data mining refers to using space or attributes condition to extract user’s
interested spatial patterns, characteristics, spatial and non spatial data universal
relation from the spatial database [7].

In order to efficiently display data atlas, we consider using a local cache. As the
amount of data is too large, directly cached massive amounts of data from the
database to the local which is time-consuming, wasting of disk space. Therefore
we need to analyze the characteristics of the data, as well as the regular habits of
users to preview data, then organize and manage the cached data, thus efficiently
show users’ most interested content. We carefully analysis of the spatial and
attribute data according to the idea of spatial data mining, and ultimately achieve a
unique visualization strategy based on local cache of spatial data mining.

Based on spatial data mining visualization of local cache strategy process is:
firstly, we choose a layer of the original spatial data in the massive data atlas for
data mining by attribute extraction classification, and then create a local cache
atlas to manage the multiple local extraction results class. By the atlas hierarchical
visualization strategy such as configuration transition display ratio or layer display
sequence, we can make local cache atlas meet our users’ preview habits, natural
transition, and rapid response effect. The layer data in the atlas, no longer display
the original spatial data, but display the configured local cache atlas. We can
greatly improve the spatial data visualization efficiency by setting the local cache
atlas.
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memory

Public memory
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delete a feature 

from memory after 
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copy memory 
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Fig. 77.6 Multithreaded dynamic annotations
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In Fig. 77.7, we use the National Geographic Information Center’s 1:25 million
achievement database map set’s boundary line layer (bount.wl) as an example.

77.4 Conclusion

Massive data atlas visualization strategy presented in this paper basically solves
the problems that exist in the process of multi-source heterogeneous mass data
display, and significantly improve the efficiency of displaying huge amounts of
data. It also solves the multi-scale, multi-source heterogeneous data integration
display problems, and massive data dynamic annotation inefficiencies. This paper
innovatively has proposed visualization of spatial data mining strategy based on
local cache, making the local cache with flexible configuration features. Caching
strategy greatly optimizes the massive data’s visual effects. Due to the complexity
of the vast amounts of data, there are still some visual problems to solve in pending
further study, such as how to ensure the consistency of the cache data with the
original data, the establishment of dynamic tile cache.
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Chapter 78
The Autonomous System Topology Build
Method Based on Multi-Source Data
Fusion

Jingju Liu, Guozheng Yang and Huixian Chen

Abstract The Internet topology can be analyzed from four different granularities.
This paper aims at the Internet AS level topology. Firstly, it introduces some current
related researches about this project, and summarizes the hierarchy structure of AS
topology. Then it analyses the obtaining method of three possible data sources which
are BGP route info, IRR data and traceroute probing data. According to the different
characteristic of each data source, researchers list the advantages and disadvantages
when using these data to build AS topology. Due to the excellence of BGP route info
in node perfectibility and recognizing correctness, a new AS level topology build
algorithm is put forward based on BGP route info, and fused with IRR data and
traceroute data. Each step of algorithm is discussed in detail. To prove the algorithm
validity, three types of real data were collected to build an AS topology in experi-
ment. The node count and link count are calculated by each step, and the node degree
distribution curves of our result are compared with related research, which show that
our algorithm is effective in building a more comprehensive AS topology.

Keywords Data fusion � AS level � Network topology � Build method

78.1 Introduction

Internet has developed to a large scale complex network today. In order to
understand the Internet structure, we can recognize it from four levels. There are
IP interface levels, router level, POP (Point Of Presence) level and AS (Autono-
mous System) level, as shown in Fig. 78.1.
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The lowest level is IP interface topology which describes the logic connection
between all IP interfaces from different routers. The second level is router
topology which can be obtained from IP interface topology by combining several
IP interfaces belong to same router into one network node. Combining routers in
same geographic position into one network node, we can further get the third level
POP topology. The last level is AS topology. AS is the short for Autonomous
System which means a group of routers network constructed by one manage
department. Using AS node denotes its interior network and AS link denotes the
business relationship between different ASes, the AS topology can reflect the
macrostructure of whole Internet.

At present, BGP route info, IRR data and traceroute probing data are three main
sources to build AS topology. Mahadevan distills the common AS nodes from
these three data sources, and builds three type of AS topology from each data
source [1]. Oliveira analyzes the evolution of AS node and link by using these
three data sources respectively [2]. In order to study the characteristic of different
relationship between ASes, Cohen uses BGP route info and IRR data to build an
AS topology [3]. Because different data sources always have bias in building AS
topology respectively, we will consider how to fuse these three data info to build a
more comprehensive AS topology.

78.2 The Structure of AS Topology

According to the AS role in Internet, the AS topology can contain three layers,
they are network core layer, network transit layer and terminal customer layer.
Network core layer is composed of several top tier ASes. These ASes have large
scale and achieve the backbone transit between different continents. Due to the
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POP

POP

POP

Router

IP InterfaceAS2

AS3

POP

POP

POP

Fig. 78.1 Four levels internet topology sketch map
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connectivity is the most important factor between top tier ASes, they often build
the peer-to-peer relationship to exchange each data flow. In network transit layer,
ASes play a data transit role in some country or area interior. Generally speaking,
the large AS provides the connection service for smaller AS, and builds provider-
to-customer relationship with each other. So the network transit layer in AS
topology displays loose connection state. In terminal customer layer, the count of
AS node is far more than other two layers [4], but the structure is simple. These AS
nodes often connect one or several provider ASes, and form a tree-like structure.
The structure of total AS topology is shown as in Fig. 78.2.

The AS topology changes all the time. For example, some ASes prefer to con-
nect to large ASes for shorten its data transit path, others want to strength its
network robust and connect to several provider ASes to form multi-host connection.
Furthermore, the appearance of backup links make quite a few AS links just work in
network failure. All these factors cause AS topology become more complex.

78.3 AS Topology Building Method

78.3.1 Data Source Analysis

BGP route info contains a series of AS paths to target network. So we can analyze
the AS link relationship from it. At present, the most famous project is Route-
Views Project [5]. Oregon university has start RouteViews Project since 1999;
they set BGP routers to connect with other ASes BGP routers, and receive route

Network core Layer

Network Transit Layer

Terminal Customer Layer

Provider-to-Customter 
Link

Peer-to-Peer Link

Fig. 78.2 As topology structure sketch map
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updateinfo by creating BGP sessions. In RouteViews Project website, we can
download route real-time info and history info directly.

Internet Routing Registry (IRR) is a distributed route info database by manual
maintenance. There are 32 IRR organizations at present [6]. The most famous one
in them is RIPE IRR. Due to the IRR data contain some special info which can
hardly get from other methods, this type of info is also important to discover AS
relationship.

By using traceroute mechanism, we can get the IP route path to some target
address. Converting each IP address into AS number, the AS path is indirectly
obtained. This info can also use to build AS topology.

78.3.2 The Characteristic Comparison of Three Data Source

Although each data source can use to build the AS topology, they have different
characteristics. Firstly, BGP route info root from real BGP routers, this type of info
has well validity and veracity, but lack of backup link info between ASes. Due to
the limitation of route strategy, a large number of peer-to-peer links cannot be
record [4].

Secondly, IRR data comes from manual database, the main problem to use IRR
data is that the data validity cannot ensure. However, the IRR data also has some
advantages which other data source haven’t. IRR data contains newest route info,
and the redundancy is low. A large number of peer-to-peer links and backup links
are record in IRR data. Besides, the data properties from IRR are the richest in all
data source, such as AS Name, Management, Geography position and Contact.

Thirdly, traceroute data need to probe a series of target IP addresses to achieve.
This type of data has well controllable, and the IXP info can be found during IP
path converting AS path. If one IP can convert into several ASes at same time, the
confusion happens. It needs to set some rigorous rules to solve this confusion.

Table 78.1 has summarized these three data sources characteristics.
The way to get BGP route info and traceroute data are belong to active probing

method, so they have high validity and local bias. Although the traceroute data
obtaining method is hard, it can improve the IXP discovery rate in AS topology.
IRR data is the knowledge info published in the Internet, the quality of IRR data is
different in different areas, but analyzing these data is useful to discover a large
number of peer-to-peer links and backup links. So it has an important role in
building AS topology.

78.3.3 AS Topology Building Algorithm

Based on the excellence of BGP route info in node perfectibility and recognizing
correctness, our algorithm chooses the BGP route info as original analysis data.
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Firstly, use BGP route info to build a rough AS topology. Then add new AS nodes
and links analyzed from IRR, and store additional info to describe each AS. At
last, discover IXP info from traceroute probing data. We collect IXP list from
some public websites [7], and adjust correlative nodes and links in current AS
topology. The total algorithm sketch is shown as follows.

There are three main problems in analyzing BGP route info.

• Aggregation problem. Aggregation is one combination method in BGP routers
to reduce the count of route. When several routes to one target network have
same sub routes, they may aggregate to one route. For example, the aggregated
route (2497 1668 10796 {11060, 12262}) contains two independent route. They
are (2497 1668 10796 11060) and (2497 1668 10796 12262).

• Fake AS number problem. BGP routers often choose customer routes, peer
routes and provider routes in turn according to its local strategy. When the type
of route confirmed, the shortest path will be always chosen. The fake AS number
can be added to change the route choosing in result. For example, the AS-Path
(4513 701 6496) and (4513 8701 11853 6496) are two same type routes to
certain target. According to route strategy, the first one will choose. By adding
fake AS number 6496 we can make this route become (4513 701 6496 6496
6496), then the second route will choose. In our analysis algorithm, it needs to
reduce the redundancy for each AS-Path.

• Private AS number problem. Such as private IP addresses exist, a section of AS
numbers are private. The range is from 64512 to 65535. These private ASes are
used to partition several areas in one AS inner. So if the private AS number
appears in BGP route info, it must be a configure mistake. We just lose this route
for simple.

After analyzing BGP route info, the IRR data need to be fused in current results.

• Choose aut-num object in IRR data which is updated in three years. If there are
several records for same one aut-num object, just choose the nearest one.

• For each AS node, firstly check if it exist in anterior BGP analysis result. If not,
this AS node cannot add in AS topology directly. Because some ASes just

Table 78.1 The Characteristic Comparison of Three Data Source

Data source BGP route info IRR data Traceroute probing data

Data obtaining Easy Easy Hard
Validity High Low High
Node perfectibility High Low Determined by probe range
Link perfectibility Low Low Low
Recognizing correctness High Median Median
Link type bias High None High
Area bias Median High High
IXP discovery rate Low Low Determined by probe range
Backup link discovery rate Low High Low
Other info None Several None
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register their route strategy in IRR, but never implement in real network. So it
still needs to check correlative aut-nums to validate the symmetrical route
strategy if exist. For example, if aut-207 has output strategy to aut-701, then
need to check if aut-701 has input strategy to aut-207. When both strategies
exist, the aut-num object is valid.

• The valid AS link analysis between two aut-nums follows above validation rule.
• Extract affiliated info. We extract affiliated AS info from aut-num object, such

as AS Name, Management, Geography position, Contact and so on.

At last, the traceroute data need to be fused in current AS topology result. We
adopt the longest mask matching method to convert each IP address to one net-
work, and search the AS number which does this network belong to. When one IP
address can convert to several ASes, we solve these ASes as an AS-Group.

For each AS-Group, firstly, our algorithm checks the IXP’s AS number if it
exists. Then we analyze the previous AS and the next AS of this AS-Group if
connect directly in current AS topology. This AS-Group is replaced by the IXP AS
number.

For each non-IXP AS-Group, we need to use current result to check the pre-
vious AS and the next AS of this AS-Group if connect each other. Based on
Sect. 78.3.2 analysis, let ASListprev denotes for the AS list extracted from BGP
result by previous AS, ASListnext denotes for the AS list extracted from BGP result
by next AS, then ASListcommon = ASListprev\ASListnext denotes for the AS list
simultaneity belong to both. Let ASSet = ASListcommon \ AS-Group. If
ASSet = U, it means any AS in ASSet can replace the AS-Group, so we choose a
random one to replace the AS-Group. If ASSet = U, we treat this AS-Group as
wrong info.

Pass through above steps, a more comprehensive AS topology can be build.

78.4 Experiment

By our independence probing in March 2012, we get the traceroute data. So the
BGP route info and IRR data are collected at the same time. The BGP route info
comes from Routeviews Project, the IRR data is obtained from 32 IRR database.
The AS nodes and links analyzed from these three data source are shown in
Table 78.2.

In Table 78.2, nodes and links from BGP take the biggest proportion. The main
reason is that our BGP data comes from BGP router which connects to other AS
backbone BGP routers; it includes a large number of global routes. Besides, we use
BGP data as original analysis data, when analyzing IRR and traceroute data, many
nodes and links info have been discovery by BGP. Traceroute data are analyzed
from 228860 aggregated global network address probing. Fusing these three type
of data, the AS topology contains 30775 AS nodes and 67838 links in total.
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Because the AS topology has large scale and complex characteristics, current
researches often compare the network characteristics with others result for vali-
dation. We mainly calculate the node degree distribution of our AS topology and
compare it with related result. Figure 78.3 displays the node degree CCDF
(Complementary Cumulative Distribution Function) curves when fusing three
types of data. k denotes node degree, and Pk denotes the complementary cumu-
lative distribution value. In Fig. 78.3, in order to distinguish different result curves,
the small picture in left down displays the CCDF curves of BGP and BGPU IRR.
We can see that the CCDF curve of pure BGP data has obvious power-law
characteristic. When fusing IRR analysis result, the middle of curve will raise a
little. The reason is that more peer-to-peer links are found in IRR data, and make
the count of middle degree node rapidly increase. When fusing traceroute data, the
CCDF curve has little influence. The reason is that BGP data and traceroute data
have similar characteristics. Although the traceroute data can find IXP info and
change AS topology fractionally, this change cannot influence the CCDF curve.

Table 78.2 Data analysis result

Data source Node count Link count

BGP 29895 61430
IRR 5429 11736
Traceroute 6687 10418
BGP U IRR 30592 65503
BGP U IRR U traceroute 30775 67838

Fig. 78.3 The node degree
CCDF of out result
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Figure 78.4 displays CCDF curves of each type of data source independently.
Compared with Fig. 78.3, we can see the consistent result. It needs to point out
that Fig. 78.4 only use the common info in all three data source. Our work is from
the data fusion role, the data scale is larger, and keeps more extra information.

78.5 Conclusion

In summary, this paper analyzes the characteristic of BGP route info, IRR data and
traceroute probing data. To solve the localization when using single data source to
build AS topology, we put forward a new AS level topology build algorithm based
on BGP route info, and fused with IRR data and traceroute data. In experiment, we
use real data to execute algorithm and compare the result with related research
which proved the validity and correctness of the algorithm.
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Chapter 79
Salinity Time Series Prediction
and Forecasting Using Dynamic Neural
Networks in the Qiantang River Estuary

Xingguo Yang, Hongjian Zhang and Hongliang Zhou

Abstract The early warning of saltwater intrusion is an important work for
ensuring the drinking water supplies. To forecast and predict the daily maximum
salinity for the water withdrawn for the waterworks located along the Qiantang
River, the nonlinear autoregressive networks with exogenous inputs (NARX)
model was applied. Since the multivariate time series of flow, the tide range, the
salinities and the water levels observed at 8 gauging stations have great impact on
the salt concentration in the river, this will bring in a large number of inputs when
these variables directly fed into the NARX model and add unnecessary model
complexity and poor performance. Therefore, the dynamic principal component
analysis (DPCA) was used to reduce the data redundancy. Simulation predicted
results show that the NARX model using DPCA can predict salinity in the river
accurately, moreover, this method not only reduces the input dimension and over-
fit the equation, but also enhances the model performance and the generalization
ability considerably.

Keywords Time series � NARX model � DPCA � Prediction � Saltwater intrusion

79.1 Introduction

Water managers require a predictive model for the management of estuarine water
resources as functions of geometry, freshwater flow and tide [1]. In many rivers,
water is withdrawn for irrigation and drinking purposes, and if it is contaminated
by salt from the sea, it is no longer useable [2]. The recommended threshold value
of salinity for drinking water is less than 250 mg/L, namely, 0.45 %.
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Although sophisticated three-dimensional numerical models are available to
provide detailed solutions to critical environmental impact problems, a large
amount of field data and much effort are often needed to calibrate and verify these
numerical models for engineering applications. Therefore, in preliminary engi-
neering studies, simple one-dimensional or time series models are quite useful for
engineers to make rapid preliminary estimates of salinity change that may result
from the modification of the tidal river [3]. For the strong tide, the saltwater and
the fresh water mix well in Qiantang River, one dimension time series model can
be used to predict the saltwater intrusion.

79.2 Site and Data Sets

The Qiantang River is one of the largest rivers in China, it springs from the borders
of Anhui and Jiangxi provinces and passes through Hangzhou, the capital of
Zhejiang province, before flowing into the East China Sea passes through
Hangzhou Bay as shown in Fig. 79.1.

Hangzhou, is located downstream of the Qiantang River which is a typical tidal
river. Currently, domestic, irrigation and industrial water supplies of Hangzhou are
all mostly withdrawn from the Qiantang River, and will be subjected to the effect
of saltwater intrusion during the dry season and spring tide every year.

The length of saltwater intrusion and the saline concentration in the Qiantang
River estuarine area primarily depend on the upstream discharge and downstream
tide. When the low water discharge increases, the saltwater intrusion will be
suppressed. When the tidal range increases, the saltwater intrusion will be more
serious [4]. Other factors which impact on the salinity include drainage pumping,

Fig. 79.1 Qiantang River estuarine basin and Hangzhou bay
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upstream and downstream salinities, the water level, and large-scale human
activities [4, 5].

By forecasting the daily maximum salinity at Cangqian several days in
advance, the saltwater intrusion early warning can be made for the water intakes
located along the river. According to the Hangzhou pumping schedule, 5 days
ahead forecasting period is chosen in this study. The factors affect the saltwater
intrusion are shown in Table 79.1. Daily mean water levels, discharge, tide range
and daily maximum salinities for the period 01-01-2006 to 31-12-2008 were
collected from the 8 gauging stations along Qiantang River. Locations of these
gauging stations can be seen in Fig. 79.1.

79.3 Artificial Neural Networks Model Development

Nonlinear autoregressive model with exogenous inputs (NARX) belongs to the
class of recurrent dynamic networks which has been demonstrated that they are
well suited for modeling nonlinear systems and specially time series. NARX has
many advantages such as more effectively learning, faster converging and better
generalize than other networks [6]. In the light of these characters, NARX neural
networks are very suitable for forecasting and prediction the saltwater intrusion for
the water intakes located along Qiantang River.

79.3.1 Data Division and Transformation

Regularization technique is used as a stopping criterion for NARX networks
training, the available data was divided into training and test data sets. Corre-
spondingly, the data (shown in Table 79.1) were used to create the training and test
data sets. The 5 days ahead prediction results in a total of 1091 data records, from
which 890 records (81 %) were used for training and 201 records (19 %) for
testing. In this technique, the training set is used for computing the gradient and

Table 79.1 Available data

Location Data type (daily)

Fuchun River hydropower station Discharge
Tonglu Water level
Fuyang Water level
Wenjiayan Water level
Zhakou Salinity Water level
Qibao Tide range Salinity Water level
Cangqian Tide range Salinity
Zhapu Tide range Salinity
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updating the network weights and biases, while the test data are used to compare
different models, and provide an independent measure of the network’s perfor-
mance after training.

In order to ensure that all variables receive equal attention during the training
process and speed up the network convergence, the data of inputs and outputs are
linearly transformed by using the original data range to rescale the series to a range
that is commensurate with the output transfer function. The ranges used in con-
junction with the hyperbolic tangent output transfer function were [-0.8 0.8] for
the network inputs and outputs. The test data were normalized using the same
methodology.

79.3.2 Determinatin of the Model Inputs

When the thirteen parameters which impact the salinity at Cangqian gauging
station (shown in Table 79.1) directly fed into the neural network, it will make a
complex network architecture and the training inefficiently, because of the strong
correlation between these inputs and autocorrelation with the past. Therefore, the
dynamic principal component analysis (DPCA) is applied to extract the principal
components of the input variables to reduce the input dimension: the procedure is
shown in Fig. 79.2.

DPCA is an expansion of PCA, and it through the ‘time lag shift’ method to
include dynamic behavior in the PCA model [7]. Usually, DPCA is calculated by
adding ltime lag observations to obtain the input variables augmented matrix, XA:

XA lð Þ ¼ XðtÞ Xðt � 1Þ � � � Xðt � lÞ½ � ¼

xT
t xT

t�1 � � � xT
t�l

xT
t�1 xT

t�2 � � � xT
t�l�1

..

. ..
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t�m�1 � � � xT
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ð79:1Þ

Fig. 79.2 The procedure of modeling the salinity time series
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where XðtÞ Xðt � 1Þ � � � Xðt � lÞ are the time series affect the salinity
intrusion, xT

t xT
t�1 � � � xT

t�m is the observed data. The method to calculate l
which indicates the order of the dynamic system as follows: first, calculate the
static relation l ¼ 0; then calculate new relationship according the following
equation:

rnewðlÞ ¼ rðlÞ �
X

l�1

i¼0

ðl� iþ 1ÞrnewðiÞ ð79:2Þ

Until rnewðlÞ� 0; there is no static and dynamic relationship. Then, standardi-
zation the augmented matrix XA to ~XA; next, singular value decomposition the
matrix ~XA according to the traditional PCA:

~XA ¼ URVT ð79:3Þ

Only the first s eigenvectors are retained, while (k–s) smaller components are
discarded, assuming that the latter describe mostly noise, the number corre-
sponding for the principal component is s. Reduced the dimension of transfor-
mation matrix Vc�c for the ~Vc�s; the principal component of the system is:

~Z � ~XA ~Vm�s ð79:4Þ

where, k is the number of eigenvectors, k1� k2� � � � � ks; � � � � kk are singular
values of the matrix X; and U 2 Fr�r;

P

2 Fr�c;V 2 Fc�c.
Use Equation (5) to estimate the energy contribution gj of a principal compo-

nent. Retain the corresponding principal components if gj [ g0; where g0 is a
constant, 0\g0\1.

gj ¼ k2
j =
Xk

i¼1
k2

i ; j ¼ 1; 2; � � � ; k ð79:5Þ

79.3.3 NARX-Model

Compared to Elman networks, NARX networks can approximate any nonlinear
dynamical system. In general, the architecture and leaning algorithm are more
complicated than static networks, but the capability described the nonlinear
dynamical system is greatly enhanced [6]. Figure 79.3 depicts the NARX
architecture.

The general prediction equations for computing the next value of the time series
yðt þ 1Þ; the past observation uðtÞ; uðt � 1Þ; � � � ; uðt � mÞ and the past outputs
yðtÞ; yðt � 1Þ; � � � ; yðt � nÞ as inputs, mathematically it can be described as
follows:
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yðt þ 1Þ ¼ FðyðtÞ; yðt � 1Þ; � � � ; yðt � dyÞ; uðtÞ; uðt � 1Þ; � � � ; uðt � duÞÞ ð79:6Þ

where the next value of the dependent output signal yðtÞ is regressed from previous
values of the output signal and previous values of an independent (exogenous)
input signal. Fð�Þ is a nonlinear function, du and dy are the maximum lags in the
input and output.

The network training function is a Bayesian regularization back propagation
which updates the weight and bias values according to Levenberg–Marquardt
optimization, and minimizes a linear combination of squared errors and weights, to
produce a network that is well generalized. By adding a term that consists of the
mean of the sum of squares of the network weights and biases (MSW) the per-
formance is used to evaluate the prediction performance and compare it with the
results of the models, described as follows:

MSEreg ¼ cMSE þ ð1� cÞMSW ð79:7Þ

where c is the performance ratio, MSE is the mean sum of squares of the network
error. MSE and MSWare expressed as follows:

MSE ¼ 1
N

X

N

i¼1

ðeiÞ2 ¼
1
N

X

N

i¼1

ðti � yiÞ2 ð79:8Þ

MSW ¼ 1
n

X

n

i¼1

x2
j ð79:9Þ

Fig. 79.3 NARX model with
exogenous inputs [6]
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Using this performance function causes the network to have smaller weights
and biases, which forces the network response to be smoother and less likely to
overfit the equation.

Another important work is to choose the initial weights and biases of the neural
networks. This has a great impact on the network’s convergence and local mini-
mum. In this article, the initial weights and biases are selected using the Nguyen-
Widrow initialization algorithm which chooses values that distribute the active
region of each neuron in the layer approximately evenly across the layer’s input
space [8].

79.4 Results and Discussion

All the approaches mentioned above to model saltwater intrusion in the Qiantang
River were implemented using the MATLAB 7.11.0 software. Unless stated
otherwise, the default software parameters were used.

In this article, l ¼ 3 was determined by the DPCA procedure Equation (2). And
12 principal components are finally chosen at the cumulative contribution rate
g ¼ 0:96; namely, the cumulative contribution rate of the first 12 principal com-
ponents for the variance of the sample matrix is greater than 96 %.

The NARX network structure is configured by trial and error as follows: input
delays du ¼ 2 and output delays dy ¼ 2; the hidden layer neurons N ¼ 8: The
activation function was the sigmoid function and the performance ratio was set to
c ¼ 0:5; which gives equal weight to the mean square errors and the mean square
weights in this study. Under this configuration, using the data processed by DPCA,
the NARX neural network trained ten times when the algorithm has converged, the
mean test performance is about 0.5, the mean effective number of connections is
about 180, and the mean training time is about 50 s respectively.

While using raw data without being processed by DPCA, the NARX network
trained ten times when the algorithm has converged to reach the mean perfor-
mance about 0.5, the mean effective number of connections is about 340, and the
mean training time is about 80 s. Correspondingly, input delays du ¼ 3; output
delays dy ¼ 3; the hidden layer neurons N ¼ 10; and the activation function and
the performance ratio were same as the NARX model using DPCA. Obviously,
DPCA not only reduce the data redundancy and extract the main features from the
nonlinear dynamic system but also simplify the model structure. The comparison
of NARX model and NARX model using DPCA are presented in Table 79.2.

Table 79.2 Comparison of NARX model and NARX model using DPCA

Method Architecture Performance Number of effective
parameters

Training time (s)

NARX 3-3-10 0.5 340 80
DPCA ? NARX 2-2-9 0.5 180 50

79 Salinity Time Series Prediction and Forecasting 709



The NARX network adopted a one-step-ahead prediction. The actual, the
predicted and the errors between the predicted and the actual of the model using
DPCA and NARX are plotted in Fig. 79.4.

As seen from the curves figure, the characters of salinity time series at Cangqian
are nonlinear and non-stationary, moreover, the curve fluctuate greatly and wave
crests are very sharp. Generally, for this characteristics of the time series, tradi-
tional modeling methods are difficult to capture the sharply crests well. Never-
theless, the correlation coefficient R between the outputs and targets of the NARX
neural network plotted in Fig. 79.5. The perfect correlation between the targets
and outputs means the NARX model outputs can fits the nonlinear observed well
from Fig. 79.5.

Fig. 79.4 Observed and the corresponding predicted salinities at Cangqian gauging station for
5-day ahead by NARX model using DPCA

Fig. 79.5 The correlation
coefficient R between the
observed and predicted
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79.5 Conclusion

In this article, for ensuring water drinking safety, the nonlinear salinity time series
at Cangqian gauging station is modeled and predicted using NARX dynamic
neural networks. One conclusion is that from the correlation coefficient R for the
observed and predicted is close to 1, shows that NARX networks model has the
capabilities of approximating the dynamic nonlinear system and is suitable for
modeling the salinity time series at Cangqian gauging station located along the
Qiantang River. Another conclusion is that DPCA is able to reduce the inputs
dimension, and this can effectively cut down the neural network connections and
the training time, and create a parsimonious model.
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Chapter 80
An Adaptive Packet Loss Recovery
Method for Peer-to-Peer Video Streaming
Over Wireless Mesh Network

Hamid Reza Ghaeini, Behzad Akbari and Behrang Barekatain

Abstract P2P video streaming over WMN includes different multimedia
applications such as IPTV, video surveillance and video conferencing. It also
introduces some challenges such as required level of QoS. Packet loss recovery
methods can improve the experienced amount of QoS which leads to better video
quality on peers. Although ARQ and FEC methods have been used in many video
streaming applications, they are unable to provide enough level of QoS in P2P
video streaming over WMN. Hybrid methods improve the performances of packet
loss recovery schemes. But they do not carefully consider the characteristics of the
source and the destination nodes, thus are not suitable for P2P video streaming
over WMN. Therefore, in this study, an adaptive packet loss recovery method is
proposed to select the loss recovery policy according to the source and the des-
tination characteristics and loss probability of communication.

Keywords Packet loss recovery � Video streaming � QoS � P2P � WMN
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Acronyms
ARQ Automatic Repeat reQuest
BMS Buffer Map Status
FEC Forward Error Correction
MANET Mobile Ad-hoc NETwork
P2P Peer-to-Peer
QoS Quality-of-Service
QoE Quality-of-Experience
WMN Wireless Mesh Network

80.1 Introduction

WMN is an emerging communication network for seamlessly Internet access over
the Internet. In WMN, each sent packet can be delivered at the destination node in
a multi-hop manner according to the employed path selection routing protocol [8].
Self-healing, self-configuration and scalability are three important benefits of using
WMN. On the other hand, low transmission coverage in most of the wireless mesh
nodes such as laptops, tablets and mobile phones [5] and node mobility are two
well-known drawbacks of them. Each node can either use nearby node or wireless
mesh router for communicating to other nodes using multi-hop technique. This
technique lets the network be more scalable and robustness, especially in peer
churning. A WMN is a special type of MANET; however, some important dif-
ferences between MANET and WMN is that wireless mesh networks consist of
stable backbone, large coverage area and high power nodes i.e. wireless mesh
routers [8]. In order to route data among existing nodes in WMN, there are three
types of path selection algorithms including reactive, proactive and hybrid routing
protocols [3, 10].

Recently, P2P systems have been used in many video streaming applications.
A P2P system is a distributed system so that clients directly communicate with
each other and there is no specific infrastructure [4]. Each peer has both the rules
of a client and a server simultaneously. P2P networks can be setup over LAN,
WAN or the Internet. Each peer needs a specific or compatible software for
participating in P2P overlay [19]. One of the most interesting applications of P2P
networking is multimedia communication. Nowadays, P2P video and audio con-
ferencing can be adopted by P2P platforms using special applications such as
Skype in order to provide better performances in conferencing [11, 16]. There are
many P2P structures for P2P content sharing application [5]. P2P systems can be
divided into three categories including structured, unstructured and hybrid systems
[4]. Moreover, based on the employed topology, P2P systems can be implemented
as mesh or tree structures [11].

Mesh and root are the two most important architectures for P2P video streaming
[19]. The root architecture is suitable for live video streaming. However, the mesh-
based architecture performs better in disruptive networks like wireless mesh
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networks [11]. In mesh-based P2P architecture, a central server named Tracker
keeps the statuses of all peers and their neighbours. If one peer wants to join the
mesh, it first asks the tracker for neighbours’ list and, then, sends joining messages
to some of them randomly. Figure 80.1 describes a sample mesh topology in P2P
video streaming over WMN which contain 2 central server including video source
and tracker that have wired communication to mesh access point. Also there are 4
mesh access points which connect to each other with a physical wireless channel.
Each wireless mesh node may have many overlay neighbours which represented
by a dotted line.

In this paper different packet loss recovery methods for P2P video streaming
over large scale disruptive networks such as wireless mesh networks are evaluated.
In addition, an adaptive packet loss recovery method for P2P video streaming over
wireless mesh networks will be proposed. Results show that the loss recovery ratio
of this method is really considerable in comparison with other approaches. In other
words, this method reduces end-to-end delay in video streaming. Therefore, live
video streaming can be adopted in large scale networks.

80.2 Proposed Method

In disruptive networks like mobile networks, the loss probability is high [6].
In P2P video streaming, the effects of loss can be propagated in the whole overlay
which leads to low video quality on receivers [1]. In order to cope with this
problem, packet loss recovery is a conventional method in video streaming [13].

Access Point
Access Point

Tablet
Tracker Video Source Server

Tablet

Mobile Phone

Laptop PC

Tablet

Mobile Phone

Access Point Access Point

Fig. 80.1 Mesh topology in
P2P video streaming over
WMN
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There are three types of packet loss recovery methods in video streaming including
ARQ [15], FEC [17] and hybrid ARQ [2]. In adaptive packet loss recovery
method, the redundancy of FEC codes can be computed and generated according
to the packet loss ratio between source and destination nodes before packet
transmission. As depicted in Eq. 80.1, the redundancy of FEC parity codes for
maintaining a residual loss probability not more than pmax is [9]:

RFEC ¼ minfRje� pmaxg

e ¼
X

DþR

k¼Rþ1

DþR
k

ffi �

pkð1� pÞRþD�k k

Dþ R

ð80:1Þ

where D is number of data packets, R is number of additional redundant packet, e
is the upper bound of residual loss probability and p is the probability of loss.
Then, a suitable loss recovery policy will be adopted for packet protection against
loss based on the performance of that policy in loss recovery between source and
destination nodes. Figure 80.2 show the loss recovery algorithm in each frame
sending process.

Chunk Selection

Compute loss rate between 
source and destination

Compute p’(ARQ) and  
p’(FEC)

p’(ARQ)>p’(FEC)
Protect the chunk by ARQ

and send the chunk

Computer and FEC parity 
codes redundancy

Generate FEC protection 
code blocks

Create FEC protected 

chunk and send the chunk

Fig. 80.2 Packet loss recovery selection algorithm
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80.3 Problem Statements

In computer network, simulation is the common part of network research and
design. In this technique, network behavior will be modeled by simulator software
and the performance of the network will be evaluated. OMNeT++ [14], a popular
tool, is a discrete event-based simulator for communication networks which
includes several simulation frameworks. In this research, the OverSim and the
INETMANET frameworks have been used for P2P video streaming over WMN
simulation. The INETMANET framework is an extension of the INET package
which is specifically designed for wireless networking. OverSim package is an
overlay and P2P simulator and contains several solutions for structured and
unstructured overlay networks. Moreover, different network performance metrics
have been evaluated including end-to-end delay, video distortion, dependency loss
and start playing time.

End-to-End delay is the required time for transferring a video packet from the
source to the destination node in a multi-hop manner. In this manner, a video
packet may forward through wireless overlay nodes or wireless mesh routers. End-
to-end delay is one of the most important parameters in live video streaming [12].
Each communication protocol in P2P video streaming should mitigate an upper
bound of this metric in order to provide high video quality on peers.

Distortion is the amount of video packet loss that a node experience due to
network errors or interdependency among video frames. Dependency loss refers to
the lost video frames due to existing dependency among video frames in a GoP
[7, 18]. In other words, dependency loss is the percentage of lost video frames due
to the loss of the base frames i.e. I or P frames. The amount of dependency loss is
between 0 and 1. In video frame protections, this parameter shows the efficiency of
the GoP based frame protection protocol against the loss due to inability of
decoding the received video frames. As soon as a peer finishes its initial buffer
stage, it can start the playback of video frames immediately. This time can be
called start playback time. The start playback time is the average of time that takes
for receiving and buffering enough video frames as well as decoding them for

Table 80.1 Conditions of P2P video streaming over wireless mesh network simulation

Variable Value

Simulation time 600 s
Video Trace File, Fps, Codec Silence of the Lambs, 25, MPEG4
Distribution model Random
Entrance time interval Uniform(1, 3)
Packet size, MTU 100 Kb, 7891 bytes
Propagation model, PMAX Path Loss Reception Model, 0.001
Peer Video Buffer, GoP (NP, NPB) 100 s, (3, 2)
Peer neighbors in overlay Random (3, 6)
MANET routing, Overlay topology Reactive, Mesh topology-Pull
Node mobility type, speed Pedestrian, 1.5 mps
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starting the video playback. This parameter indicates the efficiency of a packet loss
recovery method in P2P video streaming. The simulation conditions for perfor-
mance evaluation of adaptive packet loss recovery method in P2P video streaming
over wireless mesh networks are depicted in Table 80.1.

80.4 Performance Evaluation

Here, five different packet loss recovery policies have been adopted in order to
evaluate and compare different loss recovery methods in P2P video streaming over
WMN. These methods are as follows:

1. ARQ: protecting the video chunks using simple ARQ method.

Fig. 80.3 Packet loss in different packet loss recovery methods against simulation time

Fig. 80.4 Packet loss in
different packet loss
recovery methods against
network size

Fig. 80.5 End-to-end delay
in different packet loss
recovery methods
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2. Unequal Importance Hybrid ARQ II: protecting the video chunks that contain I
frames using Hybrid ARQ and other video chunks using the simple ARQ
method.

3. Unequal Importance Hybrid ARQ II: protecting the video chunks that contain I
and P frames using Hybrid ARQ and other video chunks using the simple ARQ
method.

4. Hybrid ARQ II: protecting the video chunks using Hybrid ARQ method.
5. Proposed method: protecting the video chunks using Adaptive loss recovery

method.

In proposed adaptive loss recovery method, each node selects different loss
recovery approaches for each video chunk based on the probability estimation of
loss (p0) between source and destination. If FEC protection is selected, FEC parity
codes will be generated according to Pmax and size of the chunk. Figure 80.3
shows the amounts of distortions of different loss recovery methods in P2P video
streaming over wireless mesh network across the simulation time.

Moreover, the proposed method is scalable by the size of network which works
fine in high density loss situations. Figure 80.4 shows the amounts of distortions in
different loss recovery methods across the overlay size.

As seen in Figs. 80.4 and 80.5, the proposed method performs very well in both
mitigating the distortion and the end-to-end delay which are the two most
important parameters in live video streaming. Moreover Fig. 80.6 compares the
efficiency of protection methods in protection of important frames against loss.
As seen in this picture the proposed method works very well in frame protection.

As can be seen in Fig. 80.7, the proposed method also works fine in P2P live
video streaming over wireless mesh networks.

Fig. 80.6 Dependency loss in different packet loss recovery methods

Fig. 80.7 Start playing time in different packet loss recovery methods
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80.5 Conclusion

Based on the obtained results, the performance of the proposed adaptive packet
loss recovery method is considerable. The main advantage of the method is its
ability of decreasing end-to-end delay while increasing the QoE in peer to peer live
video streaming over error prone networks like wireless mesh networks. This study
showed that adaptive packet loss recovery methods can be adopted in error prone
networks and overlays with high churning. Moreover, estimation of packet loss
between source and destination nodes can improve the overall loss recovery
performance and mitigate end-to-end delay and distortion.
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Chapter 81
Measurement of Deformed Surface
and Key Data Processing Based
on Reverse Engineering

Yongjian Zhu, Jingxin Na and Shijie Wei

Abstract After the metal sheet forming, the strain change should be known
through some ways in order to conduct the stress analysis of forming process. To
achieve this goal, some special circle marks are imprinted on the sheet surface, and
after forming, the deformed circle marks should be measured. The previous
method uses a Vernier Caliper to manually measure the stretched rope, which is
highly laborious and inaccurate. To overcome this disadvantage, a non-contacting
method is adopted to achieve all the coordinates’ data based on the structure-light
principle. Then the achieved coordinates’ data of spatial surface are fitted to be a
CAD model through reverse engineering (RE). In RE, the CAD surface is unfolded
to be a plane or two orthogonal lines are projected on the CAD surface, so the
deformed circle marks—spatial ellipses could be measured in size completely at
one time. The experiments prove that the measured accuracy is about 0.01 mm,
higher than the previous manual one.

Keywords Deformed surface � 3D measurement � Reverse engineering

81.1 Introduction

Reverse engineering (RE) implies reproducing physical objects by directly
extracting geometric information on the objects [1]. Traditionally, the product is
manufactured according to the concept design and drawing. Oppositely, RE starts
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from the digitization of prototype shape, and then reconstructs the CAD model. At
last, manufactures the final products [2]. This method can turn the real object to be
a CAD model and achieve the 3D size information for further data process. RE has
become a key element in design and production, to fulfill today’s needs of
reducing time-to-market [3]. Many types of digitizing techniques have been pro-
posed to realize RE including probe-based contacting method and optical non-
contacting method. Among them, probe-contacting method mainly operates on
coordinate measuring machines equipped with ball-tip probes producing contin-
uous or touch-trigger signals [4, 5]. It has good measurement accuracy but is time-
consuming. The non-contacting method is mainly based on laser-scanning or
structure-light principle [6, 7]. This method features both high speed and high
accuracy and meets the precision requirements of RE to some degree. In this
paper, an advanced measuring instrument—Shining3D Scanner is used to measure
the real stamping metal sheet in order to conduct the stain-stress analysis. This
instrument is based on time-series structure-light principle and has a shape
accuracy of about 0.01 mm. It aims at the 3D precision measurement of deformed
circle marks after punch stamping.

As for the deformed circle marks, previously an inelastic rope is used to be
stuck to the deformed marks at first and then stretched manually; afterwards, a
Vernier Caliper is adopted to check the rope length. This is a highly laborious and
impractical job. To solve this problem, Shining3D Scanner is adopted to digitize
the deformed metal sheet, and then the digitized surface of metal sheet is fitted to
be a CAD model (NURBS surfaces) in RE software or CAD software (UG NX).
Finally the CAD surface could be unfolded to be a plane or two orthogonal lines be
projected on the CAD surface, in this case, the deformed circle marks—spatial
ellipses could be measured in size completely at one time. The experiments present
the real measurement results. In this paper, Sect. 81.2 presents the digitization of
real punched metal sheet, and Sect. 81.3 describes the measurement results, at
last, Sect. 81.4 gives the conclusion.

81.2 Digitization of Real Object

81.2.1 Acquisition of Point Cloud and Mesh Generation

In the FEM simulation and experimental tests of metal sheet forming, the strain
should be measured in order to analyze the forming defects and find the weak spot
on sheets. However, strain couldn’t be measured directly. For solving this prob-
lem, the shape deformation or displacement of metal sheet should be achieved
firstly. Through displacement analysis, the strain could be obtained. In this pro-
cess, the key step of measurement is to digitize the real object through a 3D
scanning instrument. Hence a 3D scanner from Shining3D Tech. Co. is used to
achieve the digitized data of stamping metal sheet. Figure 81.1 is the real object of
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metal sheet with imprinted circle marks. It is 231 mm 9 233 mm 9 46 mm. The
used 3D scanner—OpticScan series is based on time-series fringe projection with
binocular vision, and the single-frame measurement area is 200 mm 9 150 mm.
Through automatic stitching, the measurement accuracy could reach about
0.01 mm. Figure 81.2 shows the picture of one of 3D OpticScan series.

To conduct the stress–strain analysis, the metal sheet is punched to be box-
shaped. On the surface of box, the deformation of some circle marks should be
known through RE method. Figure 81.3a shows the front face with sampled 4
circle marks (A, B, G and H). Figure 81.3b is the back face with 4 sampled circle
marks (C, D, E and F). After punching, the circle marks on A-H are transformed
into ellipse ones. The measuring goal is to obtain the length of major and minor
axes from the deformed marks.

Fig. 81.1 The real object of
deformed metal sheet

Fig. 81.2 The 3D scanner
231 mm 9 233 mm 9 46 mm
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After digitization, PC of a part of metal sheet is shown in Fig. 81.4a. The 4
holes on the top of sheet are the additional artificial symbol marks used for
stitching. There are 24 blocks of PC for this measurement. So the stitching process
should be conducted in RE according to the stitching symbol. Figure 81.4b shows
the stitching process of two blocks of PC according to artificial marks. Through
stitching operation of 24 blocks of PC manually, the final digitized data are shown
in Fig. 81.4c.

After achieving PC, it needs to delete noise or isolated points and simplify all
PCs for mesh generation. After these operations, the meshed data are shown in
Fig. 81.4d.

81.2.2 Mesh Mending and Contour Extraction

The holes on the meshed surface should be filled according to the neighbor mesh
information. After filling the holes and checking the mesh information, the complete
mesh surface can be fitted into the CAD surface. Figure 81.5a shows the whole mesh
model composed of nearly 0.6 million triangles. Based on the triangle mesh,

theoretically the model could be fitted into NURBS (Non-Uniform Rational B-
Splines) surface [8, 9]. But the deformed circles should be detected at first. So the
mesh model should enter the contour detecting mode in Geomagic software. After
the curvature sensitivity and delimiter sensitivity are set to be 20 and 10,
respectively, the geometric model of metal sheet is shown in Fig. 81.5b, in which
there is no surface patch but triangle meshes. Based on the contour-detecting
model, the largely deformed circle marks should be extracted accurately in order to
carry out the measurement. The deformed plane circles have been transformed into
spatial distorted ellipses. The contour detecting goal is to achieve the whole shape
and size of ellipses. Here the manual operation should be performed. Figure 81.5c

Fig. 81.3 The punch-stamped metal sheet with deformed circle marks, (a) the front face with
deformed 4 circle marks (A, B, G and H), and (b) the back face with 4 deformed circle marks
(C, D, E and F)
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shows that all the measured ellipses are extracted manually. But these ellipse
contours are not accurate. The following step is to edit the contours precisely and
make them meet the design requirements. In addition, the segment length of
contour is chosen to be 4 mm with even subdivision. The final contours of mea-
sured ellipses are shown in Fig. 81.5d.

Fig. 81.4 a PC of a part of metal sheet; b the stitching process of PC; c the final PC of deformed
metal sheet; d the meshed surface of metal sheet

Fig. 81.5 a The filled whole mesh model; b the contour-detecting CAD model; c the detected
contours of measured spatial ellipses; d the further edited contours of spatial ellipses
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81.2.3 CAD Surface Model

Before forming the CAD model, the mesh model of metal sheet should be
transformed into the geometric model consisting of surface patches. In Geomagic,
2583 patches are used to form the geometric model of deformed metal sheet.
Patched surface is shown in Fig. 81.6a. At the same time, an option of surface
relaxation could be selected to make the surface more even. In the patched surface,
some large patches should be subdivided to meet the requirements of NURBS
fitting operation. Following the above operation, the final CAD model could be
obtained through NURBS fitting, which is shown in Fig. 81.6b.

81.3 Realization of Digital Measurement

After achieving the CAD model of deformed metal sheet, the data are imported
into the CAD software of UG NX6. The measurement error is calculated by
comparing the CAD data of metal sheet to the ones achieved by Vernier Caliper
(accuracy of 0.01 mm). The sampled circle marks used for comparison are chosen
from the unreformed ones on the plane of metal sheet, which are shown in
Fig. 81.6c. They are marked from No.1 to 8. Each number stands for the area with
3 adjoining circle marks shown in Fig. 81.5d. By measuring the diameter sum of 3
adjoining circles, one can get errors shown in table. According to Table 81.1, the
average error is 0.0036 mm, less than 0.01 mm. It means that the digitized mea-
surement has an error of 0.01 mm compared to Vernier Caliper at least.

In the following step, the spatial ellipses are measured through UG algorithm.
Because the ellipse marks is non-planar, the major and minor axes should be
measured through surface unfolding method or orthogonal lines projecting
method. Here the latter method is better. After four vertices on the ellipse are
found and formed to be two orthogonal lines, the two lines are projected onto the
corresponding CAD surface. The two curves projected onto the surface are the
major and minor axes that need to be measured. On the other side, the previous
manual method uses an inelastic rope to stick to the deformed marks along the

Fig. 81.6 a The patched surface; b the final CAD model; c the sampled circle marks used for
error calculation; d the measured ellipses on the deformed CAD model of metal sheet
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measured axis at first and then stretched it manually; afterwards, a Vernier Caliper
is used to measure the rope length. Although this is a highly laborious and inac-
curate job, it can meet the present requirements of low-accuracy measurement.
Figure 81.6d shows the measured ellipses (from A to H) on the deformed CAD
model of metal sheet. The measured data by both methods are shown in
Table 81.2.

From Table 81.2, one can see that the rope-stretching method is deviated from
the 3D-scanner method within 0.1 mm. Nevertheless, the 3D-scanner method has
an average measurement error of 0.01 mm. Therefore, the rope-stretching method
is proved to have a bigger error mainly cause of rope length deviation.

81.4 Conclusion

Spatially, it’s hard to measure the deformed metal sheet by the traditional method.
With the development of 3D measurement technology, the fringe projection
method has become the mainstream solution to carry out the spatial size mea-
surement during deformation. Combined with RE technology, the exact CAD
model of metal sheet has been constructed in this paper. Through curve projection,
the deformed ellipse marks have been measured precisely. The measurement
accuracy has reached 0.01 mm. This method not only provides the precision
measurement results for any spatially deformed surface, but also overcomes the
laborious and tedious manual operation used in past. According to the experi-
ments, the length data of major and minor axes have been changed dramatically on
the largely deformed area of metal sheet, on which the ellipses sizes will lay a
foundation for the further stress–strain analysis during deformation of metal sheet.
In the next step, the strain could be achieved through digital measurement of
deformed circle marks, and then stress could be also obtained. In this case, the
FEM analysis of metal sheet forming could be comprehensively conducted based
on the stress–strain analysis. At last, the optimized shape of original metal blank
and some other conditions such as draw-bead parameters and pressing forces could
be found.
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Chapter 82
Post-Hoc Evaluation Model
for Development Workload of Gait
Characteristic Database System

Dan Tang and Xiao-Hong Kuang

Abstract The software development workload is subject to such factors as field,
staff, technique, environment and strategy. Thus it is difficult to measure the
workload accurately, especially the measurement conducted by a third party after
the completion of a project. With the gait characteristic database as a subject, this
paper puts forwards a new post hoc evaluation model for workload by using
workload algorithm model and expert review method based on full understanding
of the system’s basic information. Practices have proven that this model increases
evaluation flexibility and effects and corrects the subjective bias of experts. It is
quite applicable to the post hoc evaluation of software development workload.

Keywords Gait � Post-Hoc evaluation � Software measurement � COCOMO �
System architecture

82.1 Introduction

The software development workload in software engineering field can be esti-
mated in advance or evaluated afterwards. The advance estimation is usually
conducted by the construction unit or developer at the early stage of a project for
estimating the workload of software development so as to determine the project
budget and underlie the staff, fund and material for the project. The post hoc
evaluation is usually conducted by a third party evaluation organization, super-
vision organization or audit department at the late stage of a project for evaluating
and verifying the actual workload of software development. The software projects
become increasingly huge and keep on stretching in terms of time and space with
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economic development. Especially in large-scale informatization construction,
projects requiring heavy investments, long period and multi-industry and trans-
department expertise are emerging one after another. Besides the construction unit
and developer (undertaking unit) who are traditional subjects of the software
project, many other parties like consulting institution, supervision organization,
third party evaluation organization and audit department are also involved now.
And there are some large-scale projects organized by several construction units
and undertaken by different developers, thus greatly increasing the difficulty of
project management. Therefore, the demand on post hoc evaluation model for
workload of software development grows continuously, especially in the field of
project acceptance, project audit, afterwards supervision and software test con-
ducted by a third party organization. However, as software engineering master
Roger S Pressman says, the estimation of the software cost and workload can never
be accurate with too many variables like staff, technique, environment and strategy
influencing the workload and final cost [1]. This paper takes the gait characteristic
recognition database as an example and conducts a post hoc evaluation of its
workload.

82.2 Post-Hoc Evaluation Model for Workload

There are three estimation techniques for workload of software development: a
technique based on expert review, a technique based on algorithm model and a
learning oriented technique. They have their own advantages and limitations,
which means that no estimation technique may be applied to all development
environments. Besides, the fast upgrade of software development method and
technique challenges the estimation techniques. The estimation technique should
be selected based on the characteristics and available information of the project
and adjusted according to actual situation. Different techniques may be combined
for estimation in the light of their characteristics to improve the accuracy [2]. The
early stage workload should be fully considered during estimation and a standard
library of workload should be established.

The techniques based on expert review and based on algorithm model are well
developed and widely used. There are a lot of methods based on algorithm model,
like COCOMO [3], SLIM, Checkpoint [4], SEER-SEM, Estimacs and PRICE-S,
among which the COCOMO is a universally accepted and applied model that
has been published. The techniques based on expert review are valuable in
absence of quantized history data and are the most popular methods so far.
However, such techniques greatly depend on estimators’ experience and thus are
highly subjective [5].

This project puts forwards a new post hoc evaluation model for workload based
on algorithm model and expert review for the purpose of integration and
correction.
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Due to the estimation deviation, the workloads estimated by the methods based
on algorithm model and experts’ reviews lie in certain ranges respectively. Two
situations may appear like Fig. 82.1:

• When the workload intervals of the two method overlap each other, the over-
lapped part should be the result as shown in Fig. 82.1a: suppose that the
workload range is [A, B] estimated by the expert review method, and [C, D]
estimated by the algorithm model method, the [B, C] should be the verified
workload after correction.

• When the workload intervals of the two method are independent from each
other, the range between the two should be the result as shown in Fig. 82.1b:
suppose that the workload range is [A, B] estimated by the expert review
method, and [C, D] estimated by the algorithm model method, the [B, C] should
be the verified workload after correction.

82.3 Basic Information of the System to be Evaluated

A great deal of factors influence the development workload such as service con-
text, user’s demand, system architecture, software function, development group,
technical route, development environment, deployment environment and system
data volume, etc. The post hoc evaluation should analyze these factors compre-
hensively, or the result may be much different from the actual workload.

BA DC

expert review 
method

verified 
workload

expert review 
method

model method
verified 
workload

BA DC

Fig. 82.1 Evaluation model for workload based on algorithm model and expert review
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Therefore, the post hoc evaluation must investigate and verify the basic
information of a project.

This paper evaluates the workload of a gait characteristic database management
system. The gait recognition is a distance non-contact recognition technique [6].
Different from such biological recognition techniques as iris and fingerprint rec-
ognition, the gait recognition is a much more reliable non-contact technique that
will hardly be impacted by distance and environment. The database system for gait
recognition focuses on gait data acquisition platform, gait data processing tech-
nique, gait characteristic database design and gait characteristic data management
platform, etc. This project started in December 2007, the system architecture
design started in April 2008, the data acquisition started in October 2008 and the
project was put into operation successfully in February 2011. The system is
capable of data acquisition, data processing, date query, basic data management
and file management.

82.3.1 Basic Modules and Function Points of the System

The system functions depend on user’s demand. The number of system modules
and function points, selection of technical route and difficulty of the technique are
main factors influencing the system workload estimation. As to the post hoc
evaluation, the processes and details which should be investigated as required by
the system cannot be fully understood, so the solution is to use the actually
developed functions and the requirement specification as the evaluation points.
This system mainly provides gait information query, gait recognition, gait anal-
ysis, gait recognition algorithm management, basic personal information man-
agement, gait database management and API interface management, basic gait
data management, etc.

82.3.2 Running Environment of the System

(1) Network and hardware environment
The network and hardware environment determines the workload of system
deployment. This system employs centralized deployment by 4 PC servers,
including two database servers for hot standby, a file server and a WEB and
application server. All servers are installed with windows 2003 and Oracle
10 g database. Apache is applied to web service.

(2) System software and development environment

(a) Operation system

• Server operation system: Windows 2003
• Workstation system: windows XP, windows vista and windows 7
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(b) Database management system
The service database uses Oracle 10 g and workflow database uses SQL
Server 2005.

(c) Development environment
Netbeans6.7, P/L Sql Developer 8.0.3 and rational rose 2003 as CASE tool.

(3) Data volume
Data volume is closely rated to the system workload as well. This system uses
Oracle and SQL Server databases. The Oracle is applied to saving service data
like personal information, user data, gait characteristics and file saving path.
The SQL Server is applied to saving workflow process instantiation data. This
system has acquired 1440 front, profile and 45 degree image sequences of 120
persons, making the data volume reach 18G.

(4) System user number
The system comprises four user roles: administrator, data maintenance
administrator, normal inquiry user and external application. It supports
simultaneous inquiries from 120 users in a testing environment.

(5) Program code line data
The program code line data directly reflects the workload but is equal to the
workload. Furthermore, ongoing software industrialization brings more pow-
erful case tools, IDE development tool and the third party components, making
many codes able to be directly generated by tools and many others able to be
simply customized. Additionally, design difficulty and system impact of codes
for different layers like the service layer, interface layer and data layer are
different. Therefore, the post hoc evaluation should consider all the factors.
The data volume of this system includes all data volume of the integrated gait
characteristic management system since 2007. Besides the service logic layer
as the main body, interface, data access, storage process and functions are also
included. The data statistics was conducted by a dedicated code line statistical
tool SourceCount. It is verified that the system code line is 30152. Table 82.1
shows details of the code line data.

(6) Development team and its R & D progress
The development team is another important influencing factor of workload.
The workloads of same project are totally different for development personnel
at different levels. Our development team comprises: 1 system analyst, 2
senior programmers, 1 programmer and 1 tester. The core developers are quite

Table 82.1 Statistical chart of system code line data

Subproject Source code statistics (lines)

Source code of service logic layer 12923
Source code of interface presentation layer 9078
Source code of data access layer 6841
Database storage process/Source code of function 1310
Total 30152
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familiar with the business process and experienced in project development and
management. This 5-person team spent 12 months on development and
12 months on early stage data acquisition and preprocessing.

82.4 Workload Evaluation

Besides the investigation of the basic system information and primary project data,
the post hoc evaluation should combine the complete historical data and system
analysis technique to provide an estimation result with acceptable risk and
improve the estimation accuracy. Currently, our evaluator has collected the
workload data of over 50 informatization projects in recent 5 years and established
a sound evaluation system, a workload history database and a professional eval-
uation team. In following paragraphs, we will evaluate the workload of this project
by the post hoc evaluation model which starts from the man-month standard and
evaluation method.

82.4.1 Model Method

The workload of this project is estimated by a post hoc evaluation: middle
COCOMO model and the formula:

E ¼ C � KLOCa �
Y

15

i¼1

fi ð82:1Þ

• E is the development labor (man-month)
• C is the model coefficient (development mode: organized, embedded and semi-

independent)
• The model system and index data are shown in Table 82.2. This project is a

semi-independent project, so the C is 3.0
• KLOC is estimated code line number

Table 82.2 Model coefficient and index

Development mode Model coefficient C A Model index

Organized 3.2 1.05
Semi-independent 3.0 1.12
Embedded 2.8 1.20
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• We believed that the actual manual code volume is about 30 K, so the KLOC is
30 K.

• a = model index (corresponding to the development mode). This project is a
semi-dependent project, so a = 1.12.

• fi (i = 1…15) are cost elements.

The system cost elements are: Product property, Computer property, Staff
property, Project property.

Y

15

i¼1

fi ¼ 0:654 ð82:2Þ

Other suitable models are also available according to the actual situation, like
SLIM, Checkpoint, SEER-SEM, Estimacs and PRICE-S.

The final formula of workload of this project E (man-month) is calculated as
follows:

E ¼ C � KLOCa �
Y

15

i¼1

fi ð82:3Þ

E ¼ 3� 301:12 �
Y

15

i¼1

fi ð82:4Þ

E ¼ 3� 301:12 � 0:645 ð82:5Þ

The standard workload is E = 87 man-months. Due to the 20 % deviation, the
workload figured out by the model method is 70–104 man-months.

82.4.2 Expert Review Method

The worldwide application status of estimation techniques shows that the esti-
mation techniques based on expert review are the most popular methods around
the world. Their great usability and flexibility may make contribution to their
universality. Such techniques are very useful in absence of quantized history data.

We organized five experts in this field for evaluation by following steps:

(a) provide the experts with project specifications and estimated statements
(b) hold meeting for the development group and experts to discuss the factors

related to the scale and workload
(c) make anonymous iteration forms by the experts
(d) summarize the estimation and return the result as an iteration form to the

experts
(e) hold a meeting for the development group by a coordinator to discuss large

estimation deviation
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(f) ask the experts to review the estimation summary and submit another
anonymous estimation as an iteration form

(g) repeat steps (4)–(6) for three times to get a minimal result and a maximal
result.

The final result of this method: the minimal workload is 60 man-months and the
maximal workload is 100 man-months.

82.4.3 Final Verification

We took the overlapped part of the model method and expert method as shown in
Fig. 82.1. It is verified that workload of the gait characteristic database system
should be 70–100 man-months.

82.5 Conclusion

The software development workload is influenced by user, region, business,
development group, technical route, development mode, system hardware envi-
ronment, etc., so it can be hardly measured accurately. The third party conducting
the development workload post hoc evaluation has not gone through the software
life cycle including project approval, design, development, test and deployment, so
it cannot understand project details and development progress well, which makes
the post hoc evaluation more difficult. This paper puts forwards a new post hoc
evaluation model for workload which combines the algorithm model and expert
review method. It takes advantages of the two methods, thus efficiently avoids
subjective bias caused by the expert review and flexibly corrects the original
algorithm model, making it fit current software development status in China. After
conducting the post hoc evaluation for a number of projects and comparing the
results with the workload standard libraries, this model is proven accurate, espe-
cially when the results of the two methods overlap each other. The workload of
gait characteristic management system estimated by the post hoc evaluation is
close to the actual workload submitted by the project group. When the results
estimated by the algorithm model and expert review method are totally different,
the estimation result obtained by the post hoc evaluation may lie in a large range
and make the quantitative evaluation meaningless. In this case, another algorithm
model should be used so as to make sure that the workload is in a reasonable range,
which will be significant to further researches.

740 D. Tang and X.-H. Kuang



References

1. Pressman, R.S.: Software Engineering-A Practitioner’s Approach—Required. Mechanical
industry press, Beijing (2002)

2. Wang, Q.: A Comparison of effort estimation techniques in software development projects.
J. Zhejiang 3(04), 121–125 (2005)

3. Li, M., He, M., Yang, D.: Software cost estimation method and application. J. Softw. 4(18),
775–795 (2007)

4. Molokken, K., Jorgensen, M.: A Review of Software Surveys on Software Effort Estimation.
In: International Proceedings of Empirical Software Engineering, pp. 223–230 (2003)

5. Tao, Y., Jin, H., Wu, S.: An optimistic checkpoint mechanism based on job characteristics and
resource availability for dynamic grids. Wuhan Univ. J. Nat. Sci. 3(36), 621–625 (2011)

6. Ye, B., Wen, Y.: Survey of gait-based human identity recognition techniques. Comput. Appl.
11(25), 2577–2580

82 Post-Hoc Evaluation Model 741



Chapter 83
Acquisition Time Performance of Initial
Cell Search in 3GPP LTE System

You Zhou, Fei Qi and Hanying Hu

Abstract This paper focuses on shortening the mean time to acquire for initial
cell search in the 3rd Generation Partnership Project (3GPP) Long Term Evolution
(LTE) system. Exact result of mean time of the cell search is obtained by use of a
state transition diagram of discrete-time Markov process for the acquisition pro-
cess. From the deduced mean time formula, it can be seen that the false alarm
probability plays a more important role in the acquisition time performance. In
order to perform the initial cell search quickly, a new PSS detection structure
which includes a verification module to suppress the false alarm is developed.
Simulations show that the new structure can decrease the false alarm probability,
and reduce the total acquisition time especially in the low SNR circumstance.

Keywords LTE � OFDM � Cell search � Acquisition time � Verification module

83.1 Introduction

3GPP LTE is recognized as the key technology for the next generation wireless
communication system [1]. The LTE employs some advanced technologies which
include Orthogonal Frequency Division Multiplexing (OFDM), Multiple Input
Multiple Output (MIMO) and so on [1]. Demodulation of OFDM signal is vul-
nerable to timing offset and frequency offset. A User Equipment (UE) wishing to
access an LTE cell must first undertake a cell search procedure, which is tightly
connected to the Primary Synchronization Signal (PSS) and Secondary Synchro-
nization Signal (SSS) transmitted by an LTE cell [2].
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The synchronization is a continuous and periodic process, which must be
always active. So it is of significance to acquire it in a short time and the mean
acquisition time of the cell search is a very important parameter to reflect the
performance of the cell search structure. Currently, PSS detection in LTE has been
studied considerably, and the topic lies in increasing the detection probability or
simplifying the detection process. The classic maximum likelihood detector takes
advantage of good autocorrelation and cross-correlation performance of PSS
sequence in the time domain [3]. A normalized detection is proposed in order to
avoid the confused detection of the peak sequence [4]. It firstly detects the cyclic
prefix (CP) type which leads to the detection of symbol synchronization, and then
acquires the PSS in the frequency domain which greatly simplifies the acquisition
process [5]. It achieves a reliable PSS detection with a much lower complexity by
exploiting the central-symmetric property of Zadoff-Chuf (ZC) sequences in the
time domain [6].

In this paper we will focus on the mean acquisition time performance of initial
cell search via a state transition diagram of discrete-time Markov process. From
the numerical result of mean acquisition time, we find that false alarm property
plays a more important role in the acquisition time performance. In order to
perform the cell search quickly a new structure is developed to suppress the false
alarm. The performance of the proposed structure is compared with that of normal
PSS detection structure.

The remainder of this paper is organized as follows. A system model of PSS
transmission and receiving is provided in Sect. 83.2. Section 83.3 deduces the
mean time of the acquisition process and Sect. 83.4 introduces a new PSS
detection structure. In Sect. 83.5, based on the numerology provided in the
physical layer specification for 3G LTE, the performance of the proposed structure
is investigated and compared with the normal detection structure. Finally the
conclusions are drawn in Sect. 83.6.

83.2 System Signal Model

Let us firstly introduce the notation that will be adopted throughout the paper.

Superscripts * denotes complex conjugate. ½��T is the transpose of a matrix. diagf�g
is the diagonal matrix. A circularly symmetric complex Gaussian random variable
w with mean m and variance r2 is denoted by w�CN ðm; r2Þ. The operator j � j
returns the modulus of a complex number. modðx; yÞ is the remainder operator.
maxðxÞ gives the maximum value of vector x.

In LTE system, each cell is identified by the cell identification information
carried by PSS and SSS. A length of 63 ZC sequence is used to generate the PSS,
which occupies the central 72 sub-carriers [7], as illustrated in Fig. 83.1. It is
transmitted every 5 ms.
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The sequence duðnÞ is generated according to

duðnÞ ¼
exp½�jpunðnþ 1Þ=63� n ¼ 0; 1; . . .; 30
exp½�jpuðnþ 1Þðnþ 2Þ=63� n ¼ 31; 32; . . .; 61

ffi

ð83:1Þ

where the index u is depending on physical-layer identity Nð2ÞID within the physical-

layer cell-identity group. Without loss of generality, we use x ¼
½0; duð31Þ; . . .; duð61Þ; z1. . .z2; duð0Þ; . . .; duð30Þ�T to represent the transmitted PSS
vector, z1 and z2 are random transmitted symbols whose size depends on the
bandwidth of the LTE system. The received PSS base-band signal on the antenna i
is given by

ri ¼ EiFHixþ wi ð83:2Þ

where Ei ¼ diagf1; ej2pei=Nfft ; . . .; ej2peiðNfft�1Þ=Nfftg with ei representing the normal-
ized frequency offset (frequency offset normalized to a subcarrier spacing of
OFDM symbols), Nfft is the FFT size, F is the IFFT matrix with

½F�nk ¼ e
j2pnk
Nfft =

ffiffiffiffiffiffiffi

Nfft
p

, Hi ¼ diagfHið0Þ;Hið1Þ; . . .;HiðNfft � 1Þg represents the fre-
quency-domain channel attenuation matrix. wi is a vector of additive white
Gaussian noise with wi½k� � CN ð0; r2

wÞ. yi will be fed to the PSS detection
structure to perform the acquisition process.

83.3 Analysis of Mean Acquisition Time

There is no time limit for the acquisition process, since PSS is periodically
transmitted. Therefore, it is almost certain that the whole system will be in an
acquisition state and the measurement of performance lies in the mean acquisition
time EðTacqÞ. We use a state transition diagram of discrete-time Markov process to
describe the process of the initial acquisition in the LTE system, as shown in
Fig. 83.2.

The points on the outer circle represent the false alarm state, and ones on the
inner circle are detection points whose number depends on the PSS transmission
period, synchronization window size and sampling frequency. Assuming that there
are V possible detected points, and each is labeled from 1 to V . Among those

frequency

(31)ud

0 1 2 3 43- 2- 1--4 31 6313--36

…

(34)ud (61)ud(30)ud(27)ud

…

(0)ud

ZC subcarrier NULL subcarrier

Fig. 83.1 PSS mapping of
3G LTE in the frequency
domain
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points, there is only one point which corresponds to the collective state H1 which is
labeled as 1 with generalization, and the rest ones belong to false alarm state H0.
Each detected point corresponds to a false alarm state except for 1. Here a serial
search strategy is adopted, any past time search information will not be used to
change the search direction. The system will go to the next detected point after TP

seconds when a false alarm appears. The detection probability from 1 to 0 is PD

called detection probability. The missing probabilities from state 1 to 10 and 2 are
PM2 and PM1, which represents two kinds of missing scenarios, one is false
detected PSS index, and the other is missing the timing point. The relationship is
PM1 þ PM2 þ PD ¼ 1. The false alarm probability from i to i0 (i 6¼ 1) is PF , and
1� PF indicates the probability from i to iþ 1. Let z indicate the unit delay
operator. Its value depends on the sampling rate. Furthermore, we can get the
generating function from one point to the other,

H1!0ðzÞ ¼ HDðzÞ ¼ PDz ð83:3Þ

Hi!iþ1ðzÞ ¼ H0ðzÞ ¼ ð1� PFÞzþ PFzKpþ1; ði 6¼ 1Þ ð83:4Þ

H1!2ðzÞ ¼ HMðzÞ ¼ PM1zþ PM2zKpþ1 ð83:5Þ

Here we assume that TP ¼ KpT1. Then we can simplify Figs. 83.2–83.3.
According to Mason formula [8], the generating function from i to 0 is

HiðzÞ ¼
HDðzÞHmodðV�iþ1;VÞ

0 ðzÞ
1� HMðzÞHV�1

0 ðzÞ ð83:6Þ
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Fig. 83.2 Flow graph of 3G
LTE initial cell search

746 Y. Zhou et al.



Since the search process can start at any one of the detection points, we assume
that the probability follows uniform distribution with probability1=V . Then the
generating function of the whole acquisition process follows that

HðzÞ ¼
X

V

i¼1

1
V

HiðzÞ ¼
HDðzÞ

V 1� HMðzÞHV�1
0 ðzÞ

� �

X

V

i¼1

HmodðV�iþ1;VÞ
0 ðzÞ

¼
HDðzÞ 1� HV

0 ðzÞ
� �

V 1� HMðzÞHV�1
0 ðzÞ

� �

1� H0ðzÞ½ �

ð83:7Þ

The mean acquisition time can be expressed as [9, 10]

�Tacq ¼
oHðzÞ

oz

�

�

�

�

z¼1

�T1

¼ T1

HDð1Þ
H0Dð1Þ þ H0Mð1Þ þ ðV � 1ÞH00ð1Þ 1� HDð1Þ

2

� �� �

� T1

PD
2� PD þ ðV � 1ÞðKPPF þ 1Þð1� PD

2
Þ

� �

ð83:8Þ

Because of the PSS near perfect cross-correlation properties, it is reasonable to
assume that PM2 � 1 during the derivation process.

Figure 83.4 shows �Tacq trend with the change of different PDand PF according
to Eq. (83.8), where V ¼ 1=153600, KP ¼ 307200. �Tacq decreases with the
increase of PD under certain PF , while it increases with the increase of PF under
certain PD. The relationship between �Tacq and PD, PF is basically linear. �Tacq

equals to 2.5 ms with limited condition of PD ¼ 1 and PF ¼ 0. Furthermore, it is
shown that PF has a greater influence on �Tacq than PD, to which should be paid
great attention.

3

V

V-1

…...

0

2

1 ( )MH z

( )DH z

0 ( )H z

0 ( )H z

0 ( )H z

0 ( )H z

0 ( )H z

Fig. 83.3 Simplified flow
graph of 3G LTE initial cell
search
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83.4 PSS Detection Structure

From the previous discussion we can see that even a little increase of false alarm
probability will lead to a great increase of mean acquisition time. Taking acqui-
sition performance and complexity into account, we design a PSS acquisition
structure shown in Fig. 83.5. At the first stage, it matches the received data from
single antenna in the time domain to simplify the acquisition process. The sampled
signal from one of the antennas is fed to a Low Pass Filter (LPF) with a pass
bandwidth of 1.08 MHz. The maximum likelihood detector can be expressed as

ðm;MÞ ¼ arg max
m;M

j
X

N�1

i¼0

r0ðiþ mÞS�MðiÞj
2 ð83:9Þ

where r0ðiÞ represents the filtered signal, i is the time index, m is the timing offset,
N is the FFT size, SMðiÞ is the local PSS replica with index M in the time domain.
Having finished the first stage, received data from different antennas is performed
with FFT. The corresponding PSS data is extracted to correlate with the local PSS
replica in frequency domain which can be expressed as

Au ¼
X

Nant

k¼1

j
X

61

i¼0

RkðiÞd�M0 ðiÞj
2 ð83:10Þ

where RkðiÞ is the received PSS data of antenna k in the frequency domain, Nant is
the number of antennas in the receiving system, and dM0 ðiÞ is local PSS replica
with index M0 in the frequency domain. During the second stage, the detector
selects the index with the largest correlation value in the frequency domain.

M0 ¼ arg max
M0

AM0 ð83:11Þ

If M0 is identical with M, the whole PSS detection process is over, or go back to
the first stage.
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The detection FFT module corresponding to each antenna can be multiplexed
with FFT module used for OFDM demodulation. Also there are only 62 sub-
carriers containing PSS, so the increase of computation of the proposed structure is
very small.

83.5 Simulations

Simulation parameters are based on the numerology in the 3G LTE physical layer
specification [7]. Maximum frequency offset is 2 kHz and extended typical urban
channel model (ETU) is used [11].

Figure 83.6 shows the false alarm performance comparison between normal
structure (NS) and proposed structure (PS) with different number of antennas.
Normal structure is detection structure without the verification module in the
frequency domain. From the figure, we can see that PS has a better performance
than that of NS, while PS with 4 antennas is better than PS with 2 antennas,
especially for low SNR. The difference is becoming smaller and smaller along
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Fig. 83.5 PSS detection structure with verification module
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with the increase of SNR. The reason is that large SNR means a high credibility of
the first stage, under which scenario the effect of verification module is weakened.

Figure 83.7 shows the CDF of cell search time of the two structures. It can be
seen that the CDF of both structures is increasing along with the time while PS has
a better performance than that of NS. Scenarios with different SNR have different
kinds of performance. Lower SNR means larger difference in CDF performance
between the two structures. The superiority of PS over NS is weakened with the
increase of SNR. Cell search time also have an impact on the CDF performance.
The advantage of PS finally disappears over the time.

83.6 Conclusion

In this paper, the mean time of initial cell search in 3GPP LTE system is studied,
from which it can be found that the false alarm probability plays a more important
role in the acquisition time performance. A novel PSS detection structure is pro-
posed to suppress the false alarm by adding a verification module. Simulation
results show that the proposed structure can decrease the false alarm probability,
and reduce the total acquisition time especially in the low SNR circumstance.
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Chapter 84
Multi-Agent System Set for Software
Maintainability Design

Xiaowei Wang, Wenhong Chen, Luping Pan, Yanping Cui,
Xinxin Tian and Si Wu

Abstract In order to search out the useful resources about software maintain-
ability requirement from the huge contents in the rapid development of Internet, an
intelligent decision-making model in software maintainability design is used in
this paper. By introducing the Agent technique, intelligent decision-making model
can rationally evaluate the affections between all indexes to select the best design
scheme. The model mainly consists of two steps: The first one is Data-Mining and
building information warehouse about software maintainability analysis. The
second one is reasoning based on cases and evaluates the maintainability index.
Giving the task to main-Agent, the main Agent communicates with the sub-Agents
and allocates the task to all of them. The precedent warehouse not only instructs
Agent to cooperate with other Agents, but also supplies it with the datum of
intelligent actions. The Agent technology applied in software maintainability
design. It’s proved that it’s an effective way to evaluate the scheme of main-
tainability design.

Keywords Software maintainability � Agent � Data-mining � Intelligent decision-
making

84.1 Introduction

Most software projects in society are completed by the components cooperatively
in special environment.To ensure the efficiency of the system, it’s essential to
control the process of a software project. The traditional methods have been
applied extensively, such as the technology of working process in software system,
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the theory of enterprise’s recombining and the theory of standardization of
management. But the disadvantages of the theories are obvious day by day [1].

Firstly, they can’t evaluate the procedure, mode and method effectively.
Secondly, the phantasmagoric recourses can’t be utilized efficiently. Thirdly, the
components who are distributed in a system can’t supervise the system’s changing
intelligently just because they are always controlled in a concentric way.

At present, the same disadvantages are existed in software maintainability
design. It’s known that maintainability is an important attribution of design and
fundamental characteristic of quality. With the development of the science and
technology, the object of maintain is more complex and contain more technology.
So, new method must be applied in maintainability design [2].

Agent is very popular in the field of artificial intelligence recently, especially
with the boom of Internet. The definition of Agent can be found in most papers, so
there is no need to repeat in this paper. In different fields, different Agent model is
established. However, the Agent function model includes apperceive module,
communication module, reasoning module, execution module, inner-station
warehouse and information warehouse and so on. Especially in multi-Agent sys-
tem, cooperation is an important characteristic, owning to the distribution of
resources and the limit of ability. Interaction is the base of cooperation and
communication is an important means to interact.

Agent is applied to software maintainability design in this paper and an intel-
ligent decision-making model is set up to evaluate the affections between all
indexes and to select the best design scheme.

84.2 The Model of a Software Intelligent Decision-Making

The model consists of two steps mainly: The first one is Data-Mining and building
information warehouse about software maintainability analysis. The second one is
reasoning based on cases and evaluates the maintainability index [3].

The user gives the task to main-Agent. The main Agent communicates with the
sub-Agents and allocates the task to all of them. For example: the following twelve
properties are informed to each sub-Agent: (1) usability; (2) clarity; (3) modu-
larization; (4) portability; (5) testability; (6) technical review; (7) reparability;
(8) quality assurance; (9) dubugging; (10) simplified parallel process; (11) soft-
ware component; (12) majorization and compromise. After this, all the sub-Agents
start to self-study and Data-Mining in the light of the main-Agent. Some of the
sub-Agents maybe are mobile-Agents. The mobile-Agents work by the Net [4].
They seek the useful information and services in the net. All the Agents cooperate
and balance the loads. When the mobile-Agent finds the information warehouses,
it moves to the server and then search for the useful information. After completed
the task, the results are fed back to the main-Agent. The process of it can be
illustrated by the Fig. 84.1.

754 X. Wang et al.



The adaptive optimization is based on the intelligent analysis of the indexes. An
important step is to predict the maintainability indexes, including mean-time-to-
restore-system (MTTRS), mission-time-to–restore-function (MTTRF), maximum
time to repair, mean-maintenance-time, mean-time-to-repair (MTTR), and main-
tenance ratio. All the designing indexes are interrelated. The pivotal work is to
evaluate the effects to other indexes when one index is changed and to estimate
whether or not the capability of the whole system is improved. All the calculating
work is complex and the workload is tremendous. The Agent system has the
capability of distributing decision-making and mobile calculation. When an
Agent’s task exceeds its capability, the main-Agent redistributes the tasks. This
redistribution is also called mission transferring which can be processing between
the sub-Agents in different time and position asynchronously. When the task is
completed, all the sub-Agents give the feedback to main-Agent. In the Agent
system, the subjection Agent also can be the main Agent, and the former main
Agent can be one of the sub-Agent when it’s needed. The relation is determined by
the environment and the resource’s distribution [5]. Especially when the main-
Agent can not work, the role of main-Agent can be transferred to the optimum
Agent. And when a sub-Agent can not work, the task of this Agent will be
transferred to other Agents. In a word, the system works in a steady way. The
relations among Agents can be illustrated by the Fig. 84.2.

When it comes to a single Agent, each one can deal with the task of main-
tainability design and is independent in some time. The base frame of sub-Agent
based on information is made up of property, method, information, reasoning,
language, function wizard, information transferring, the information warehouse
and the server. The base frame can be illustrated by the Fig. 84.3.

The communication between Agent and user bases on the social ability of
Agent, and Agent language is used. The self-adapted ability enables the Agent not

Information
Warehouse

Users

Sub-Agent1 Sub-Agent2

Main-Agent

Sub-Agentn

Management
System 

Seeking Model

IT Net

Information
in NT

Fig. 84.1 The frame of software maintainability design model
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only to react to the environment simply but also to analyze the fuzzy and devel-
opmental information from the users, which embodies the restriction to the task as
a whole.

84.3 The Information’s Application

The precedent warehouse not only instructs Agent to cooperate with other Agents,
but also supplies it the datum of intelligent actions. There are three levels in the
information warehouse: The first one is professional knowledge about software
maintainability design, including the information about the structure of task. It
maybe includes the information about the eight properties about software main-
tainability, such as predigesting the design and repair. The second one is the
information for reasoning. It’s about communication, cooperation, decision, and
task’s management. There are some rules for reasoning. The rule is: If subtask
(‘task’, subtask) and state (‘subtask’, started) then state (‘task’, started). The third
one is the information for controlling, which is the bridge between the reasoning
knowledge and software maintainability information. The information about

Head User
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Fig. 84.2 The frame of cooperation among agents
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Fig. 84.3 The frame of agent
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maintainability is conversed to professional information through reasoning. The
rule is: If scheme (conditions, conclusion) and all_true(conditions), then
add(conclusions) [6].

The first step is to access the information warehouses and experience ware-
houses to seek for the similar solutions. And then apply them in the task. When the
method is combined with Agent, the method can be faster and more precision. The
following is an example.

Based on the properties of software maintainability and the newly develop-
ments in this field, twelve properties of maintainability are listed in this paper. All
the twelve properties are not existed alone. There are relations among them. When
one property is optimized, it affects other properties. In another word, when one
Agent optimizes himself, it affects other Agents. The effects among properties are
called ‘‘facilitations’’, marked as fij. The value of facilitation is between -1 and 1.
The relations among the twelve properties can be expressed by the Table 84.1.

After analyzing the facilitations, the relations among the properties can be
marked as vector diagram, and the vector diagram will be showed to users. The
vector diagram facilitates the users understanding the relations. The vector dia-
gram of maintainability design can be marked as G’ = (N’, E). N’ = {A1, A2,
…, An} means a series of nodes, which delegate Agents; E = {e12, e13, …, eij,
…}means the arcs among the nodes, which delegate the facilitations among the
sub-Agents. For example, e12 means the arc between A1 and A2. In the following
vector diagram, five properties are chose. It’s Fig. 84.4.

If considered the facilitations among the properties, the vector diagram can be
expressed as matrix F. Because the facilitation can’t take place itself, elements in
the main diagonal all are 0, marking as fij = 0; the matrix F is called as facilitation
matrix. If only considered the optimizations of each property, the matrix H can be
educed. The value of Vi is between 0 and 1. In the end, the two matrixes can be
merged as one matrix M.

Table 84.1 The relations among the twelve properties

Properties of software
maintainability

i fi,1 fi,2 fi,3 fi,4 … fi,12

Usability 1 f1,1 f1,2 f1,3 f1,4 … f1,12

Clarity 2 f2,1 f2,2 f2,3 f2,4 … f2,12

Modularization 3 f3,1 f3,2 f3,3 f3,4 … f3,12

Portability 4 f4,1 f4,2 f4,3 f4,4 … f4,12

Testability 5 f5,1 f5,2 f5,3 f5,4 … f5,12

Technical review 6 f6,1 f6,2 f6,3 f6,4 … f6,12

Reparability 7 f7,1 f7,2 f7,3 f7,4 … f7,12

Quality assurance 8 f8,1 f8,2 f8,3 f8,4 … f8,12

Debugging 9 f9,1 f9,2 f9,3 f9,4 … f9,12

Simplified parallel process 10 f10,1 f10,2 f10,3 f10,4 … f10,12

Software component 11 f11,1 f11,2 f11,3 f11,4 … f11,12

Majorization and compromise 12 f12,1 f12,2 f12,3 f12,4 … f12,12
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The matrix M is the matrix of software maintainability design indexes. All the
effects among the sub-Agents and all the interaction relations can be expressed
quantitatively. The dimension of matrix M is decided by the amount of properties.
The value of the matrix means the optimization of the software maintainability
design. Given all the facilitations are fixed, each scheme has the different property
index Vi. After compared all the values, the Agent system choose the best scheme.

84.4 Conclusion

By introducing the Agent technique, intelligent decision-making model can
rationally evaluate the affections between all indexes to select the best design
scheme. The model mainly consists of two steps: The first one is Data-Mining and
building information warehouse about software maintainability analysis. The
second one is reasoning based on cases and evaluates the maintainability index.
Giving the task to main-Agent, the main Agent communicates with the sub-Agents
and allocates the task to all of them. The precedent warehouse not only instructs
Agent to cooperate with other Agents, but also supplies it the datum of intelligent
actions. The Agent technology applied in software maintainability design. It’s
proved that it’s an effective way to evaluate the scheme of maintainability design.

3. Modularization
2

1

5

43

1. usability

2. clarity

4. portability

5. testability

Fig. 84.4 The facilitations
among the sub-agents
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The Agent technology is applied in software maintainability design. It’s proved
that it’s an effective way to evaluate the scheme of maintainability design. With
the development of Agent and net, the intelligent decision model based on Agent
has the expansive prospect.
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Chapter 85
Wireless Video Transmission System
Based on WIFI

Shouhuan Jiang and Zhikao Ren

Abstract Reliable video transmission is very challenging over wireless network.
Efficient coding and transmission control techniques are required to meet the
requirements of Qos. This paper designs the model of video transmission system
based on WIFI, which achieves a real-time wireless video transmission system. The
RTP encapsulation and real-time control methods of wireless video transmission
based on H.264 encoding have been focused on. An adaptive control model of video
transmission based on WIFI is presented in this paper. Experiment results shows
that the proposed the adaptive control method of video transmission can gain good
Qos so that the stability and good qualities of video transmission are ensured.

Keywords WI-FI � Streaming media � RTP/RTCP �Wireless video transmission �
H.264

85.1 Introduction

Since the twentieth century, the computer network technology, modern commu-
nications technology and the artificial intelligence technology have developed
greatly. The range of applications of real-time video transmission are increasingly
widespread, not only requires the adaption to a known environment and the more
important work environment of the future such as military reconnaissance, rescue
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and relief, but also requires the detection of high pollution of the environment,
anti-terrorism blasting, mine safety accident rescue in many areas.

But remote monitoring, remote education, remote medical diagnosis, remote
shopping, remote access, television and telephone conference, etc. applications
urgently need a network video transmission. Therefore, the research and design of
a reliable wireless video transmission system is an urgent task.

Wireless video transmission based on the IEEE802.11 protocol [1], transmis-
sion control use the TCP and UDP protocols, but to some extent, it cannot meet the
requirements of the wireless video transmission. So the system uses the RTP
protocol [2–4] based on the application layer extended in this paper, the RTP
protocol is a transmission control protocol used for real-time audio, video and
other multimedia data which includes RTP and RTCP two sub-protocols: RTP is
used for end-to-end transmission of real-time data, RTCP for quality of service
monitoring and network diagnostics. RTP runs on top of UDP generally, both of
them works together to accomplish the functions of the transport layer protocol. Its
upper layer is the application layer, which mainly includes sound, video and data.
RTP receives multimedia information streams (such as H.264 video) from the
application layer, encapsulated into RTP packets, and then sends to the underlying
UDP. In addition, RTP is an open application protocol, and the characteristic is
that the basic functions can be clearly reflected in the user’s program.

When the application starts the RTP session, the sender will use two adjacent
UDP port number, even-numbered is used to send RTP packets, and odd numbers
is used to send RTCP packets, during RTP session, participants periodically send
packets, shown in Fig. 4.1. RTP itself neither provides a reliable delivery mech-
anism for RTP packets in order, nor provides flow control or congestion control; it
relies on supporting the use of RTCP to provide these services. RTCP packets
contain the number of data packets that have been sent, the situation of the missing
data packets, etc. RTCP packets sent in the receive direction, which is responsible
for monitoring network quality of service, communication bandwidth and trans-
mission over the Internet, and send the information to the sender. Transmit end can
use the information provided by RTCP dynamically to change the transmission
rate, and even change the payload type. Use RTP and RTCP together can provide
flow control and congestion control service, and it can optimize the transmission
efficiency by effective feedback and minimal spending, so they are particularly
suitable for real-time data transfer.

85.2 Wireless Video Transmission System Design

85.2.1 Wireless Video Transmission System

In order to meet the video transmission requirements that the occasion is not fixed
or unknown environment, it is necessary to consider from two aspects: one aspect
is to design a wireless video transmission link and another aspect is video capture
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and encoding transmission. Wireless video transmission link comprises three
categories of nodes, the first is a video capture terminal which is ended by a mobile
terminal, embedded the WIFI modules and video capture encoding module with
the node which is responsible for video capture, encoding compression and sub-
contracting transfer; the second is a wireless AP points with embedded WIFI
module, which is responsible for the wireless link repeaters and packet forwarding,
the node requires several according to the actual situation; the third one is a remote
control center which can be a wireless network PC, which is responsible for
receiving the video data packets, sort reorganization, video decoding and display,
and the control of the wireless transmission network.

In an unknown environment, in order to meet the needs of wireless network video
transmission by setting wireless AP point in advance, or setting the AP point on the
way according to the needs by a mobile device to set up the wireless transmission
link. The structure of the wireless video transmission system is shown in Fig. 85.1.

The wireless video transmission system captures video through the video
capture terminal site while doing the H.264 video compression coding, and then do
the RTP sub-transmission through AP point, the control terminal receiving the
video packets transmitted and decoded to restore an image display.

85.2.2 Wireless Video Transmission Scheme Analysis

Wireless video transmission is different from the wire environment, the bandwidth
is stability in wire network, and change of the signal is very small, loss or disorder
of data packets occur rarely, transmitting a video sequence uses I frames, B frames
and P frames,as IBBBPIBBBPIBBBP… or IPPPIPPPIPPP… sequence. For each I-
frame or P-frame can be carried out in accordance with the fixed-size the RTP
subcontractors transmission. In the wireless network environment, the design
requirement of real-time video transmission system is strict, while transmitting a
video sequence with a sequence of I frames and P frames can be ok by using the
RTP/RTCP protocol based on application layer extension. For each I-frame or p-
frame can be transported according to a fixed RTP packets size, and also need to
adjust the quantization parameter or other network-oriented video coding tech-
niques to adapt to changes of the wireless network bandwidth and flow through the
‘‘frame skip’’. This may cause the out-of-order packet loss and the emergence of
the ‘‘chaotic’’ situation, and therefore need shuffle rearrangement and RTCP
feedback control messages dynamically adjust the flow and timely recovery of a
frame video data, then decode and display.

Video 
capture 
terminal

WIFI
AP

WIFI
AP

Control 
terminal

Fig. 85.1 Wireless video transmission system structure
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85.2.3 Wireless Video Transmission System Structure

The video transmission system in this article is designed for wireless network
environment, and is oriented towards the application., which can be designed for
different structural forms facing different needs and different occasions in the
practical application and development process, Here are the structure of the point-
to-point video transmission system, shown in Fig. 85.2.

85.3 The Key Technologies of Wireless
Video Transmission

85.3.1 RTP Packet and Its Package

Wireless real-time video transmission system uses H.264 compression coding
[5–8]. The transmission control subsystem is constructed based on the RTP/RTCP
protocol, completed by the UDP used by the transport layer communication.
The compressed video stream does the RTP subcontract package, and then
transmits to the remote through the network, separates the received RTP packet at
the receiving end and remove valid data, then decodes and displays, and Receiving
end sends RTCP control packet to the sender, feedbacks the situation that the
network is sent, the sender end analyses and adjust send hairdo according to the
network conditions. A video stream RTP packet generally consists of a fixed head
of RTP, RTP payload header and RTP payload.

The RTP data packet format has some differences for the different systems
under normal circumstances, for a particular system, the RTP data packet format
need only two parts, namely the RTP fixed header and the payload of two parts.

Payload that is, to form the video source collected to the stream by compression
coding, encapsulate the stream into RTP data packets by a cyclic process, and then

Fig. 85.2 Diagram of Transmission system
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transmit to the remote. The video payload of the RTP packets can be differentiated
according to the different network subcontract. The system uses IPPP4 frame loop
stream format to send video sequence, a simple and effective subcontracting is to
divide a frame data (I and P frames) separately into several RTP packets. A com-
monly divided data packets method is to divide an image of good coding com-
pression into two packets in accordance with the parity number of the macro-block,
the first packet includes all of the odd macro-block, the second packet includes all of
the even macro-block, and each RTP packet must contain the header information.
Complex subcontracting and stream structure combined with each other.

85.3.2 Wireless Video Transmission Control Method

In order to meet the quality requirement of real-time transmission system, uses one
kind of 2 levels comprehensive control methods, video coding is divided to basic
layer and expand layer in level 1, when network load is large only transmits the basic
level, the basic level may meet the basic display of video, in level 2, through the
feedback of RTCP and appraising the network load situations, carries on the dynamic
flows control, includes several methods of ‘‘the selective sending’’, ‘‘adjusts the sizes
of RTP data packets automatically’’,‘‘realigning disordered data packages’’.

A transmission control model is established on the second level in order to
improve the stabilities of the wireless video transmission system, as shows in
Fig. 85.3.

The sampling frequency is amounts of collected images of camera each second,
here, presumes camera collects 25 images each second. There is not enough time
to encode and transport each image in the actual transmission process, which leads
to the occurring of the delay and instability as transporting images, therefore, we
must associate actual situations of the network to decide the sampling frequency
(i.e. jump frames processing). The control method is that: suppose gathering the
image frames each second is F(x, y), the network situation weight is Q(x, y),
F(x, y) initialization of F is 25, as follows:

Fðx; yÞ ¼
25

1þ1=Qðx; yÞ
x 6¼ 0

25 x ¼ 0

(

ð85:1Þ

where x represents the transmission delay of the network condition, x = 0
indicates that the network transmission delay is small. x = 1 represents the
transmission delay and x = 2 indicates that the network propagation delays large.
Where y represents disorder and packet loss, y = 0 represents that the network
transmission disorder or packet loss did not occur or little.

Q (x, y) [ 0, F (x, y) [ [10, 25], the network real-time effect is poor if it is less
than 10, the transmission quality is low, you can stop the transfer, and perform
maintenance or re-commissioning solve.
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So we can adjust the sampling frequency timely to adapt to the current network
transmission requirements through the feedback network conditions.

The system encapsulates individually each I-frame or P-frame into RTP packets
in accordance with a predetermined size; Set the initial value for each RTP pay-
load to 1024 K, and then change flexible according to the effect of the actual
network transmission when the network is inefficient. If it is found that there is a
serious disorder and frequent packet loss occurring at receiving end, need to
control the sampling frequency (skip frames), at the same time change the packet
size of the RTP data packet to achieve good implementation of real-time trans-
mission by adjusting. Set RTP data packet size as S, then:

SðxÞ ¼
2048

1�Fðx; yÞ=Qðx; yÞ
x 6¼ 0

2048 x ¼ 0

(

ð85:2Þ

where Q(x, y) reflects the degree of congestion in the network. S(x) [ [2048, 4096].
The general single RTP packet does not exceed 4096 K according to the

experimental analysis, so you can have a better quality of transmission in different
network environments.

The key of the problem is how to identify a suitable network transmission
quality reference weight by analyzing the receiver situation at the receiving end.
And then fed back the reception conditions and analytical results to the trans-
mitting side by the RTCP packet of the sending and receiving end to adjust the
way of the sending end. This process is a dynamic equilibrium process is also the
quality control process of the entire transmission system.

Qðx; yÞ ¼
X

n

c¼1

ffiffiffiffiffiffiffiffiffiffiffi

xþ y
p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2þ y2
p x ¼ 0; 1; 2; . . .

y ¼ packet loss or the number of out of order

ð85:3Þ

Fig. 85.3 Model diagram of the control of transmission
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where n may have different values according to the different requirements, the
meaning is to examine the receiving condition of n times of the receiving end n
times, the present system n = 5.

85.4 The Experimental Results and Analysis

When the wireless video transmission starts, the collection terminal and the control
center connect through the wireless AP link firstly. After connection, the trans-
mission side starts the video capture, while compressing encoding the video,
outputting the I frame eligible for a P-frame image, RTP sub-packaging the
compressed image information, and is formed to the RTCP sender report, trans-
mitted to the receiving end, and then send RTP subcontractors one by one until an
information transmission is completed, and then proceed to the next cycle.

The control terminal receipts that the RTP packets are transmitted by the col-
lection side and stores to the corresponding location of the cache according to the
rearrangement algorithm, calculates the situation of the disorder and the packet
loss combined with analysis of previously-received RTCP sender report, and then
on one hand deals with the missing data packet through interpolation treatment
methods,recoveries to form a code stream, and decodes the output and displays; on
the other hand, forming a receiving side report and feedback so that it is easy to
control the traffic or other measures for the sender.

The rearrangement algorithm as follows:
Firstly, the smallest serial number minsequence of an image subcontracted is

obtained by the formula:
(Current packet sequence number - the smallest serial number) * the length of

the packet;
receivestru [i]. sequ- minsequence.
For (i = 0; i \ jjj; i ? +).
{memcpy (cc ? (1024 * (receivestru [i]. sequ-minsequence)), receivestru [i].

receivedata, eceivestru [i]. length);} receivestru[i].sequ is the current serial
number.

Determine the address, the receiving data would be write into the corresponding
memory space, and be decoded to restore an image data, and then display. Control
the transmission quality timely, such as frame skipping and control packet-divided
size according to the RTCP packets feedback by the wireless network receiving
terminal. The achievement of skipping is: when initialization, F (0,0) = 25,
corresponding sleep (0); control skipping by the changes of the parameter t of
sleep (t). When the network changes, it gets the control parameters Q through the
feedback, and dynamically adjust skipping based on network conditions Q in the
receiver. In addition, a simple control is fault-tolerant can skip and receive another
I frame again from the next cycle if an error occurs when the receiver receives
I frames, this fault-tolerance is very convenient, and also very practical.

85 Wireless Video Transmission System Based on WIFI 767



Wireless video real-time transmission system interface as shown in Fig. 85.4,
through wireless network in the experiment many times, some conclusion shown
in Table 85.1, jump frame phenomenon is obvious in the wireless network envi-
ronment, transmission frame rates generally keeps in 10 * 15 frame/s. The effect
is very good when the video background fast moving, operation complexity
increases, the transmission frame rates need be reduced, and adjusts frame rates in
time to ensure the stable quality of transmission.

85.5 Conclusion

This paper presents a model of real time video transmission system based on WIFI.
It is concluded that the demand of the transmission performance is higher and
transmission quality control is important in wireless network environment by
several experiments,. It is very difficult to guarantee the quality of the transmission
if there is no flexible control method. RTP packets size divided method can adapt
to the dynamic changes of the wireless network. This system has practical
applications mean, such as in unknown environment detection, pollution of the
environment live video transmission, etc., and can be developed and applied under
DSP environment, such as ROV and exploration robot. In a word, the design of the
system adopted some new methods: (1) the fault-tolerant; (2) the two levels

Fig. 85.4 The interface of real time transmission system

Table 85.1 Comparsion of real time transmission system

Performance
control

Frame rate Mosaic Delay Video background mobile
condition

No quality
control

3 * 20
frame/s

Often
appears

Often
happen

The image is very unstable

A quality
control

10 * 25
frame/s

Basic no Seldom
occurs

The image stability, good
adaptability
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treatment structure; (3) comprehensive control system, including the ‘‘frame
skipping’’, RTP packets size appropriate adjustment, etc. These can meet
requirements of the wireless video transmission based on WIFI basically.

Acknowledgments The work is supported by Shandong Provincial Natural Science Foundation,
China:ZR2009BL021

References

1. Pan, T., Liu, X.: Hybrid wireless communication system using ZigBee and WiFi technology in
the coalmine tunnels. In: 2011 Third International Conference on Measuring Technology and
Mechatronics Automation. 978-0-7695-4296-6/11(2011)

2. Shi, B., Wang, Z., Liu, J.: Research and realization of real-time remote image transmission
based on RTP, Microcompute information[J], 21(2), 178–179 (2005)

3. Schulzrinne, H.: RTP Profile for Audio and Video Conferences with Miniimal Control[S].
Internet RFC 1890(01) (2006)

4. Peng, W.L The Realization and Study of the Real time transmission system Based on RTP, the
paper of master’degree (2005)

5. Joint Video Team (JVT) of ISO/IEC MPEG & ITU-T VCEG. Draft ITU-T Recommendation
and Final Draft international Standard of Joint Video Specification (ITU-T Rec. H.264 I ISO/
IEC 14496-10 AVC). JVT-G050r1 (2003)

6. Wiegand, T., Schwarz, H., Joch, A., Kossentini, F., Sullivan, G.: Rate-constrained coder
control and comparison of video coding standards. IEEE Trans. CAS Video Technol. 7(13),
688–703 (2003)

7. Wiegand, T., Sullivan, G., Bjontegaard, G., Luthra, A.: Overview of the H.264/AVC video
coding standard. IEEE Trans. CAS Video Technol. 7(13), 560–576 (2003)

8. Pan, F., Lin, X. et. al.: Fast Mode Decision for Intra Prediction. Joint Video Team (JVT) of
ISO/IEC MPEG and ITU-T VCEG, JVT-G013 (2003)

85 Wireless Video Transmission System Based on WIFI 769



Chapter 86
The Self-Adapted Taxi Dispatch Platform
Based on Geographic Information System

Yi-ren Ding, Jing Xiong and Heng-jian Liu

Abstract In order to improve the efficiency of taxi dispatching, we build a center-
controlled, real-time management system. With the help of the real-time data
collected by recorders in taxis and the wavelet neural network utilized to predict
passenger current, the whole system can work more precisely. Besides, the
exceptional situations are also taken into consideration in this system. Thus, the
whole system is able to distribute taxis efficiently in any situation. Simulation
results indicate that the wavelet neural network could make more accurate pre-
diction than former methods and the self-adapting distribution strategy can
increase load rate effectively.

Keywords Taxi dispatching � Passenger flow prediction � Dynamic model

86.1 Introduction

Taxi is and still will be an important part of city transportation system; it is a
supplement of public transportation [1]. The improvement of the efficiency of taxi
has taken paces with the help of vehicle GPS and center GIS control system. Take
Taipei as an example, the taxi information sharing system established several years
ago provides a platform for strangers who have the same destination to take one
cab together, which improves the efficiency of the city transportation [2]. The
system introduced in this passage, committed to analyzing the data from recorder
in taxis, establishing self-adapted dynamic model in consideration of emergency,
and predicting passenger flow in each road. The application will be given in
passage.
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86.2 Geographic Information Management System

The real time information (route, amount of passenger) which comes from
recorders in taxi is transmitted to the center. The management center not only
receives the information of current passenger flow but also receives the location
and state of every taxi. All information comes from taxi will be saved in server,
which will be invoked as original data for real-time analysis, then updating
dynamic model and giving guidance. It is an archetype of intelligent transportation
cloud [3]. The FLEX1 is used for building the interface and Java is applied for
calculating. Besides, the MapGIS (see footnote 1) platform is utilized for map
service (Fig. 86.1).

86.3 The Wavelet Neural Network

The wavelet neural network is one kind of the former dyke type models for
prediction. The wavelet neural network, with the ability of self—learning and self-
revising, is the most comprehensive and typical model of neural network. The
learning processes of neural network are made up of forward propagating and
counter propagating. Only if the result of first forward process didn‘t meet the
expectation will the counter propagating interfere and revise weight in each neural
cell, then the new results could be more precise. The advantage of wavelet in
information process could be fully developed if it is used as transmit formula in
neural network system. And it could overcome the nonlinearity and the interactive
feedback attribute of taxi [4]. Based on published experiment, the accuracy of
wavelet neural network model is better than GNF and NBRR model which are
most common in use today [5] (Fig. 86.2).

The number x formula of wavelet transmitting is showed:

Center service Taxi

Fig. 86.1 System
configuration

1 Notifications

1 FLEX: A free and effective open source software platform produced by AdobeTM for appli-
cation development.

2 MapGIS: The first erect-style data center development platform in the world produced by
ZONDY CYBER.
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j ¼ 1; 2; 3. . . are indicate factors in the wavelet formula. These factors are sup-
posed to be modified only if the first output value exceeds the tolerable difference
of expectation.

The method of modifying is called gradient-corrected.
Weights modifying process:
Modify weight of each level: xkþ 1nj ¼ xknj þ Dxkþ 1nj
Modify the factors in the number I neural cell:

aiþ lj ¼ ajiþ Daji þ l; bji þ l ¼ Dbij þ l ð86:2Þ

In this formula Dxkþ 1nj;Dajiþ 1;Dbijþ 1 are obtained by gradient-cor-
rected method [3]:

Dxkþ1
nj ¼ �r

oe

oxk
nj

; Daiþ1
j ¼ �r

oe

oai
j

; Dbiþ1
j ¼ �r

oe

obi�

j

ð86:3Þ

After the model is established, to increase the speed and efficiency of learning
of neural network, the pretreatment is necessary. We use linearization method to
narrow the range of data, then the possibility of successful prediction is likely to be
improved [4, 6]. Linearization formula:

Xi ¼ x �min Xð Þð Þ =max Xð Þ �min xð Þ ð86:4Þ

X1 XnX2

Wavelet Wavelet

Output
proper
result

Return 
and 
revise 

Fig. 86.2 Wavelet neural
network
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86.4 Exception Handing

It is an effective method to find regular fluctuation of passenger flow through the
result of wavelet neural model. However, the exceptions caused by unexpected
events cannot be predicted by the model. Besides, due to the accumulation of data,
the abnormal data may influence the short-time prediction of passenger flow.
Therefore, manual adjustment is required when the abnormal data is detected, and
the cause of anomaly should be investigated and analyzed [7].

We classify exception into three categories (Table 86.1).

86.4.1 The One-time Output Anomaly and The One-time
Input Anomaly

In these two situations, the anomalies would last for one day or several days,
usually accompanied with the abrupt appearance and fast disappearance. Holidays,
festivals, celebrations and grand activities always contribute to the situations. The
method to detect the anomaly is called growing-rate threshold. In general, the
cycles of statistics are set each 6 h, one day, and three days. If the growth rate
exceeds the threshold of each time cycle, the system will inform managers to
change the auto-dispatch to manual-dispatch and then experts are informed to
investigate the causes.

86.4.2 Long-time Anomaly

The changing rate of data in long-time anomaly situation is not as sharp as one-
time anomaly. But the difference is that the passenger flow will never come back to
the former level. Like the new shopping mall put into use, it will lead the long-
standing change in passenger flow which is different from one-time anomaly. In
this case, the cycles of statistics are 15 days, one month, three months and one
year. When the long-term anomaly is detected, the old data will be cleared and

Table 86.1 Exceptional situations

Name Anomalies Example

One-time output
anomaly

A place with unusual output passenger for
one time

A train station right after long
holiday

One-time input
anomaly

A place with unusual input passenger for
one time

An international auto show

Long time anomaly Unusual passenger flow for long time New shopping mall
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train the newly collecting data in model. And this data replacement makes the
prediction more accurate (Fig. 86.3).

86.5 Real-time Self-adapting Dispaatching

The passage above simply introduces the system configuration, prediction formula
and exception handling, the key part of system is to dispatch taxi by the result that
is calculated by the model and the real-time data. Real-time dispatching is made up
of three core parts: the model of passenger flow prediction, the real-time statistic
data, and the ‘‘back much better repair’’ policy. This policy means to predict
potential amount of passengers according to the difference between statistic
number and prediction number.

Because of the uncertainty of the passengers amount, and the wavelet neural
model can only predict the total amount of passengers, the system obtains many
unsatisfactory results during tests. We find that even the amount of total passen-
gers has been predicted precisely by wavelet network model, the passenger flow
fluctuate in every period—the surge in rush hour. And the increase of passengers in
rush hours makes counteraction on steady phase. So the prediction should be
adjusted by the data we collected in 1 day.

Assuming Pn is the passenger prediction in one period, T means the total
amount of passenger before time Pn, S means total prediction number, Xn means
the impact factor.

Pn ¼ S � Xn �
X

n�1

i¼1

Pn�1

 !

=T ð86:5Þ

Rate of growth exceed 
threshold

Long-time threshold Short-threshold

The data is not recorded in 
database

Update prediction

Cause investigation

Replace old data by new 
data

Fig. 86.3 Exceptional handling process
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After the passenger flow prediction in current period is obtained by using GPS
locating the position of every taxi, then we can give guidance to empty taxis. As
the suggestion given by construction bureau, the rational rate of utilization of taxi
is 70 %. And the rate of utilization approximately equals to the ratio of the amount
of passengers and the number of taxis in one time period [8, 9]. Because the
system has not been put into use, in the example followed, we assume that the
rational ratio of passenger and taxi is 10.

5:30-7:30  Valley 7:30-9:30  Peak 

14:00-17:00 Normal 14:00-17:00 One-time output 

Fig. 86.4 Passenger, taxi and dispatching situation in city one
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86.6 Example of Application and Contrast

86.6.1 One Particular Simulation

In order to test the superiority of our system, we create three simulated cities and
each city is tested for three times with different original status. Take city A for
example, to simulate the rush hour and normal hour, we suppose there are 16 fixed
blocks in the city and the numbers of passenger range from 500 to 2,500. The data
is recorded in representative time, and it includes the number of potential pas-
senger, the number of taxi, the number of people who took taxi and people who
failed to take taxi in each block. To compare the efficiency of rate of load, city A
will simulated under three different management modes.

Mode1: Using self-adapted dispatching system.
Mode2: Using normal dispatching system.
Mode3: Without using dispatching system.
The X/Y in the graph means: amount of taxi in the area/passenger prediction in the
area.
The arrow means the guidance given to the taxi.
The bold number in fourth picture means a one-time output anomaly; the number
of real passenger is over 4 times larger than prediction.The following pictures
show the dispatching process in self-adapted management system (mode 1)
(Fig. 86.4), (Table 86.2).

Table 86.2 Rate of load in three cities

Rate of Load Valley time (%) Peak time (%) Normal time (%) Anomaly in normal time (%)

City 1 65 94 75 86
City 2 60 90 68 55
City 3 39 82 50 45

Table 86.3 Rate of load in each simulation

Mode 1 (%) Mode 2 (%) Mode3 (%)

City A 80 68 54
83 69 60
80 74 62

City B 86 74 62
81 69 65
82 70 59

City C 78 69 58
78 63 53
77 65 53

Average 80.6 69 59.6
Standard deviation 2.83 3.60 4.33
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Through this simulation, we obtain the results of rate of load in different
management modes. In mode 3, the rate of load is always lower than that of mode
1 and mode 2. In mode 2, though the rate of load surpasses that in mode 3 a lot, it
decreased sharply when an anomaly appears. In city 1, with the help of self-
adapted management system, not only the rate of load is the highest, but also the
fluctuation is the tiniest, and the advantage of stable is particular significant when
anomaly happens.

86.6.2 All Simulations

City B is supposed to have 25 blocks and City C is supposed to have 36 blocks.
Each city is tested three times with different original status.

The following table shows the average rate of load in each simulation that we
have done (Table 86.3).

86.7 Conclusion

With the help of our system, three goals are achieved. Firstly, managing taxi cab in
center controlled method. Secondly, predicting the amount of potential passenger
precisely. Thirdly, providing proper suggestions to taxi. Simulation result shows
that the self-adapted management improves the rate of load by approximately
10 %, it provides better Stability. Center controlled system and cloud system is the
tendency of management system. The communication technique and GIS platform
contribute a lot to establishing this system. However, this system only predicts and
monitors the passengers who take taxis. The next step of studying should refer to
the system which could control all public transportation system. In that way, the
efficiency of city transportation could improve much more.
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Chapter 87
Contract-Based Combined Component
Interaction Graph Generation

Haiqiang Li, Min Cao and Jian Cao

Abstract Component interaction graph is used to describe the interrelation of
components, which provides an objective basis and technology to test component
composition. However, the traditional component interaction graph cannot serve
as a basis to test a component itself and the state transition between components
for lacking of description of states of individual component. Therefore, a novel
model, named Contract-Based Combined Component Interaction Graph (CBC-
CIG) is put forward in this paper. CBCCIG combined the thought of contract test
with the UML state diagram which is introduced in the paper. The proposed model
can not only support the quick assembly of the software system depending on
developer’s own willing, but also the automatic or semi-automatic generation of
test cases which are the state transition and information interaction between
components. Thus, CBCCIG improves the efficiency of development and testing.

Keywords CBSD � Component composition � CIG � UML state diagram �
Testing by contracts

87.1 Introduction

Component-based Software Development (CBSD) is an effective and efficient
approach to improve the productivity and quality of software development [1]. In
CBSD, the most important thing is how to obtain suitable components and inte-
grate them to product a reliable software system. Component composition is a
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critical process which determines whether your CBSD can acquire, reuse, or build
a component. Due to different component versions, different component technol-
ogies, and different integrated environments, there is no mature technical standard
and feasible method to capture the mistakes in the integration testing [2]. CBSD
improves the efficiency of software development, but it brings the testing diffi-
culties at the same time.

Component Interaction Graph (CIG) is used to describe the interrelation of
components, which provides an objective basis and technology for the imple-
mentation of component composition testing [3]. Nowadays, there are many
researches on the generation of CIG. Ye Wu et al. [4] presented a method to
construct the CIG in which the interactions and the dependency relationships
among components are illustrated. By utilizing the CIG, they propose a family of
test adequacy criteria which allow optimization of the balancing among budget,
schedule, and quality requirements typically necessary in software development.
Based on the direct and indirect correlation analysis, CIG was established [5]. By
using the component specification structure and the established CIG, the compo-
nent interactions can be modeled to provide support for testing component-based
software. Lun [6] represented software architecture possessing C2 style through
CIG, and abstracted the behavior of interactive between components and con-
nectors, then they defined three testing criteria and introduced algorithms to
generate testing coverage set according to edge types of CIG.

The above methods provide theoretical and experimental basis for the gener-
ation of CIG. However, these traditional CIGs do not describe the state of indi-
vidual component. They cannot serve as a basis for testing a component itself and
the state transition between components. In this paper, a component is firstly
represented in the form of UML state diagram. Then, synthesizing CIG and UML
state diagram, we propose a novel model, named (CBCCIG), to generate test cases
of the state transition between components and information interaction.

87.2 Related Concepts

87.2.1 Component and Component Composition

Component interfaces are the access points of components, through which a client
component can request a service declared in an interface of the service providing
component. Each interface is identified by an interface name and a unique inter-
face ID.

Definition 1 A component is a 2-tuple C = (P, R), where:

• P ¼ P1; P2; . . .; Pnf g is the set of providing services interface.
• R = r1; r2; . . .; rnf g is the set of required services interface.
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In this case, collections and the elements in the collection are represented by
capital letters and small letters respectively.

Definition 2 Component composition: The composition of two component means
that the required services of one component are provided by another partly or fully.

87.2.2 Testing by Contracts

A contract is a stipulation between two parties, containing benefits and obligations
for each part. Design by Contract (DBC) is an object oriented design technique
that ensures high-quality software by guaranteeing that every component of a
system lives up to its expectations [7]. Under the design by contract theory, a
software system is viewed as a set of communicating components whose inter-
action are based on precisely defined specifications of the mutual obligations–
contracts. Every good contract entails obligations as well as benefits for three
parties: (1) the precondition; (2) the post-condition; (3) the invariant.

87.3 Contract-Based Combined Component Interaction
Graph

87.3.1 CIG

87.3.1.1 Semantic Analysis

A CIG is a directed graph which is used to depict interaction scenarios among
components. The major elements related to interactive feature are interfaces,
events, context dependence and content dependence [4].

• Interfaces:
Interfaces are the basic access means via which components are activated.

• Events:
We define an event as an incident in which an interface is invoked in response to
the incident. The interface events defined in the CIG are usually methods.

• Context dependence:
One event has a context dependence relationship with the other event if there
exists an execution path which triggers one event directly or indirectly.

• Content dependence:
The content dependence relationship is defined as follows: a function (named
functions 2) depends on another function (named function 1) if the value of a
variable defined in function 1 is used in function 2.
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87.3.1.2 Mathematical Definition

Definition 3 A CIG is a 2-tuple CIG= \ V, E [ , where:

• V = VCUVE is a set of nodes. Accordingly to definition 1, VC = (P, R) is the
set of component interface nodes, VE is the set of event caused by component.

• E = ECUED represents a set of directed edges. EC represents context depen-
dence, ED represents content dependence.

If there is an existing edge form C1.P1 to C2.R1 in the CIG, it means the
required service R1 of C2 has been satisfied by the providing service P1 of C1,
namely, C2.R1 = C1.P1. We denote an interface with an ellipse and a component
with square, and the interfaces belong to one component that was drawn in the
same square. Then the CIG is built as follows shown in Fig. 87.1.

87.3.1.3 Effects and Problems of CIG

Component-based software is often built through component composition. Com-
ponent interfaces are the access points of components and define all content of
interaction with the external. The only way that a component communicates with
the outside is component interface. We modeled component interaction by
establishing CIG, which can describe the interaction semantic better and also
provide support for testing component-based software. At the same time, the test
model can be useful to explain interactive and dependent relationship between
components. Both the direct and indirect interaction relationship between com-
ponents, based on which the test cases are chosen, by traversing the CIG. How-
ever, in the traditional component interaction graph, components are presented in
the form of interfaces, which does not describe the state of individual component.
CIG cannot serve as a basis for testing a component itself and the state transition
between components. Therefore, we introduce UML state diagram to represent the
state of components. The combination of CIG and UML state diagram can be used
to generate the test cases of the state transition and interaction between
components.

p1

r1 p1

p1 p2

r1

r2r1

c1

c2

c4

c3

Fig. 87.1 Component interaction graph
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87.3.2 UML State Diagram

87.3.2.1 Semantic Analysis

UML state diagrams depict the various states that a specific component may be in
and the transitions between those states, which will be modified by events. UML
state diagram consists of states, transitions, events and actions [8].

• States:
States are defined as a condition in which a component is in. State will change
when some event is triggered.

• Transitions:
A transition is a progression from one state to another, triggered by an event
which is either internal or external to the component. It also causes an important
change of state.

• Events:
Events will cause some actions and the transitions between states. Generally,
they are method invocations.

• Actions:
An action is an operation of an active component. When an event is dis-
patched, the component responds with performing actions, which cannot be
interrupted.

87.3.2.2 Mathematical Definition

Definition 4 A state chart diagram is a 5-tuple SD ¼ ðS;E; F; s0; sFÞ where:

• S ¼ s0; s1; . . .si; . . .; snf g is a finite set of states, where i 2 0; nð Þ.
• E is a finite set of event driven of state chart diagram.
• F is a finite set of transitions. f : S� E! S; f q; eð Þ ¼ p , where 8e 2 E.
• s0 2 S is an initial state. A SD must have one and only one initial state.
• sF � S is a nonempty set of final states.

87.3.2.3 Effects

In our model, we represent the components of CIG in form of UML state
diagrams. The proposed approach indicates not only the state transition of a
component itself, but also the state transition between components. Therefore,
Combined Component Interaction Graph (CCIG) is putting forward by com-
bining CIG and state chart diagram. CBCCIG introduces the thought of contract
in CCIG.
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87.3.3 CBCCIG

87.3.3.1 Thought and Semantic Analysis

In CIG, the interaction among components can be described as directional arrows,
with the providing service interface points to required services interface. We define
an event as an incident in which an interface is invoked in response to it. They are
usually methods. Also, the state transition of UML state diagram can be described
as directional arrows, with initial state points to final state. The arrows with state
input information are methods too. Therefore, CIG and UML state diagram in the
same system can be combined. We represent the components of CIG in form of
UML state diagram, and combine the special features of these two models.

In our model, there is a one-to-one mapping between the interfaces of CIG and
the states of UML state diagram. At the same time, we analyze the transition
arrows with method name and finally form the CBCCIG.

87.3.3.2 Mathematical Definition

Definition 5 A CBCCIG is a 5-tuple CBCCIG = (C, CS, CE, CF, CG), where:

• C is a finite set of all components.
• CS is a finite set of states of C. cisj represents the sate j of component i.
• CE = (precondition, E, postcondition) represents a set of events of C. We have

described the concepts of event in the previous chapters in the component interface
and state transition manner. However, there are no restraint conditions to guar-
antee the proper operation of the method, such as the accuracy of input parameters
and return results. Therefore, in order to ensure the accuracy of the interaction and
connection among components, we introduce the basic idea of contract testing, and
add some constraint rules like precondition and postcondition to event.

• s0 2 S is an initial state. A SD must have one and only one initial state.
• CF is a finite set of transitions between component states.

f : CS� CE! CS,cf ðcisj; e) = cpsq represents the transition from cisj to cpsq,
where 8e 2 CE.

• CG � CS called intermediate state. These states neither cause an event to
interact with another component actively nor need the service provided by
component itself or other components.

87.3.3.3 Generation Algorithm

Definition 6 The abstract mapping between interface and state: let a component
c1 be at state s1, and a component c2 be at states2. If c1 is triggered by an event and
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it reaches at state s2 automatically, we definite s1 as an interface which provides
service and in reverse s2 as an interface which requires service.

According to above definition, we present a way to generate the CBCCIG.

Figure 87.2 is an incorporative CIG, in which a rectangle, a circle and a square
denotes component, component state and component interface respectively. In
addition, the solid line represents the state transition of individual components, and

s0

s2

s1

s3

s0

s1

s2

r1

G0
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Fig. 87.2 Combined component interaction graph
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the dotted line represents the state transition among components. p is the providing
service interface, while r is the requiring service interface.

87.3.4 Research Significance of the CBCCIG

The core technology of CBSD is component composition. A large number of
components need to be assembled together for a complex system. Most of the
component composition testing is realized with the help of the combination of
the component models, for example the CIG which provides an objective basis and
technology for the implementation of the component composition testing. In this
paper, the proposed model, named CBCCIG, not only contains the assembly and
interactive elements that the development model needed, but also increases the
testing elements, such as state, contract and so on. The model fully plays the role
of testing in CBSD. Test driven component composition treats the test as the
center, thus makes every step of the development process have the measure cri-
teria. At the same time, with this model framework, we can not only assemble the
software system according to own willing quickly, but also generate test cases of
the state transition between components and information interaction automatically
or semi-automatically. Both the development and testing efficiency are improved
under this novel model framework.

87.4 Conclusion

Take CIG and UML state diagram together, and also consider about the thought of
contract test, this paper proposes a new type of CBCCIG model, which will be
much helpful with the generation of test cases of the state transition between
components and information interaction. The future work includes the develop-
ment of a tool to support automation of the CBCCIG generation, and automated
generation of test cases from this model.

References

1. Shang, M., Wang, H., Jiang, L.: The development process of component-based application
software. In: 2011 International Conference of Information Technology, Computer Engineer-
ing Management Sciences, pp. 11–14 (2011)

2. Fu, L., Sun, G., Chen, J.: An approach for component-based software development. In:
International Forum on Information Technology and Applications, pp. 22–25 (2010)

3. Li, L., Wang, Z., Zhang, X.: An approach to testing based component composition. In:
International Colloquium Computer Communication, Control Management, pp. 735–739
(2008)

788 H. Li et al.



4. Wu, Y., Pan, D., Chen, M-H.: Techniques for testing component-based software. In:
Proceedings of the Seventh IEEE International Conference on Engineering of Complex
Computer Systems, vol. 2, pp. 222–232 (2001)

5. Cao, W., Zhang, W., A software test method based on CBD. Comput. Sci. 2, 156–158 (2005)
(Chinese)

6. Lun, L., Chi, X.: Software architecture testing in the C2 Style. In: 2001 3rd International
Conference Advanced Computer Theory Engine, pp. 123–127 (2010)

7. Valentini, E., Fliess, G., Haselwanter, E.: A framework for efficient contract-based testing of
software components. In: Proceeding of the 29th Annual International Computer Software and
Applications Conference, pp. 219–222 (2005)

8. Mohanty, S., Acharya, A.A., Mohapatra, D.P.: A model based prioritization technique for
component based software retesting using UML state diagram. In: International Conference
Electronics Computer Technology, pp. 364–368 (2011)

87 Contract-Based Combined Component Interaction Graph Generation 789



Chapter 88
An Improved Weighted Averaging
Method for Evidence Fusion

Ye Li, Li Xu, Yagang Wang and Xiaoming Xu

Abstract D-S evidence theory is an important mathematical tool for uncertainty
reasoning. However, it may lead to counterintuitive conclusions when combining
conflicting evidences. In order to overcome this disadvantage, one can modify the
evidences before Dempster’s rule of combination. One representative method is to
assign a weight to each evidence according to its credibility degree based on the
concept of distance (or similarity) between two evidences. This method can gain
more robust fusion results than many other known methods. However, it may fail
to correctly converge according to the cardinality of the sets in the evidence. When
evidence conflicts with other evidences, the evidence may lose impact on the
combination result. Moreover, the combined mass is nonmonotonic even though
evidence varies monotonically. Therefore, the method still leads to counterintui-
tive or confusing results. This paper brings forward an improved weighted
averaging method involving a new similarity measure between evidences and a
new combination rule. The numerical examples show the proposed method well
solves the above problems.
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88.1 Introduction

D-S evidence theory is first proposed by Dempster [1] and later developed by
Shafer [2]. It can be regarded as a general extension of Bayesian theory that can
robustly deal with incomplete data. Due to the capability of uncertain reasoning, it
is widely applied in many fields. When there are conflicts among the evidences,
however, D-S evidence theory may draw a counterintuitive conclusion [3].
Generally, there are two types of methods for dealing with conflicting evidences.
One is to modify Dempster’s rule of combination [4–8], while the other is to
modify the evidences before using Dempster’s rule. Evidence-modifying methods
can be further classified into two types, i.e. weighted averaging methods [9–11]
and discounting techniques [12–14]. In this paper we study the fusion performance
of weighted averaging methods. Murphy’s simple averaging method [9] can be
viewed as a special case of weighted averaging methods where all the weights of
the evidences are identical.

As studied in our previous work [15], compared with rule-modifying methods,
weighted averaging methods are more attractive in that they can not only deal with
conflicting evidences but converge towards dominant opinion with higher con-
vergence speed. Among the three weighted averaging methods, Deng et al.’s
method [10], which is based on Jousselme’s measure of distance between two
evidences [16], outperform the other two [9, 11]. Since it takes the relationship
among the evidences into account, reasonable combination results can be obtained
even if some conflicting evidences are collected due to e.g. enemy’s disguise or
bad weather.

Nevertheless, the convergence of Deng et al.’s method is still imperfect. This
paper analyzes the problems and then presents an improved fusion method based
on a similarity measure between two evidences and a new combination rule.

88.2 Deng et al.’s Weighted Averaging Fusion Method

In a practical multi-sensors system, the signals may be interfered with by many
factors and to different degrees. Besides, some sensors may also be more stable
than others. Therefore, the evidences obtained from the sensors are of different
credibility degrees and should have different impacts on the fusion result. A rea-
sonable way to handle this problem is to assign a weight to each evidence. When
there is no prior knowledge, the relative importance of an evidence can be
evaluated by the similarities between it and the other evidences.

Given a finite set of mutually exclusive and exhaustive propositions, i.e. a frame
of discernment H¼ A1;A2; . . .;Amf g, where Ai denotes a proposition. All possible
subsets of H form are a superset PðHÞ containing 2N elements. Suppose mi and mj

be two basic probability assignment functions under the same frame of discern-
ment. Jousselme [16] propose a distance measure between two evidences as.
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dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
2
ðmi � mjÞT Dðmi � mjÞ

r

ð88:1Þ

where D is a 2N � 2N matrix with elements DðA;BÞ ¼ jA\Bj
jA[Bj ; A;B 2 PðHÞ.

Then the similarity between two evidences can be defined as

simij ¼
1
2
ðcosðpdijÞ þ 1Þ

The degree of support of an evidence by all the other evidences is defined by.

supi ¼
X

n

j¼1;j 6¼i

simij

The normalization of support degree leads to the following credibility degree of
evidence

credi ¼ supi=
X

n

j¼1

supj ð88:2Þ

Accordingly, the weighted average of the evidences is given as

MAEðmÞ ¼
X

n

i¼1

ðcredi � miÞ

As done in Murphy’s method [9], the new BPA is incorporated into Dempster’s
rule of combination for n� 1 times in order to offer convergence toward certainty,
if there are n evidences.

88.3 Analysis on Deng et al.’s Method

We illustrate the problems of Deng et al.’s weighted averaging method by several
numerical examples as follows.

Example 1 Consider the following two groups of evidences under the frame of
discernmentH ¼ fA1;A2;A3;A4g:

Group 1: m1ðA1Þ ¼ 1; m2ðA1Þ ¼ 1; m3ðfA1;A2gÞ ¼ 1; m4ðfA1;A2gÞ ¼ 1
Group 2: m1ðA1Þ ¼ 1; m2ðA1Þ ¼ 1; m3ðfA1;A2;A3gÞ ¼ 1; m4ðfA1;A2;A3gÞ ¼ 1

The combination results by Deng et al.’s method are shown in Table 88.1. When
combining the former three evidences, m1 � m2 � m3ðA1Þ of Group 2 gains a
bigger value than that of Group 1, which is unreasonable. Since the cardinality of
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fA1;A2g is less than that of fA1;A2;A3g, the third evidence of Group 1 contains
more certainty information about A1 than that of Group 2. Therefore, the combined
mass on A1 of Group 1 should be bigger. It is also unreasonable the combined mass
on A1 are equal for both groups when combining all the four evidences.

Example 2 Given the frame of discernment H ¼ fA1;A2;A3;A4g and two groups
of evidences, each comprising four conflicting evidences with the following BPAs.

Group 1: m1ðA1Þ ¼ 1; m2ðA1Þ ¼ 1; m3ðfA2;A3gÞ ¼ 1; m4ðfA2;A3gÞ ¼ 1.
Group 2: m1ðA1Þ ¼ 1; m2ðA1Þ ¼ 1; m3ðfA2;A3;A4gÞ ¼ 1; m4ðfA2;A3;A4gÞ ¼ 1.

Table 88.2 shows the fusion results. Obviously, combining the former three
evidences produces counterintuitive results in both the groups. Since A1 is not a
focal element in the third evidence, m1 � m2 � m3ðA1Þ should be smaller than
m1 � m2ðA1Þ. In fact, the combination leads to the following distance matrix for
both the groups

d ¼
0 0 1
0 0 1
1 1 0

2

4

3

5

According to formula (2), there is Cred ¼ ½0:5; 0:5; 0�. Thus, the third evidence
does not have any impact on the combination result.

Example 3 Suppose the first two evidences are the same as in Example 2 and the
third one varies as follows.

m3ðA1Þ ¼ 1� j=100; m3ðA2Þ ¼ j=100 j ¼ 1; � � � ; 100ð Þ

As shown in Fig. 88.1, the combined mass on A1 varies nonmonotonically, which
is confusing since m3ðA1Þ decreases monotonically.

Table 88.1 Combination results of Deng et al.’s method for Example 1

Evidences m1 � m2 m1 � m2 � m3 m1 � m2 � m3 � m4

A1 fA1;A2g fA1;A2;
A3g

A1 fA1;A2g fA1;A2;
A3g

A1 fA1;A2g fA1;A2;
A3g

Group 1 1 0.9937 0.0063 0.9375 0.0625
Group 2 1 0.9976 0.0024 0.9375 0.0625

Table 88.2 Combination results of Deng et al.’s method for Example 2

Evidences m1 � m2 m1 � m2 � m3 m1 � m2 � m3 � m4

A1 fA2;A3g fA2;A3;A4g A1 fA2;A3g fA2;A3;A4g A1 fA2;A3g fA2;A3;A4g
Group 1 1 1 0.5 0.5
Group 2 1 1 0.5 0.5
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88.4 A New Fusion Method

Let mi and mj be two BPAs under the frame of discernment H containing N
propositions. The similarity between mi and mj is defined as

simðmi;mjÞ ¼
m0iDmj

jjmijjDjjmjjjD
where D is a 2N � 2N matrix and jjmjjD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi

m0Dm
p

.
The similarity measure sim is a cosine measure which can be categorized into

the inner product family of similarity measures [17]. Wen et al. define a cosine
similarity measure with D ¼ I [18], which does not satisfy any structural property
[16]. For the proposed similarity measure, the D matrix would quantify the
interaction between the focal elements of the BPAs. As can be seen from formula
(1), Jousselme’s distance also satisfied the strong structural property by con-
structing the matrix via Jaccard index. More choice of such indexes can be found
in [19]. However, using any of these indexes still results in the problem described
in Example 2. Therefore, a new index is needed.

Let s denote jA \ Bj, t refer to jH� ðA [ BÞj, and p to jHj, where A;B 2 PðHÞ.
The index is defined as

DðA;BÞ ¼ sþ t þ p

2p

Then the degree of support of an evidence by other evidences is defined by

supi ¼
X

n

j¼1;j6¼i

simij þ c
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where c is a constant which has important influence on the monotonicity of
combined mass. In this paper, c takes the value of 2.

Afterwards, the credibility degree of evidence and the weighted average of the
evidences can be defined similar to Deng et al.’s method. In order to improve the
converging performance, we also integrate structural information into Dempster’s
rule of combination as follows.

mðAÞ ¼ 1
1� k

X

Ai\Bj¼A

m1ðAiÞm2ðBjÞ
jAj2

jAijjBjj

k ¼ 1�
X

A2PðHÞ;A 6¼;
mðAÞ

9

>

>

>

>

=

>

>

>

>

;

We apply the proposed fusion method to the examples discussed in Sect. 88.3
and the combination results are shown in Tables 88.3, 88.4 and Fig. 88.2,
respectively.

For Example 1, the combined mass on A1 of Group 1 gains a bigger value than
that of Group 2, no matter when the former three evidences or all the four
evidences are combined.

For both the groups in Example 2, the former two evidences are identical
and therefore there is m1 � m2ðA1Þ ¼ 1. The combined mass on A1 decreases
when combining the former three evidences due to the high conflict among
them. Obviously, the third evidence exerts an impact on the combination result
as expected. Taking Group 2 as an illustration, when the former three evidences
are considered, the credibility degree of the third evidence is 0.3. Besides, it is
worthy of notice that the combination results of the former three evidences are
different for the two groups. Similar to Example 1, the reason is also related to
the cardinalities of focal elements. That is, though m3ðfA2;A3gÞ and
m3ðfA2;A3;A4gÞ are equal, the former contains more certainty information than
the latter and therefore the combined mass on fA2;A3g is bigger than that on
fA2;A3;A4g.

For Example 3, it can be observed from Fig. 88.2 that the combined mass on
A1 decreases monotonically when m3ðA1Þ decreases. The combination result is
much reasonable than as shown in Fig. 88.1.

Table 88.3 Combination results of the proposed method for Example 1

Evidences m1 � m2 m1 � m2 � m3 m1 � m2 � m3 � m4

A1 fA1;A2g fA1;A2;
A3g

A1 fA1;A2g fA1;A2;
A3g

A1 fA1;A2g fA1;A2;
A3g

Group 1 1 0.9454 0.0546 0.8519 0.1481
Group 2 1 0.9398 0.0602 0.7891 0.2109
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88.5 Conclusion

Though Deng et al.’s fusion method can gain more robust results than many other
known methods, it may still lead to counterintuitive or confusing results. This
paper brings forward an improved weighted averaging method involving a new
similarity measure between evidences and a new combination rule. The numerical
examples show the proposed method well solves the problems.
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Chapter 89
Optimization for Family Energy
Consumption in Real-Time Pricing
Environment

Weipo Wu, Genke Yang, Changchun Pan and Changjiang Ju

Abstract In order to help consumers adapt to electricity consumption in real-time
electricity pricing environment, an energy consumption scheme is proposed in this
paper. This scheme focuses on the prediction, modeling and optimization for
family energy consumption. A method based on support-vector machine (SVM) is
used to predict the real-time price (RTP) and the optimization model divides every
hour into equal time slots and thus provides more opportunities to schedule
household appliances in proper working time. Then the simulation results show
that the proposed optimal control model reduces the daily electricity expenditures.

Keywords RTP � Electricity consumption scheduling � Price prediction � Time
slot

89.1 Introduction

Nowadays, real-time pricing model has been proposed in order to reflect the real
supply—demand relationship in the electricity market more accurately. This
pricing strategy not only reflects the actual wholesale prices but also encourages
consumers to shift high-load household appliances to off-peak hours so that it can
reduce their electricity payments and peak-to-average ratio (PAR) in load demand
simultaneously [1, 2].

However, recent studies showed that there are two major limitations to
implement the RTP strategy. On one hand, most consumers do not want to choose
the RTP electricity supply system due to lack of the knowledge about it. On the
other hand, the absence of automatic family energy management system is the
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other element which limits the consumers to respond to the time-varying elec-
tricity prices more properly [3].

This paper focuses on the family energy consumption scheduling model which
aims to solve the above problem. The second section explains details of an
electricity prediction method based on SVM, and then gives the forecasting value
based on the RTP data of Illinois Power Company (IPC) from January 2009 to
December 2011 [4]. In the third section, it clearly describes how to schedule the
consumption under different conditions. Then, it gives a model that could ensure
the consumer spend the minimum payment but still finish the work in a comfort
way. In the fourth section, this paper illustrates the simulation results. Finally,
there is the conclusion.

89.2 Price PredictionModel

Clearly, electricity price mainly depends on the wholesale market prices, different
time in the day and different weathers which determine the supply and demand of
the electricity [5]. Since it has several input variables, the prediction model will be
the non-linear mapping function. In order to be used in the Real-time pricing
environment, this section will use the (SVM) Price Prediction Strategy [6].

Recent studies showed that hourly price of electricity is highly related with the
historical price [7]. This part will analyze the RTP data by IPC from January 2009
to December 2011 [4].

The result has been showed in the Fig. 89.1, which plotted the correlation
among the current hourly-prices with the same time in the past few days. Clearly
indicated in the Fig. 89.1, the correlation coefficient is declining cyclically as it
goes further back, and the prices have the highest correlation between two con-
tinuous days, e.g., today and yesterday. Additionally, the figure also represents a
noticeable correlation between the prices today and those in the same day last
week.

With consideration of these characteristics of the price series, the following
vector of input features has been considered to forecast the price ph at hour h
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Xi ¼ ph� 1; ph� 2; ph� 22; ph� 23; ph� 24; ph� 25½ ;

ph� 26; ph� 167; ph� 168; ph� 169; ph� 192; ph� 193�
ð89:1Þ

In (89.1), the first two terms that consist of price information of the two pre-
vious hours are used to model the trend of the price signal. The rest of the terms
contain information about price in the previous period to model the multiple
seasonality of the electricity price signal.

This paper uses LIBSVM software to perform experiments and choose Mean
Squared Error (MSE) which is defined as follow to measure its prediction accuracy
[8].

MSE ¼ 1
l

X

l

i¼1

ðf Xið Þ � yiÞ2 ð89:2Þ

where l is the number of prediction prices, yi is the real price data and f Xið Þ is the
forecasting price data. So it is easy to know Xi is the input vector of prediction
model, f is the prediction function.

This paper chooses the data from 1st May to 31st July in 2011 as training data,
and chooses the data in August as testing data as well as chooses cross-validation
and grid search method to determine the penalty parameter c and kernel parameter
g in LIBSVM [8]. The result about parameters is shown in Fig. 89.2(a, b) where
they find the best penalty parameter c ¼ 0:5 and kernel parameter g ¼ 4. At the
same time, the forecasting electricity price is shown in Fig. 89.3 and the prediction
result approximates to the real data, where the MSE ¼ 0:0275 is far less than the
result of Back-Propagation Neural Network model, which is 1.1230.
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89.3 Model Formulations

This section will introduce the family energy consumption optimal control model,
aiming to help each household to maximize the efficiency of electricity they are
consumed, and meanwhile minimize the electricity payment they are supposed to
spend.

89.3.1 Electricity Consumption Scheduling

This part will describe the energy consumption scheduling model including con-
tinuous electricity consumption and discrete electricity consumption. Additionally,
the situation with uninterruptible electricity consumption will be discussed.

89.3.1.1 Continuous Electricity Consumption

Consider that each residential unit wants to optimize the electricity consumption in
the next HðH� 1Þ hours, where H represents the scheduling horizon and we define
H ¼ ½1; . . .;H�. Let A denotes the set of appliances, which could include washing
machine, refrigerator, air condition, etc. Because the working time of most
household appliances does not occupy the whole hour, therefore, the time axis of
each hour could be divided into equal time slots D. It has to ensure the number of
time slots in each hour N ¼ 1=D is an integer. Thus, the number of total time slots
in scheduling horizon is L ¼ N � H, where L ¼ ½1; . . .; L�.As a result, for each
appliance a 2 A, we define an electricity consumption scheduling vector [7]

ea ¼ e1
a; . . .; en

a; . . .; eL
a

ffi �

ð89:3Þ

where en
a means how much electricity the appliance a consumed in the nth time

slot. So it is easy to know en
a� 0 when n 2 L and a 2 A.

0 20 40 60 80 100 120
1

2

3

4

5

6

7

8

Time(hour)
P

ric
e(

K
w

h/
C

en
t)

Comparison Between RTP & Predict Price

RTP

Predict Price

Fig. 89.3 Result when using
SVM to predict the price
from 5th to 9th August in
2011 of IPC

802 W. Wu et al.



Now, assume consumers set their own scheduling horizon for each household
appliance. For example, consumers want the automatic clean machine start to
clean the house at their working time. Hence, they set the machine’s scheduling
horizon from 8:00 A.M. to 17:00 P.M. Then, electricity consumption Ea is
expressed as follow,

X

ba

n¼aa

en
a ¼ Ea ð89:4Þ

where aa� 1 is the beginning of time interval, and ba� aa is the ending of time
interval of the scheduling horizon for appliance a.

However, as we know, the household appliance is working in a limited power.
So the constraint could be expressed as

cmin
a =N� en

a� cmax
a =N; 8n 2 ½aa; ba� ð89:5Þ

which means the scheduled energy consumption of appliance a in hour h is
bounded between cmin

a and cmax
a .

Due to the assigned electricity load for each family at each hour is limited, so
the limited equation is

X

a2A
en

a�Emax=N; 8n 2 L; h 2 H ð89:6Þ

where Emax� 0 is the upper limited power in hour h for a family.

89.3.1.2 Discrete Electricity Consumption

So far it considers the household appliances consume electricity in a continuous
way. However, some households work with discrete electricity consumption level,
which AD denotes. In other words, the scheduled electricity consumption for some
appliance may only take the discrete values cmin

a =N and cmax
a =N when the appli-

ance is ‘‘off’’ and ‘‘on’’.
In order to describe this kind of households, let yn

a denote an auxiliary binary
variable, when yn

a ¼ 1 the appliance a is ‘‘on’’ and when yn
a ¼ 0 the appliance a is

‘‘off’’. By definition, the former requires an energy consumption level of en
a ¼

cmin
a =N while the latter is en

a ¼ cmax
a =N. Therefore, for each appliance a 2 AD, the

relationship between the energy consumption scheduling vector ea and the

auxiliary y a ¼ ½yaa
a ; . . .; yn

a ; . . .; yba
a � can be expressed as follows:

en
a ¼ yn

a � cmax
a =N þ 1� yn

a

� �

� cmin
a =N ð89:7Þ
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89.3.1.3 Uninterruptible Electricity Consumption

Under another circumstance, the household may have some appliances that have to
work in uninterruptible electricity consumption condition. We call them uninter-
ruptible loads which mean once the appliances start operation, their operation need
to continue until they finish. This paper defines them as AU .

Consider an uninterruptible load a 2 AU working in discrete energy con-
sumption level, let ha denote the duration of time, in number of time slots, the
appliance a needs to operate at power level cmax

a =N. Let’s impose zn
a as an auxiliary

binary variable as well. When the uninterruptible load starts to operate, zn
a ¼ 1,

otherwise zn
a ¼ 0. So equations are expressed as follow,

P

ba�haþ1

n¼aa

zn
a ¼ 1;

zn
a ¼ 0; 8n 2 Ln½aa; . . .; ba � ha þ 1�;

8a 2 AU ð89:8Þ

that is, the operation of appliance a is to begin working between time slot aa and
ba � ha þ 1.We can relate the start time vector za ¼ ½zaa

a ; . . .; zn
a; . . .; zba � ha þ 1

a � with
auxiliary vector ya as

yn
a � zn

a ; . . .; yba�haþ1
a � zn

a ; 8n 2 ½aa; . . .; ba � ha þ 1� ð89:9Þ

from (89.8), if zn
a ¼ 1; yn

a ¼ ynþ1
a ¼ . . . ¼ ynþha�1

a ¼ 1. On the other hand, from
(89.7) and (89.9), it is easy to get en

a ¼ enþ1
a ¼ . . . ¼ enþha�1

a ¼ cmax
a =N.

89.3.2 Problem Formulation

In this section, assume that each household is equipped with a smart meter with
two-way communication and the real-time prices are provided by the utility
company via local area network. The consumers choose their requirements by
selecting parameters Ea; aa; ba; cmin

a and cmax
a as well as adjusted the appliance’s

energy consumption ways, such as continuous way, discrete way or interruptible
way. Consequently, the electricity scheduler determines the optimal choice of
electricity consumption scheduling vector e. Then the resulting electricity
consumption schedule is applied to all household appliances.

To minimize the energy payment, the optimal control model is

min
X

H

h¼1

ph Ehð Þ � Eh ð89:10Þ

where H is the schedule horizon and h 2 H as well as phðEhÞ is the electricity price
of hour h. Additionally, Formulation (89.4–89.9) are the constraints of this model
and how much energy is consumed in hourh is calculated as follow:
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Eh ¼
X

h �N

n¼ h� 1ð Þ�Nþ 1

X

a2A
en

a ð89:11Þ

89.4 Simulations

This section will present the simulation results and evaluate the performance of the
proposed model with price prediction. Consider a single household with different
appliances and assume that it has adopted the RTP program. The test period is one
month from 1st August to 31st August in 2011, which includes 31 days in total.
For the purpose of this paper, assume that the number of appliances used in this
household each day varies from 10 to 15. They include certain appliances with
fixed consumption schedules such as lighting, heating, refrigerator, etc., and
appliances with flexible energy consumption schedules such as house clean
machine, dishwasher, clothes washer, and PHEV, etc [9]. Here assume that the
scheduling horizon H ¼ 24. As the user has subscribed for the RTP program
adopted by IPC, this would require price prediction as discussed in Sect. 89.3.

89.4.1 Gains with Control Model

This paper simulates the energy consumption in two ways. In the first way, con-
sider the household consume energy with the proposed optimal model while the
other way is to use power as usual. As indicated in Fig. 89.4, the payment with
energy optimal control and the parameter N ¼ 1 is less than the expenditures
without control. In the August 2011, the user only need to pay 29.26 dollars for the
electricity consumption with scheduling optimal control, while 32.41 dollars will
be cost if there was not an energy optimal control scheme, which is nearly 10 %
cheaper. However, there still have some exceptions that in 3rd and 26th of August,
the electricity charges with control are higher than that without control. It is easy
to understand as the error of price forecasting. Nevertheless, the differences
between those payments are not significant; therefore, this control scheme could be
seen as useful.

89.4.2 The Influence of the Parameter N

Here discuss the influence of parameter N. it uses the optimal control model with
different value of N. Figure 89.5 shows that the electricity payment with 4 time
slot per hour (N ¼ 4) will pay 4.585 % less than that with only 1 time slot per hour
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(parameter N ¼ 1). This is mainly due to the fact that with more time slots, the
control model will have more schedule range to ensure the appliances to work in
more proper time, such as off-peak time.

According to Fig. 89.6, the payment is decreasing when parameter N is
increasing. The reason is the same as above, i.e., with more time slot in an hour,
the optimal control model will have more opportunities to schedule the household
appliances in order to decrease the expenses. However, as presented in the
Fig. 89.6, the decreasing rate of payment is lower when time slot s higher than 5.
Thus, there must be a proper number of N could help the consumer to save
maximum money. However, because different consumer will set their own
parameters, therefore, the appropriate of N is hard to measure based on single
benchmark. The graph here only describes the overall pattern.

89.5 Conclusion

This paper proposes a family energy consumption optimal control model which is
applied in the environment installed smart meter and aims to minimize the elec-
tricity payment based on the needs declared by users. It argues that any load
control in real-time electricity pricing environment essentially requires some price
prediction capabilities to enable planning for the household energy consumption in
advance. This paper uses SVM method with proper input values to forecast the
hourly-based prices adopted by IPC from January 2009 to December 2011 and
obtains the best parameters for the prediction model. Then it describes the elec-
tricity consumption scheduling model where it divides each hour into equal time
slots. In the end, it makes a simulation whose results show that the optimal control
model reduces the daily electricity expenditures, which will encourage the users to
participate in the proposed control model.
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Chapter 90
The Implementation with the Network
Data Security on the Secure Desktop

Yi Liao and Xiao-Ting Li

Abstract Nowadays, the electronic power industry is improving the level of
information, and the data security of the internal network is arousing more and
more attention. The domestic units and enterprises implemented relatively com-
prehensively. Most of them deployed firewall, intrusion detection and vulnerability
scanning systems which allow them to reduce the risk of network boundaries
greatly. However, as to the network terminal management within the network of
the enterprise, the current risk prevention measures are far from enough because
the internal network security issues come out easily. Combined with the extensive
practical application of the electric power enterprise, this paper puts forward the
secure desktop idea so as to solve the terminal security of the internal network
computers. This measure can achieve the aim of a further control of the terminal
security of the internal network computers. Thereby, it realizes a better controlled
data security within the internal network and provides a good security network
solution of the protection with the electric power business.

Keywords Secure desktop � Internal network security � Computer terminals

90.1 Introduction

With the technology of computer network, digital communication and virtual-
ization technology are developing fast, the level of the application of information
network technology is extending, the applied business system of the electric power
enterprise is keeping increasing, and the applied system of enterprise has been
networked and infomationization. As the large enterprise may be related to the
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national secret-related system, the data transmitted may involve the information
that related to the safe of country and the life of people so that it should be kept
secure and strictly prevent from letting out. As we can see that the security of the
internal network is influencing on more and more extend field, the security of the
computer terminal is attaching much more attention [1].

The secure desktop idea provides a relatively good solution method which is
being used more and more aboard in the electric power enterprise. This paper will
introduce the technology of the secure desktop and explain how to apply the secure
desktop technology on the computer terminal of enterprise so to achieve the aim of
keeping the security of the internal network of enterprise.

The structure of this paper is as follows: Sect. 90.2 will explain the main threat
faced by the current internal network security ; Sect. 90.3 will introduce the basic
technology and the concept of secure desktop and the principle of how to execute
the control of internal network security while using the secure desktop technology;
Sect. 90.4 will introduce the advantage brought by the technology’s controlling of
internal network; Sect. 90.5 make a conclusion.

90.2 Analysis

The security assurance is always the primary content that should be firstly schemed
and established by the builders during the establishment of informationization.
Especially, when the government, army, large-scale enterprise develop the infor-
mationization construction, they build special internal network that physically
separated from the internet, adopt many security assurance system, build corre-
sponding institution of security assurance, even caring nothing about how much it
will cost. Meanwhile, the security of enterprise internal network is getting more
and more attention. No one hopes that the confidential sensitive information can be
leaked out or stolen by others, no matter the nation, government, or individual.
However, as the informationization of enterprise carries on, various kinds of
accident emerge in endlessly.

As to the internal network, the ordinary security accident can be divided into
two aspects. One occurs on the borderline of network, that is, the intrusion came
from the outside of the network like the vicious attack, long-distance intrusion,
worm virus and so on. The other occurs within the network, that is, the voluntary
or passive divulgence by the internal network users. Presently, the domestic units
and enterprises are implementing much more countermeasures in the aspect of
borderline management. Most of the units and enterprises have deployed firewalls,
intrusion detection and vulnerability scanning systems which highly reduced the
risk of network borderline in the enterprise. However, these measures are far from
enough on keeping security. It is suggested by investigation that the proportion of
security accident happened at the borderline and internal network reach 42.86 %,
among which more than 50 % information risk come from the inside of enterprise.
We can say that the threat brought by the abundant computer terminal is much
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more terrible than that come from the outside as the scale of terminal computer is
becoming bigger and bigger [2].

By analyzing the current security accidents, we can find that the main reason is
the erroneous operation by the terminal users, especially the cross usage of
removable mass storage device among the internet, internal network, even secret-
related network, which resulted that the secret-related information should be
restricted strictly in the internal secret-related system may be leaked by internet.
A mass of facts suggest that, for the general shortage of knowledge and skill
among the ordinary terminal users, the document is processed and stored directly
on the personal computer terminal. Some temporary file and information of buffer
will be produced, which become the source of leakage. What’s worse is that it can
hardly be controlled for the broad distribution of the terminal. For those reasons,
there is no time to delay to strengthen the protection of terminal.

90.3 Principles and Models

90.3.1 The Concept of Secure Desktop

The secure desktop is a kind of technology based on internal network security
management of enterprise computer desktop. Its function can be divided as
application policy management of desktop, long-distance desktop maintenance,
network access policy, removable mass storage device management, uniform
distribution of system patch, capital management and so on.

The secure desktop technology roots in sandbox model, which primarily be
invented by GreenBorder Company. And it was purchased by Google in May 2007.
After that, this patent was applied in the development of Chrome browser. Currently,
the application of the secure desktop technology is mainly used to keep the security
of operation system, and prevent from the infringement of virus program [3].

90.3.2 The Principle of the Secure Desktop Technology

Using the sandbox technology and the virtualization technology, the secure
desktop technology establishes a virtual ‘‘container’’ and makes the users stay in
the ‘‘container’’ so that the users’ operations of document and registry database are
virtualized. When users exit from the ‘‘container’’, the modification made in it will
all be reduced. The design mode is equal to running the program in the virtual
container, protecting the bottom data by loading the drive of its own, which
belongs to the drive level protection.

Besides, the secure desktop technology combines a serial of regulations (net-
work regulations, authorization regulations and so on) to control the authority of
users’ operation in the ‘‘container’’.
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90.3.3 How the Secure Desktop Technology Realize
the Security of Internal Network

Establish another desktop under the system, namely the secure desktop. The
operations on this desktop are virtualized, that is to say, the secure desktop is equal
to sandbox container. During the usage, only one desktop can be see, the default
desktop or the secure desktop.

Basing on the deep analysis of users’ requirement, the secure desktop will be
started-up as long as the users log on the VPN and access important resource. This
moment, a closed and virtual working environment, namely the secure desktop,
will be created automatically by using the virtual technology. All the operations
are virtualized and the process within the secure desktop and out the secure
desktop are separated. The operations, temporary usage, data received are all
redirected (virtualized) and high strength encrypted, because all data are con-
centrated stored in the server and nothing will be exist on the client. It efficiently
avoided the risk brought by the misusage of removable mass storage device, the
network attack, and Trojan program.

The secure desktop aim at intercepting and redirecting the aspect (operations
may lead to the leakage of data) as follows [4]:

• Forbid using peripheral copy output: include USB, print, COM, CD-RW and so
on, so as to prevent from leaking out important data.

• Virtual file operation: the modification of files and system executed by process
under the secure desktop will all be redirected and encrypted. The files redi-
rected will all be deleted after exit from VPN and the secure desktop. That’s to
say, no change or mark will be kept on the default desktop while operating files
under the secure desktop.

• Protect the operations of registry database: redirect the operation of registry
database belonged to HKEY_CURRENT_USER branch and the key value of
registry database belonged to other branches can be read but not wrote.

• Constrain network communication: under the secure desktop, the communica-
tion connect outward will be strictly controlled, only the access of VPN network
can be permitted, so as to prevent from leaking out the material downloaded by
VPN. This constraint contains the follows:

– Forbid communicating with the local computer: forbid the communication
between the secure desktop and the physical desktop, so to avoid saving the
important data on the local server.

– Forbid communicating with local network: in the secure desktop, communi-
cating with other computers within the internal network is forbidden, so as to
prevent from transmitting and restoring the important data through LAN.

– Forbid communicating with internet: in the secure desktop, the usage of
network application and leaking out data through network communication are
forbidden, so as to prevent from leaking out the important data by internet
transmission.
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• internal process communication (IPC) filtration: IPC filtration is mainly aimed at
cutting board and message. The process within the secure desktop can’t send
message to the process outside the secure desktop.

• Trace cleanup: after exiting from the secure desktop, all the trace will be cleaned
up compulsorily and all the operations will be reduced. Even if the secure
desktop get breakdown for power off, the secure desktop will automatically
detect and clean up the trace which left behind when started up next time.

90.3.4 The Application Model of the Secure Desktop
in the Internal Network Security Management

For example, when a staff needs to log on the business system (like the financial
system) to operate business data, he/she can only download the data through
sandbox and edit it in sandbox B.

If he/she needs to search related material by Google, he/she can switch to
secure desktop A of sandbox A and access the internet in sandbox A.

When he/she want to transmit the data to personal mailbox of internet and treat
them at home, he/she can’t do it, because accessing the internal network is not
permitted in sandbox A, and the data can’t be copy to sandbox A, so he/she can’t
see the data if in the sandbox A.

He/she can’t access the network under the default desktop, but can do the daily
document maintenance. If he/she needs to access the internet, he/she should log on
the virtual desktop A. If he/she needs to handle official business, he/she should log
on the secure desktop B. These secure desktop are separated, and data can’t be
transmitted mutually. We can see from it that the logic isolation among the official
network, internet, and the critical business network by using the secure desktop
technology [5] (Fig. 90.1).

Fig. 90.1 The application
model of the secure desktop
in the internal network
security management
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90.4 Advantage

Generally speaking, the secure desktop management system improved the level of
security management by using security management information technology, took
full advantage of the extant advanced network management tool, strengthened the
control of network computer terminal, realized the real time security monitor
system, and can make the security-integration with other network security
equipment at the same time, which made the internal network become the high
speed, secure official network system [6, 7].

The advantage in internal network security management brought by the secure
desktop contains the aspects as follows:

• Security: the critical data can only be accessed under the secure desktop, which
prevents from leaking out through internet, and keeps the security of terminal.

• Low cost: only virtual security gateway device and authorization and authen-
tication of terminal access should be purchased, and no need to buy another set
of network device and official computer.

• Quick implementation: for the original network, there is no need to reconfigure
the hardware on a large scale and change the network structure.

• Easy to maintain and upgrade: only virtual security gateway needs to be
maintained, only authorization and authentication tool is needed to be accessed
when upgrading, and only extra virtual security gateway device is needed to
become a cluster when the existent device can’t satisfy the support for the fast
development of network [8] (Fig. 90.2).

In view of evaluations on the method, which realizes intranet data security by
the secure desktop, and from the respective of practical effect on establishment,
maintenance, management, secure desktop to realize data security satisfies the
actual requirement on enterprise informationization establishment, and it is suit-
able for application [9, 10].

90.5 Conclusion

The security protection of personal terminal has aroused general attention among
the constructor and IT service providing company. For example, some of the
enterprises deployed strong audit system, the double-use monitor system, and the
security detection system, etc. In the special network of industry, which somewhat
relieved the hidden danger of terminal security. However, these measures were
almost realized by installing clients (the principle of it is similar to Trojan pro-
gram) on the personal terminal forcibly, which brought the terminal users a little
worry (it might bring inside secret leakage or exposure of individual privacy) of
the administrator department. Thus, it was rejected at different degrees by terminal
users when implemented and had limited effect.
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As the secure desktop is specially used to protect the access of important
resource, the original use habit of terminal users will not be influenced. No
additional device or software will be installed in users’ terminals. The users can
access other resources in the special network as usual, meanwhile, they can access
the important inside resources (like the inside official system) securely and con-
veniently without worrying about leaking out secret by his/her miss-operation and
without worrying that the individual information (like personal directory and
photo) stored in computer will be collected. Therefore, using the secure desktop
technology to realize the security management of enterprise internal network will
become necessary in the field of enterprise information security management.
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Chapter 91
The Integration of Temporal Database
and Vague Set

Qifang Li and Chuanjuan Yin

Abstract In order to make the fuzzy information more accurate, Vague Set is
used to represent the fuzzy attribute of the database in this paper. Each data and
tuple in the database based on Vague Set can be reflected from the three sides of
true, false and the unknown extent. For illustration, a vague relationship instance
teacher1 is utilized to show the basic theory of vague relation. Results show that if
the database model based on Vague Set and the fuzzy relational data model are
compared, the former has a more fuzzy ability to express. The further expansion of
vague database model which is temporal database based on Vague Set is proposed.
In order to better explain vague temporal data, a time dimension ‘duty period’ is
added into table teacher1, which constitutes vague temporal relation teacher2. The
study lays the foundation for the further research into data model, data theory, and
database management system of vague temporal database.

Keywords Fuzzy � Vague set � The temporal database � Model

91.1 Introduction

Time is nature’s ubiquitous objective attributes, all the information have the
corresponding temporal attributes. With in-depth development of database and
information technology, information systems are facing many new applications
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and new requirements. More and more pressing demand for temporal information
is processing.

Traditional database based on two-valued logic and accurate data can not
represent a fuzzy object. With the establishment of the theory of fuzzy mathe-
matics system, people can use relationship between the number to describe the
fuzzy object and fuzzy computing. Fuzzy database is an important research
direction of the database field. It provides an important way for a fuzzy infor-
mation management, and in the management the information is inaccurate and
incomplete.

Therefore, fuzzy database has become one of the forefront topics of the data-
base field. Fuzzy Set is the theoretical basis of fuzzy database. Fuzzy Set to
describe uncertain information is flawed. Vague Set is to promote the concept of
Fuzzy Set; it has the ability of powerful processing fuzzy information. Vague Set
theory was proposed in 1993 by Taiwanese scholars WLGau and DJBuehrer, after
nearly 10 years of research and development some achievements have received,
but they are mainly used in the fuzzy decision-making, rarely used in the research
field of fuzzy relational database. The ability to express the fuzzy information of
Vague Set is stronger than the Fuzzy Set. Temporal database research is based on
Vague Set theory. Then a new research direction for fuzzy temporal database is
opened.

91.2 Vague Relation

91.2.1 The Theory of Vague Relation

In Vague Set, the relationship of between the elements of the domain and a
collection of the domain is ‘belonging to a certain extent within the scope of’,
which uses interval to express its membership degree. The interval gives the extent
of supporting evidence and opposing evidence at the same time, and also represent
and process fuzzy information that can not be represented and processed by the
Fuzzy Set.

Definition 1 Let U be the space of an object, x represents random one element,
‘A ’ is a Vague Set which is in U, that ‘A’ is expressed a true membership function
tA and a false membership function fA: tAðxÞ expresses the lower bound of the
degree of membership that support x [ A, and fAðxÞ expresses the lower bound of
the degree of membership that opposes x [ A. Each point in X and a real number
in interval [0,1] are linked by two functions tAðxÞ; fAðxÞð Þ, that is, tA: X ? [0,1] fA:
X ? [0,1]. A (x) means the degree of membership which X belongs to A, and A
(x) is expressed as ½tAðxÞ; 1� fAðxÞ�, and tAðxÞ þ fAðxÞ� 1 [1].

Definition 2 Let A be a Vague Set, when X is a discrete space, there is
A ¼

Pn
i¼1 ½tAðxiÞ; 1� fAðxiÞ�=xi; xi 2 X; When X is a continuous space, there is
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A ¼
R

½tAðxÞ; 1� fAðxÞ�=xdx; x 2 X. By definition of Vague Set, the membership
function of x is limited on [0, 1]. And tAðxÞ is the true membership function of the
Vague Set A, it indicates the extent necessary to support the evidence of x [ A.
fAðxÞ is the false membership function of the Vague Set A, it indicates the extent
necessary to against the evidence of x [ A. 1� fAðxÞ indicates the possible extent
to support the evidence of x [ A [1].

Vague value at the same time expresses the membership degree of support,
against and the unknown extent of x [ A. Such as vague value of A at x is
½tAðxÞ; 1� fAðxÞ� ¼ ½0:5; 0:8�, there is tAðxÞ ¼ 0:5; 1� fAðxÞ ¼ 0:8; fAðxÞ ¼
0:2; 1� tAðxÞ � fAðxÞ ¼ 0:3: It can be interpreted as: the degree which the element
x belong to A is 0.5. The degree which the element x doesn’t belong to A is 0.2.
The unknown degree is 0.3. We use a voting model to explain: out of 10 votes, five
people were in favor, two against and three abstaining. It shows that the conno-
tation of Vague Set is much richer than the connotation of Fuzzy Set.

Definition 3 Vague relation data modelLet Aið1� i�mÞ be the attributes which
are defined in the domain Ui. Vague relation(r) which is defined in the relational
schema RðA1;A2; . . .;AmÞ can be seen as a vague subset of the Cartesian product of
these attributes domain, namely:

r � VðU1Þ � VðU2Þ � � � � � VðUmÞ

VðUiÞ represents the collection of all the vague subset in domain of U. Each tuple
in the relationship r is composed by the Cartesian product of the vague subset,
t½Ai� ¼ p½Ai�, p½Ai� is a vague subset of the attributes defined in the domain of Ui.
In this way, the relationship (r) can be expressed as a relational table with m
attributes. It should be noted that: different with classical relation and fuzzy
relation, vague relation is a collection of Vague Set. Vague relation is the
extension of the classical relations and fuzzy relations [2].

91.2.2 Example of Vague Relation

Classic database corresponds to a state in the real world. Due to the vagueness of
the information, vague database may correspond to various states in the real world.
Vague relation teacher1 as shown in Table 91.1 can be interpreted as 16
(2 9 2 9 2 9 2) states of the possibilities. If we set length of service in the first
tuple of Table 91.1 as 9, set length of service in the second tuple as eight, set

Table 91.1 Vague relation _teacher1

Name Length of service Professional titles

Zhang Sang [0.7,0.9]/9 ? [0.6,0.9]/10 Professor
Li Si [0.5,0.6]/8 ? [0.7,0.8]/9 [0.7,0.8]/Professor ? [0.4,0.5]/associate professor
Wang Wu [0.4,0.6]/6 ? [0.7,0.9]/5 Lecturer
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professional titles as associate professor, and set length of service in the third tuple
as 5, then one possibility of state corresponding to the possible degree is [0.7,
0.9] ^ [0.5, 0.6] ^ [0.4, 0.5] ^ [0. 7, 0.9] = [0.4, 0.5].

91.3 Vague Temporal Data

A variety of events and potential relationships between entities are often implicit
in the temporal information. Temporal modeling is an important issue for many
applications. However, the information of many events in real life is imprecise. In
particular, due to the uncertainty of the inherent time of the historical events, the
historical temporal information is described frequently in uncertain and ambiguous
language.

91.3.1 Temporal Data Schema

For more intuitive to express the interval relationship of historical events, the real
axis of mathematics corresponds to the timeline. R represents timeline. According
to actual needs, milliseconds, seconds, minutes, days, months can be the time
granularity. The timeline is divided into many small segments, each of length
equal to the granularity needed to express the smallest unit of time, known as the
time point. The time point of temporal object can be determined or uncertain. The
determined time point is a special case of the uncertain time point. Types of
relationship between the time points include the quantitative relationships and
qualitative relationships [3].

The time interval is the time period divided by two time points on the timeline,
T = \ Tb, Te [ and T* = \ Tb, Te [ represent determined and uncertain time
interval. According to uncertainty interval endpoints, T* = \ Tb, Te [ is divided
into three kinds: T* = \ Tb*, Te [ , T* = \ Tb, Te* [ , T* = \ Tb*, Te* [.
‘*’ is called fuzzy operator, which represent the uncertainty of the time interval
and time endpoint. Tb and Te represent the time interval endpoint.

Now there are dozens of representation schemes of temporal data, but there is
no unified schema [4]. Temporal data model is generated on the basis of the
relational model, which adds temporal information. This is a very complicated
process. Development of temporal database model should be combined with the
practical application of the following four aspects to consider:

• What time scale is supported

According to what time scale is supported and the views of spipada’s and sno
dgrass’, temporal database can be divided into three categories according to the
functions: transactional database, historical database, temporal database [5].
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• Tuple time scale or attribute time scale

Tuple time scale maintained the simplicity of the relational model, and easy to
achieve high query efficiency. Attribute time scale will remain the value of an
object in a tuple. Therefore, operational performance cannot compare with tuple.
Tuple time scale may cause the storage redundancy, so it should be need to vertical
decompose the attributes.

• Event-based time scale storage or state-based time scale storage

Event-based time scale storage is a record of the incident time point, and state-
based time scale storage is the whole process of the state record with a time period.
Expressions of these two forms have the corresponding advantages and
disadvantages.

• Time granularity and time model

There is a variety of time granularity. Some transaction time may be accurate to
the second. Some effective time may be accurate to the day. And some systems’
effective time is accurate to month. Transaction time and valid time in temporal
database is multi-granularity.

Considering the above four factors, a subject of tuple-based representation
scheme can be expressed as:

R ¼ a1. . . an; T s; Te; Vs; Veð Þ

R is the snapshot relational model; a1,…, an expressed explicitly attributes; Ts,
Te, Vs, Ve is the time scale properties of the atomic values; The meaning of the
expression is: Ts expresses the transaction start time; Te expresses the transaction
end time, and Vs expresses the state start time; Ve expresses the state end time [6].

91.3.2 Vague Temporal Database

Vague temporal database is based on vague technology. Vague temporal Not only
describes a moment of fuzzy data, but also reflects its history and reveals its future.
Similar to general temporal database, vague temporal database can be divided into
historical database, transaction database and bitemporal database.

• Transaction Database

Transaction database supports transaction time, and addresses according to the
transaction time, and saves all the states of past evolution. The relationship of the
transaction is a three-dimensional structure, constituted by the tuples, attributes,
and transaction time.

• Historical Database

The historical database is similar to transaction database, but time used in the
historical database is the valid time, not the transaction time. The relationship of
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the historical database is a three-dimensional structure, constituted by the tuples,
attributes, and valid time.

• Temporal Database

Temporal database not only manages the history of object, but also manages the
history of the database itself, so the temporal database also known as bitemporal
database. Temporal database has the advantages of the former two, which support
transaction time and valid time. The temporal relationship is a four-dimensional
structure, composed of tuples, attributes, transaction time and valid time [7].

In order to make the fuzzy information more accurate, Vague Set is used to
represent the fuzzy attribute of the database. The objective world is a four-
dimensional world, every thing has its time dimension, and so a time dimension
‘duty period’ is added in vague temporal relation_teacher2. The database which is
a historical database only uses effective time, Table 91.2:

The value of attribute ‘duty period’ is an interval or a collection of intervals,
called tuple valid time or life cycle. In vague temporal database management
system, the value should be managed by the system, rather than as a normal field to
be managed.

When a tuple is filled into the vague temporal relation, the life cycle begins.
When a tuple is deleted, a moment or the current time is specified as the end point
of the life cycle of the tuple, the tuple does not delete physical.

In general, the history in the vague temporal database can not be deleted and
modified, only can be inserted and queried. Comparison of Tables 91.1 and 91.2,
the introduction of the life cycle has the following advantages: reduce redundancy,
improve accuracy, and Table 91.2 can be derived from Table 91.1.

Attributes in Vague temporal database can be extended, which became tem-
poral attributes. A temporal attribute can be two parts of an ordinary attribute and a
time interval. The life cycle is a subset of the system time domain, and after set
operations, the value of the life cycle is still the life cycle [8].

91.4 Conclusion

The database model based on Vague Set and the database model based on Fuzzy
Set are compared; the former has a more fuzzy ability to express. Each data and
tuple in the database can be reflected from the three sides of true, false and the

Table 91.2 Vague temporal relation_teacher2

Name Length of service Professional titles Duty period

Zhang Sang [0.7,0.9]/9 ? [0.6,0.9]/10 Professor 1997–2000
Li Si [0.5,0.6]/8 ? [0.7,0.8]/9 [0.7,0.8]/Professor ?

[0.4,0.5]/associate professor
1998–2003

Wang Wu [0.4,0.6]/6 ? [0.7,0.9]/5 Lecturer 1996–1997
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unknown extent. In the field of database system theory, the study on the temporal
database based on Vague Set is in its infancy. Now there is no forming model of
the temporal database based on Vague Set, and there are few articles in this field.
The theory of temporal database based on Vague Set has not formed a system.

The further expansion of vague database model is proposed which is temporal
database based on Vague Set. This research has laid the foundation for further
research into data model, relational algebra, database management system of
temporal database based on Vague Set, Etc.

The combination of Vague Set and temporal database technology can get more
realistic description of the fuzzy temporal data in real-world. There will be a broad
application prospect. The combination of Vague Set and temporal database
technology is an important development direction in information systems.
Belonging to a new area of research, it is also an important area of research and it
will draw more attention. A lot of work needs to be studied in depth.
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Chapter 92
New Regional Investors Discovery by Web
Mining

Ting Chen, Jian He and Quanyin Zhu

Abstract In order to promote micro business and sell their products and services,
a new proposed system by web mining technology is used to discover new regional
investment project. Project information published on the government websites of
Huaian, Jiangsu province is extracted to utilize the proposed method. Python
language, MySQL database and Django web framework are used to develop the
application system, and the multi-factor matching algorithm is provided to collect
key information of the project name, time, address, contact, domain and URL by
web mining. Furthermore, the location and statistics functions are accomplished in
the proposed system which can meet application requirements of micro business.

Keywords Investors information discovery � Micro business � Web mining �
Python language � MySQL database � Django web framework

92.1 Introduction

In recent years, the rapid development of Internet brings geometric growth to web
information, and the vast volume of information means it has the characteristic of
polynary and redundant as well. Web pages cannot be directly made use of by
traditional database systems for its semi-structured characteristic [1]. How to use
the information better becomes the focus of attention. At present, most web pages
are given to the semi-structured document in HTML form. Web documents can be
represented as unstructured documents, semi-structured document and structured
document. For the correct extraction of web information, a lot of work has been
done at home and abroad. References [2] proposed that results of participle
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algorithm could touch the shopkeepers’ minds, and it can support the originality
data for the commodities markets and dynamic trend analysis. Reference [3]
describe the new API for data mining proposed by Microsoft as extensions to OLE
DB standard. Reference [4] describe data mining and brainstorms on its applica-
tion to power systems. Reference [5] supported some actions to promote infor-
mation and communications technologies in the autonomous community of the
region of Murcia of Spain. Reference [6] analyzed the impact of urbanization on
regional flood risk in the Qinhuai River Basin of China. Reference [7] applied
research of the ash connection analysis in highway’s influence of regional econ-
omies. But all of them not reported the useful method to discover new regional
investment project using web mining technologies. So our proposed is how to find
those new regional investment project and help the modern micro business to solve
their concerned at the recent development.

Based on our past work [8–12], we select investor’s discovery and web mining
pages from the well-known colleges and universities in China in order to build an
efficient system of new regional investor’s discovery by web mining and study the
Multi-factor matching method for information ex-traction. The second part gives
the system architecture for new regional investor’s discovery. In the third part we
introduced web crawler strategy of webpage search. Multi-factor matching algo-
rithm is proposed in the fourth part. In the last two parts we gave application
system structure and result of system running.

92.2 System Design

92.2.1 System Framework and Development of Language

How to seek for specific investment projects investors from the web, mining data,
and store in the database is serious problem for micro businesses. Fast and
accurately discovering relevant project information and contacting information is
very conducive for micro businesses to publicize and sell their products or ser-
vices. To build a data mining system, the system should conclude the following
functions:

1. Automatically mining the release date, URL and related data information. Such
as, project overview, project introduction, project approval document and so on.

2. According to their own requirements and keyword, querying the data in the
database easily through software interface.

3. Study of the basic knowledge of Python language.
4. Study of re-module in the regular expression matching.
5. Study of Django web development framework.
6. Study of MySQL data construction and query.
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Django’s advantage is simply and rapidly developed database-driven website. It
emphasizes the importance of code reuse. Multiple components can be very
convenient serving for the whole frame as plug-in form. Django has many pow-
erful the third party plug-in. It makes Django Strong expansibility. It also stressed
the rapid development and the principle of DRY.

With Python class form defining data model, ORM related model and database
together. You will get a database API using very easily, and also you can use the
original SQL statement in the Django language.URL assignment use regular
expression matching URL. You can design URL random without specific limited
framework.

Using Django powerful and extensible template language, the template system
can be separated from design, content and Python code. And it also has
inheritance.

92.2.2 Web Crawler

Web crawler crawls web information automatically following certain rules.
Webpage search strategy can be divided into depth-first, breadth-first and best-
first. Depth-first in many cases will lead to crawler trapped problems. And breadth-
first and best-first are popular methods.

Breadth-first search strategy means that next level search must be after the
completion of the current level in the crawl process. The algorithm design and
implementation is relatively simple. Algorithm flow is shown as Fig. 92.1.

Best-first search strategy according to the web analytics algorithms to predict
the similarity of the candidate URL and landing page, or correlation with the
theme, and select the best rated one or several URLs to crawl. The only access
through web analysis algorithm predicted ‘‘useful’’ pages. One problem is that

N

Initialize URL queue

Head of URL dequeue

Extract webpage’s URL

Download URL’s link

End condition

New URL enqueue

End
Y

Fig. 92.1 Breadth-first
search algorithm flow

92 New Regional Investors Discovery by Web Mining 827



reptiles crawl path on many relevant pages may be ignored, because the best-first
strategy is a local optimum search algorithm. Therefore it needs to be combined
with the best-first specific application to improve, to jump out of local minima.

92.2.3 Multi-Factor Matching Algorithm

This paper focuses on the example of chart showing for science expert information
extraction.

Let the view-source of webpage be defined as D, body of the page be defined
as S:

S � D ð92:1Þ

Let the normalized text be defined as Ŝ:

Ŝ � S ð92:2Þ

Keywords corpus consists of some self-learned keyword. Let the key-
words corpus be defined as F, then F be presented as

F ¼ f1; f2; . . .; fnf g ð92:3Þ

In fact, the expert information field included in F. Let it defined as fn, the
position of fn in Ŝ is defined as k:

k ¼ ðfn; ŜÞ ð92:4Þ

Let the potential expert information field be defined as t, define a constant as
con then t is equals to the normalized text range between k and k þ con:

t ¼ Ŝðk; k þ conÞ ð92:5Þ

Finally, because of other fields affect, we must remove the affect. The positions
of F except fn is defined as K:

K ¼ k1; k2; . . .; knf g ð92:6Þ

Let define the min position in K as kmin, define the real expert information as
treal, we can conclude that the real expert information filed:

treal ¼ tð0; kminÞ ð92:7Þ
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92.2.4 Data Table

System data sheet is mainly used for storage government network project infor-
mation and credit information publicly shared on all project information in the
column. And it could be called and inquired by the system (Table 92.1).

92.2.5 System Data Structure

Application system design includes eight sheets, respectively as the auth_message
sheet, django_conten_type sheet, auth_user sheet, auth_permission sheet,
auth_user_user_permission sheet, auth_group_permission sheet, auth_user_group
sheet and auth_group sheet. Its structure is shown in Fig. 92.2.

The data structure of application system is succinct than the other system. Our
aim is adequate to the boss of micro business for application requirements. If using
the web service technology, we can get the encapsulation web service [11, 12] for
other application system and get the advantage of platform irrespective.

92.3 System Implementations

Each hyperlink function in the interface of the application system as follows:
URL: Mining the demand URL in the webpage, and store in the URL sheet of the
database. Data: Release date of mining project, and store in the date sheet of the
database. Info: mining project summary, approval documents, posting date, and
store in the Huaian sheet of the database. Query: query the project data and URL in
the database. Project Analysis: Building materials can be divided into structural
materials, decoration materials and some special materials. Structural materials
include wood, bamboo, stone, cement, concrete, metal, brick, ceramics, glass,
engineering plastics, composite materials, etc. Decorative materials include a
variety of coatings, paints, coatings, veneer, colored tile, glass and other special
effects. Special material includes waterproof, moisture-proof, anti-corrosion, fire,

Table 92.1 System data
table

Name Type Length

id int 10
doc varchar 500
proview varchar 1000
date varchar 20
url varchar 50
date2 varchar 50
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flame retardant, sound insulation, heat insulation, thermal insulation, sealing and
so on. Figure 92.3 illustrates the connection information in a part of the URL
database.

With the using of software, micro business based on building materials can find
associated with their investment projects, promote and sell their products and
services, thus derive profits to promote their own development.

Take Huaian of Jiangsu province for example, with the investment project
comparison of nine counties in Huaian, micro business get an overall Huaian
investment regional distribution map. With it, micro business promotes and market
their product or service through its own geographical advantages. Figure 92.4
shows the investment project numbers of each region.

Take the industry for example, culture construction is the development of
education, science, literature and art, the press and publishing, radio, television,
sports and public health, library, museums and other cultural undertakings of
activities. Micro business related with the cultural construction, find suitable for
their own projects according to the search results, thus promote and sell their

Fig. 92.2 Data structure of the application system
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products or services. Figure 92.5 shows the investment project status according to
the industry classification.

Fig. 92.3 Portion of URL extracted from the database

Fig. 92.4 Statistical data of nine counties
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92.4 Conclusion

Seeking for specific investment projects investors from the web, mining data, and
storing in the database are serious problems for micro businesses. With the
technology of data mining, discovering the new regional investment projects
targeted the promotion of enterprise products or services can reduce the operation
cost of small and micro businesses. The proposed systems can satisfy small and
micro businesses for informatization and can meet market requirements.

Python language, MySQL database and Django web framework are used to
develop the proposed system which can extract the region’s investment project
information from government websites. All the information of investment project
can be stored in the database.
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Chapter 93
Enhancing Ability of Fault Detection
for Component Systems Based on Object
Interactions Graph

Fuzhen Sun, Lejian Liao, Jianguang Du and Guoqiang Li

Abstract Test case prioritization is a technique to schedule the test case in order
to maximize some objective function. Early fault detection can provide a faster
feedback generating a scope for debuggers to carry out their task at an early stage.
In this paper, a method is proposed to prioritize the test cases for testing com-
ponent dependency in a Component Based Software Development (CBSD) envi-
ronment using Greedy Approach. The OIG (Object Interaction Graph) is traversed
to calculate the total number of inter component object interactions and intra
component object interactions. Depending upon the number of interactions, the
objective function is calculated and the test cases are ordered accordingly. This
technique is applied to the components developed in Java for a software system
and found to be very effective in early fault detection as compared with non-
prioritize approach.

Keywords Test case prioritization � Fault detection � Object interaction graph
(OIG) � Component based software development (CBSD)

93.1 Introduction

A technique like test case prioritization has to be devised, which will lead to early
fault detection. Test case prioritization aims at finding an execution order for the
test cases which maximizes a given objective function. Among the others, the most
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important prioritization objective is probably discovering faults as early as
possible, which refers to maximize the rate of fault detection.

The major challenges in Component Based Software Development (CBSD) are
testing component dependency. CBSD uses the reusable components as the
building blocks for constructing the complex software system (component based
system). Component based system promotes the software quality and productive.
This building block approach has been increasingly adopted for software devel-
opment, especially for large-scale software systems.

Previous work on test case prioritization [1–5] is based on the computation of a
prioritization index, which determines the ordering of the test cases (e.g., by
decreasing values of the index) [6, 7]. Srivastava [8] suggested prioritizing test
cases according to the criterion of increased Average percentage of Faults detected
(APFD) value. Rothermel et al. [9] have described several techniques for test case
prioritization and empirically examined their relative abilities to improve how
quickly faults can be detected by those suites. More importance is given to cov-
erage based prioritization here [10, 11].

In this paper for describing each component we have taken the help of sequence
diagrams, then a Object Interaction Graph (OIG) from sequence diagrams is
constructed which shows the interrelation among the components. A new test
prioritization algorithm is presented which is applied on OIG to count the maxi-
mum number of inter component interactions and intra component interactions
made by the test cases.

93.2 Proposed Test Case Prioritization Model

In CBSD Component interface is defined as the only way that a component
communicates with the external environment. There are two kinds of interface:
service providing and service required. When the services are provided by an
interface, it is called service providing interface and when the interface of a
component requiring a service it is called service required interface. All compo-
nents should be plug-compatible i.e. a service required interface can be connected
to a service providing interface. We have defined a Component as follows:
Component C = (P, R), where P = P1, P2, Pn is the set of providing services
interface, R = R1, R2, Rm is the set of required services interface. The providing
and required services of a component C is denoted by C.P and C.R respectively
and C.P\C.R = ;.

In Fig. 93.1 the required services of C1P C2 are the union of C1.R1 and C2.R2
with the remove of satisfied services in S. With the definition of composition the
providing and required services are propagated to the interface of composed
component, so the composition could be carried parallel. A Component interaction
graph (OIG) is used to describe the interrelation of components. A complete
component interaction graph (OIG) makes the testing quite easy.
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To facilitate regression testing by optimizing the time and cost, we propose a
method to prioritize the test cases by using model based prioritization method by
extracting the benefits of Unified Modelling Language (UML). UML provides
lifecycle support in software development and is widely used to describe analysis
and design specifications of software. It is a big challenge to study the test case
generation from UML diagram (Fig. 93.2).

We have used sequence diagram from the set of diagrams present in UML 2.0.
As Sequence diagram represents various object interactions through message
passing, it can act as an input to the proposed model. We are generating an OIG
from the sequence diagrams present. The methodology we have used for gener-
ating the graph has been discussed in Sect. 93.2.1 Further in Sect. 93.2.2 we have
discussed how to traverse the OIG to calculate the number of inter component
object interaction and intra component object interaction. Section 93.2.3 describes
about objective function evaluation and the prioritization technique.
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C2C1
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R1
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Fig. 93.2 A frame work for
generating prioritized test
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93.2.1 Generating OIG Form System Models

We have used sequence diagram for system modeling, and the object interactions
can be very well identified by using a sequence diagram. During regression testing
any modification in the code will have no effect on the sequence diagram. The
object interaction can be categorized into two different types. One of them is intra
component object interactions and the other one is inter component object
interactions.

Sequence diagrams in UML are used to model how an object communicates
with other objects in its life time. A complete object interaction graph (OIG)
makes the testing quite easy. An OIG is a directed graph where OIG = (V, E), V
represents a set of nodes. For generating Object Interaction Graph (OIG), each
object present in the sequence diagram is represented as a node in the graph. The
intra component object interactions form the edges of the graph and represented in
Solid arrows. The inter component object interactions form the edges of the graph
and represented in Dashed arrows.

Algorithm: GENERATE OIG
Input: Sequence Diagrams of various components of the system representing

message passing between objects
Output: Object Interaction Graph (OIG)//It is a directed graph

1. Initialize OIG to be empty
2. For i = 1 to n//n is the total number of objects
3. Add a node Ni to OIG == Ni represents ith node.

Object shared by different components treated as a single node.
4. For i = 1 to n
5. For j = 1 to n
6. For each incoming message from object Oi to Oj == All guard conditions are

ignored
7. if (interaction types == intra) Establish an edge between Oi to Oj (i.e. Ni and Ni)

and represent it as‘‘Solid arrow’’ as well as append the pre and post conditions.
8. Else Establish an edge between Oi to Oj (i.e. Ni and Nj) and represent it as

‘‘Dashed arrow’’ as well as append the pre and post conditions.
9. The possible start and end of the scenario sequences are represented with solid

arrows.

93.2.2 Traversing OIG

When the OIG is generated from the system models, it has to be traversed to count
the number of inter component and intra component object interactions. NOIi

represents the number of Object Interactions discovered by test case ti with in one
component of the software and NIi represents the number of Object Interactions
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discovered by test case ti between two different components of the software. We
follow the depth first search (DFS) methodology for traversing the graph. The type
of interaction is decided depending upon the color of the edge in the graph. If the
edge color is found to be ‘‘Solid arrow’’, it represents an intra component object
interaction, where as edges colored as ‘‘Dashed arrow’’ represents inter component
object interaction

Algorithm: IN_CALCULATE
Input: Test case ti & Object Interaction Graph (OIG)
Output: NOIi and NIi

1. Initialize both NOIi and NIi to 0.
2. Traverse each interaction in the OIG for ti in DFS
3. If (edge color ==‘VISITED’ && current edge is not visited already)
4. NOIi ? + // Increment the value for intra component interaction
5. Else
6. NIi ? + // Increment the value for inter component interaction
7. Return NOIi and NIi.

93.2.3 Generating Prioritized Test Cases

Once we get the value for NIi and NOIi by using the algorithm described in
Sect. 93.2.3, prioritization process starts. For each test case ti, the value of NIi and
NOIi are added. We have considered the total number of intra component inter-
action where as the total number of inter component object interactions is found
out by multiplying it with RP i.e. total number of providing service interface and
required service interface. If the faults due to component integration are detected
early, it will give a better coverage. The added result is divided with unit time U to
determine value of the objective function i.e. factor criteria FCi. We try to max-
imize the objective function using a Greedy approach.

Algorithm: TEST_PRI
Input: Regression Test Suite T
Output: Prioritize Test Suite T’

1. Traverse the test suite T, for each test case ti present, call IN_CALCULATE
(ti) to calculate NOIi and NIi

2. Define some unit time U
3. Calculate objective function (FCi) for test case ti as FCi = (NOIi ? RP*NIi)/

U. (1)
//RP represents total number of providing service interface.

4. Generate T’ by Sorting the test suit T in ascending order of FCi for each ti.
5. Store T’ in the test case repository for regression testing.
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93.3 Case Study: A Cellular Network Manager

We have taken the case study of a Cellular Network Manager to explain the
proposed model. Two components i.e. ‘‘Dialing a Phone’’ and ‘‘Cellular Network
Connection’’ have been presented.

From the sequence diagram of both the components given in Figs. 93.3 and
93.4, corresponding OIG are designed as given in Fig. 93.5.

Three test cases are considered to test the prioritization algorithm. The test
cases are designed to test the Dialer Display (t1), to test the Speaker (t2) and to test
the Cellular Radio Display (t3). Table 93.1 contains the value of NOIi, NIi and
FCi. Here the unit time U is considered to be 1 unit.

From the Table 93.1 we conclude that the prioritized test sequence is: t3, t2, t1
or t3, t1, t2 The proposed model found to be very effective as it increases the
Average Percentage of Fault Detection (APFD) when it is compared with gen-
eralized model based method and few code based methods like LOC count and
Function count. The comparison made is summarized in Table 93.2.

The cost and time required for regression testing can be minimized by using the
prioritization technique discussed in this paper. Here we have proposed a model
based prioritization method by considering the number of Object Interactions per
unit time as the objective function. Here more importance is given to number of
inter component object interactions present because maximum faults are expected

Digit 

Button Adaptor Dialler Display Speaker

Digit() 
Display() 

EntireDigit() 

For Each Digit 

PrintProcessed() 

Fig. 93.3 Sequence diagram
for dialing the number

Send 
Button Adaptor Dialler

Cellar 
Radio Display 

SendProcessd() 
Send() 

Connection() 
Listen() 

Fig. 93.4 Sequence diagram
for cellular connection
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to be present when components interact with each other. The proposed model
found to be very effective as it increases the Average Percentage of Fault
Detection (APFD) when it is applied to few of the projects developed in Java by
java 45–50 %.

93.4 Conclusion

In this paper, the authors have taken the help of sequence diagrams of describing
each component to construct an Object Interaction Graph (OIG) which shows the
interrelation among the components. Furthermore, A new test prioritization
algorithm is presented which is applied on OIG to count the maximum number of
inter and intra component interactions. The experiments show that this approach is
mainly applicable to test the component composition in case of component based
software maintenance.

A 

B 

D 

C
E 

F
G

H
J

Fig. 93.5 OIG for a cellular
network manager

Table 93.1 Objective
function (FCi) evaluation

Test cases NOIi NIi FCi

t1 3 0 3
t2 3 0 3
t3 2 4 6

Table 93.2 a comparative
study

Name of prioritized technique Approximate increase
in APFD value (%)

Code based approach (LOC count,
function count etc.)

30

General model based approach 35
Model based approach using the

dependency criteria in CBSD
45
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The proposed method can further be extended to prioritize test cases to perform
regression testing for real time systems and distributed systems. The authors are
also working on adding new criterion like frequency of data base access number of
state changes in UML state chart diagram.
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Chapter 94
A Method of Deploying Virtual Machine
on Multi-core CPU in Decomposed Way

Qing-hua Guan

Abstract Nowadays, with the development of multi-core and cloud computing
technology, the deployment of virtual machine faces opportunities as well as
challenges in the process of virtualization. However, most virtualization deploy-
ment only considers the concept of combining single vCPUs with multi-core CPU.
Aiming at solving those known problems based on experience, this paper proposes
a new method of deployment of virtual machine in a decomposed way. The result
shows that optimized method is more reasonable for resource allocation. It can
provide a good principle to expand future datacenter virtualization.

Keywords Virtualization � Multi-core � Virtual machine � Decomposed way

94.1 Introduction

With the further development of the information process, more and more physical
machines have been installed and allocated in datacenter. The traditional
deployment method brings us not only the worse management and the inefficient
deployment, but also the waste of resources. The problem of unreasonable allo-
cation and integration needs to be solved. Technical virtualization provides a good
solution of combining computing resource which has already been applied widely.
But most of the method only considers the concept of combining single vCPUs [1].
Such methods just increase the numbers of vCPUs for high load applications
without considering a decomposed solution.

At the same time, multi-core CPU has been rapidly developed by chip manu-
facturers. INTEL\AMD\IBM have already pushed out their multi-core chips or
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multi-core architecture. The complexity of the CPU scheduling has increased.
However, current operation system can’t support the multi-core hardware very
well. Programmers have to use parallel programming skills to improve the CPU
utilization ratio. Obviously, such skills have not been widely used except for
professional parallel computation. So Jin Hai concluded [2] some researches in
multi-core scheduling field. Some researches give good inspiration for narrowing
the semantic gap between virtual machine and host machine. Other researchers try
to modify the kernel code of the operation system for multi-core CPU [3]. This
solution can be realized on self-developed operation system, but for general
operation systems, e.g. Windows, changing their kernel codes is somehow very
difficult. So if we keep using traditional ways without any changes, the advantage
of virtualization technology can’t be utilized completely.

Given this situation, this paper proposes the concept of deploying virtual
machine on multi-core CPU in a decomposed way. The experiment shows this
method can make full use of its host physical CPU and accord with the multi-core
CPU virtualization mechanism.

This paper is organized as follows: Section 94.2 introduces related work about
the architecture of virtualization and the two-layer scheduling based on multi-core
CPU. Section 94.3 gives the method of deploying virtual machine in a decomposed
way. Section 94.4 presents the experiment design and result analysis. Section 94.5
presents the conclusion and future work.

94.2 Related Works

94.2.1 Architecture of Virtualization

Virtualization has been defined as a system which can isolate physical/virtual
machine. Virtual machine monitor (VMM) is used to schedule and monitor virtual
machine. All servers can be integrated by VMM and used by all virtual machines
in the cluster of resource pool. This resource pool can support HA and dynamic
motion characteristics for virtual machine. Like VMware, the classic architecture
of virtualization is represented in Fig. 94.1.

As presented in Fig. 94.1, physical machines become resource pool for virtual
machines. These virtual machines not only meet all functional and operational
requirements like traditional servers, but also improve the efficiency of resource
utilization, and consequently the operational cost is reduced as well.

94.2.2 Two Layers Scheduling Based on Multi-core CPU

The classical virtualization architecture can be divided into three parts: multi-core
CPU, VMM and virtual machines. The operation system of virtual machine and
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host machine construct the two-stage scheduling framework. There is no con-
nection between application threads and physical CPU scheduling in this frame-
work (Figure 94.2).
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Fig. 94.2 Typical architecture of the scheduling system based on the multi-core processors
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This may confront many challenges while scheduling application thread of
virtual machine on physical CPU. Operation system has been designed to own
entire privilege of physical CPU, but instructions from applications are allocated to
some physical CPU cores. The mapping between application threads and physical
CPU is difficult to establish in this framework. Due to the semantic gap, it is not
easy for VMM to catch the work load of virtual machine. Scheduling of cache
sharing, I/O blocking and job distribution is hard to be done in VMM [4].

So the concept of adopting schedule strategies and algorithms of existing
operating systems without any modifications can lead to drastic degradation of the
system performance and needs to be reconsidered.

94.3 Deploy Virtual Machine in Decomposed Way

94.3.1 The Core Idea

Obviously, the high work load applications should get more computing resources.
Current solutions are just to apply more CPUs to these virtual machines. Four slots
with six-core CPU are more powerful than two slots with six-core CPU in physical
machine while this may not be right in virtualization. Like VMware, a virtual
machine has eight vCPUs (virtual CPU) unequal to summarizing eight virtual
machines with one vCPU. VMM uses FCFS algorithm and rotation principle to
share resources with all virtual machines. A virtual machine that needs 4 vCPUs
can be satisfied only when there are 4 available vCPUs. Figure 94.3a presents the
linear relationship between virtual machine computation and the numbers of
vCPUs.

Figure 94.3a presented that the virtual machine computation will approach a
limit with the increase of vCPUs. Current deploying method of virtual machines is
not the good choice for virtualization. As presented in Fig. 94.3b, if doing
migration of large UNIX business system on X 86 platforms, like SAP [5], the
application server should be divided to several systems for seeking more com-
putation from the resource pool. Of course, the application server should support
the distribution architecture. The advantage of this deployment is that the avail-
ability of getting single vCPU is larger than that of several vCPUs. The entire
computation of several servers is larger than that in non-distribution way which
means 1 ? 1 [ 2.

P
er

fo
rm

an
ce

P
er

fo
rm

an
ce

vCPUs vCPUs

(a) (b)Fig. 94.3 Performance of
virtual CPU

848 Q. Guan



94.4 Experiment Results and Analysis

94.4.1 Test Platform

This paper uses three HP DL580 servers and VMware as the test platform. The
server has two slots Intel E7440 CPUs and 16 GB memory. Two servers were used
for VMware Vcenter and ESX. Another server will be installed with windows
server 2003 directly. Virtual machines will be installed on VMware ESX and
administrated by Vcenter (Table 94.1).

94.4.2 Evaluation Standard and Tools

Pass Mark is the important measure for CPU benchmark. Stress Prime is a good
stress testing tool and can reflect real CPU pressure in our experiment. VMware
Vcenter has a figure statistics function and can be used to give us the direct image
in test scenario.

94.4.3 Experiment Design

In the following experiments, this paper will try to prove all physical CPUs can be
shared by vCPUs and the computation of all virtual machine is larger than that of
physical machine. The result will show the deployment of virtualization in a
decomposed way is a meaningful consideration.

So the first experiment will start the virtual machine and then get the CPU
statistic figure from VMware Vcenter. This will show whether CPUs of physical
machine can be shared by vCPUs of virtual machine.

The second experiment will start one virtual machine with half computation of
its host machine (physical machine) and use Pass Mark to calculate the detail
values. This will show whether the decomposed way is the right choice.

The third experiment will start two virtual machines which have the same CPU
and Memory configuration but give different proportions (4:3). This will show
whether the VMM need more resources with the increase of virtual machine
quantity. Different proportion is used to check the effectiveness of VMware
adjustment mechanism.

Table 94.1 Experiment platform

Type CPU MEM OS Remark

Host machine HP
DL580G5

2*4 cores,
E7440

16 GB Windows 2003
server R2

Virtual machines VMware 4 cores 16 GB Windows 2003
server R2

On same
VMware ESX
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94.4.4 Comparison Experiment and Analysis of Results

Figure 94.4 presented the result of the first experiment. The vertical axis stands for
CPU computation and the transverse axis stands for starting different virtual
machine in different time. The result in Fig. 94.4 shows that the computation of all
virtual machine can be distributed among all physical CPU cores. The result also
shows the linear relationship between virtual machine computation and the
numbers of vCPUs.

The Pass Mark numbers of the second experiment is showed in Tables 94.2 and
94.3. Table 94.2 presents the score of virtual machine with half computation of its
host machine. Table 94.3 presents the score of physical machine. In this case,
virtual machine and physical machine get the same memory configuration for the
least impact of non-CPU factors.

The result shows that all remarks of virtual machine are more powerful than
that of 1/2 of its physical machine except ‘‘Encryption’’ item. The gap can achieve
even 30 % of wider! Deploying virtual machine in a decomposed way gets more
advantages.

The reason is that current operation system doesn’t support multi-core CPU
very well. On the other hand, VMM also need computation which makes the

Fig. 94.4 Computation distribution of virtual CPU on different cores
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memory score less than 14 % score of its physical machine. More memory is good
for virtualization.

As presented in Table 94.4 of the third experiment, the summary of virtual
machine one and two is larger than that of the physical machine (presented in
Table 94.3) again. The proportion of these scores (nearly 4:3) confirms VMware
adjustment mechanism. The memory is still less than 15 % of its physical machine
which means VMM needs constant resources to run its scheduling job [6].

94.5 Conclusion and Future Work

Aiming at solving the problem that current method of deploying virtual machine
doesn’t include the multi-core situation, this paper proposes a decomposed method
for virtualization. The optimized solution highlights the fact that computation of
vCPU is distributed on all multi-cores. Experiments show that the method can
provide a better result and more flexibility comparing to using the traditional
deploying method.

Future work includes the following two aspects. First, deploying in a decom-
posed way can’t be boundless. So we need to deal with the decomposed degree
level to avoid resource wasting. Second, heterogeneous multi-core CPU also needs
to be tested to get more precise results.

Table 94.2 Result data of virtual machine

Item SSE/
3Dnow

Comp. Encryption Image
rotation

String
sorting

CPU
mark

Memory
mark

Virtual
machine

13000 12000 70 3000 8000 4000 600

Table 94.3 Result data of physical machine

Item SSE/
3Dnow

Comp. Encryption Image
rotation

String
sorting

CPU
mark

Memory
mark

Physical
machine

20000 23000 200 5000 15000 6000 700

Table 94.4 Result data of two virtual machines

Item SSE/
3Dnow

Comp. Encryption Image
rotation

String
sorting

CPU
mark

Memory

Virtual
machine 1

13700 14000 130 4000 11400 4500 310

Virtual
machine 2

10000 11000 100 3000 8500 3400 250

94 A Method of Deploying Virtual Machine on Multi-Core CPU 851



References

1. VMware. Virtualizing Business-Critical Applications on vSphere, pp. 31–35 (2012)
2. Hai, J., A-lin, Z., Wu, S.: Virtual machine VCPU scheduling in the multi-core environment:

Issues and challenges. J. Comput. Res. Dev. 48(7), 1216–1224 (2011)
3. Li Y.-d, Hang, L.: Survey of multi-core operating system. Appl. Res. Comput. 28(9):

3215–3219 (2011)
4. Kim, H., Lim, H., Jeong, J., et al.: Task-aware virtual machine scheduling for I/O performance

. Proceeding of VEEp09. ACM, New York, pp. 101–110 (2009)
5. Henter, P. Virtualization of SAP applications with VMware vSphere 5 on IBM puresystems,

1.0, pp. 23–27 (2012)
6. Grund, M., Schaffner, J., Krueger, J., Brunnert, J., Zeier, A.: The effects of virtualization on

main memory systems. In Proceedings of Sixth International Workshop on Data Management
on New Hardware, New York, pp. 41–46(2010)

852 Q. Guan



Chapter 95
An MDA Based Widget Development
Framework

Peng Xiao, Minghui Wu, Bin Peng and Jing Ying

Abstract The paper aims to solve the repeated work problem existing in
multi-platform widget development and supply a widget development environ-
ment which can support for cross-platform development or cross-standards
development. A widget development framework called Model-driven Widget
Development Framework (MWDF) is proposed. By using MDA, the MWDF can
make developer get a visual programming and model driven development envi-
ronment, and the generated widget can be deployed on many platforms supported
by MWDF. For illustration, the architecture of MWDF and implementation of
model driven development module are shown to describe the framework. MWDF
abstracts the implement in widget development which saves a lot of time for the
developer and increases the expandability of the widget.

Keywords Widget � Model driven architecture (MDA) � Model transformation

95.1 Introduction

Widget is a small application that can be installed and executed within html-based
environment by an end user, and it is typically created in DHTML, JavaScript.
With the development of mobile internet and mobile terminal device, widget is
entering the phase of rapid development. Nowadays widget application should
support for accessing to device local resources besides invoking DOM APIs to
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operate HTML Document. But on different terminal devices the way to access
local resources is different to each other, and different runtime environment has
different development standard. The existing development platform cannot support
cross-platform development or cross-standards development. There is too much
repeated work in developing a cross-platform deployment widget. A development
framework is needed by using which a developer only need to build a platform
independence model to develop a cross-platform widget; the frame also should
contain a visual programming interface and a model driven development
environment.

Model Driven Architecture (MDA) [1] is a software design approach for the
development of software systems proposed by Object Management Group (OMG)
in 2001. And MDA is based on several of standards proposed by OMG, separating
business logic and technology depending on certain platform. The main idea of
MDA is building Platform Independent Model (PIM) first, then using model
transformation technology to map PIM to Platform Specific Model (PSM) which
containing platform information, finally mapping PSM to generate executable
code for target platform [2]. The mapping from PIM to PSM and PSM to code is
the core technology in MDA.

Using MDA provides a good solution to the problem in widget development:
establishing a widget development framework based on MDA. Developers
complete business requirement by building PIM of the widget, then model
transformation engine provided by the framework map PIM to PSM and code
using platform configuration file. The development environment provided by the
frame should also support for publishing the developed widget applications in
Widget Store by means of widget store service in Cloud Service. Terminal devices
have a Widget Engine which is used as an interpretive execution environment.
Widgets downloaded from Widget Store can run on the environment.

The rest of this paper is organized as follows: Sect. 95.2 introduces the
architecture of MWDF, and then the architecture of development environment
implementation technique is presented in Sect. 95.3. Section 95.4 describes the
development process of widget by using MWDF. Finally, Sect. 95.5 concludes this
paper.

95.2 MWDF Architecture

As Fig. 95.1 shows, MWDF can be divided into three parts. Figure 95.1A presents
the functions provided by Development Environment in MWDF, including project
management, Model Driven Development module, code editor, emulator and
project publish. Figure 95.1B illustrates Cloud Services supported by MWDF. The
Cloud Services supplies services for developer and user. In Fig. 95.1C, the
architecture of Terminal Device for Widget is shown. Terminal Device mainly
contains Widget Engine and Widget Store. Widget Engine is used as a runtime
environment for users and provides access capacity to local resources. Widget
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Store implements its functions by connecting to Widget Store Service in Cloud
Service. This section introduces the three modules in detail and communication
among them.

95.2.1 Development Environment

The development environment supports for five functions as mentioned above.
The developer uses Project Management to create a new widget project including
project configuration file, source package, and platform configuration file and so
on. After creating a new project, developer could build PIM in the editor
embedded in Model Driven Development module, the PIM will be transformed
into PSM and the executable code on the basis of platform configuration Template
offered by the Cloud Services. The Code Editor helps the developer to modify the
generated code by adding functions or business logics that cannot be generated by
Model Driven Development module. Emulator is a component on which developer
can preview the widget or debug the widget. In the end of the development, Project
Publish module publishes the complete widget to Widget Store Service in Cloud
Services.

95.2.2 Cloud Services

The Cloud Services are in charge of providing services for widget developers and
users. Services offered by Cloud Services include Platform/Standard Configuration

C. Terminal Device
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Model Driven Development

Code Editor

Emulator

Project Publish

B. Cloud Services

Widget Store Service

User 
Management

Platform / Standard Configuration 
Templates Management
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Data 
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Terminal 
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Widget Applications

Widget Store Widget Engine

Operating System APIs

Operating System

Fig. 95.1 Architecture of MWDF
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Template Management, User Management, Version Management, Data
Management, Widget Store Service and Terminal Service. The Platform/Standard
Configuration Template Management is a template library for different platform or
standard, which provides template-download service for Model Driven Develop-
ment module in Development Environment. User Management is responsible for
managing developers and terminal users’ accounts including login certification,
user permissions validation and new user registration. Version Management takes
care of the different version of widget project, carries out multi-versioning
management. Data Management focuses on collecting data in Cloud Services, and
providing them to Widget Store Service with fast access to data and information.
Widget Store Service integrates User Management, Version Management and Data
Management, provides publish interface for developers and download interface for
terminal user. Terminal Service is used as an information transfer station; it pushes
information ordered by terminal user and forwards information between terminal
users.

95.2.3 Terminal Device

Terminal Device comprises Operating System, OS APIs, Widget Store, Widget
Engine and Widget Applications. After being published, the Widget Application
can be downloaded from Widget Store via Widget Store Service. Downloaded
Widget Application is deployed on Widget Engine, which can interpretively
execute the HTML JavaScript in Widget Application. At the same time, Widget
Engine enables Widget Application to access local resources by invoking
Operating System APIs supported by Operating System. The installed Widget
Application also has the ability to interact with Terminal Service in Cloud
Services; both of which receiving and sending information is allowed.

Wherever Times is specified, Times Roman or Times New Roman may be
used. If neither of them is available on your word processor, please use the font
closest in appearance to Times. Avoid using bit-mapped fonts if possible. True-
Type 1 or Open Type fonts are preferred. For math etc., please embed symbol
fonts as well.

95.3 Implementation of Model Driven
Development Module

The Model Driven Development module in Development Environment is the
kernel of MWDF. The architecture of Model Driven Development module
implementation is shown in Fig. 95.2. The Model Driven Development module is
implemented based on the Eclipse Extension Mechanisms, and it integrates
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techniques supported by OMG such as Meta Object Facility (MOF), Unified
Modeling Language (UML) and Common Warehouse Metamodel (CWM). Model
Driven Development module also uses Eclipse Modeling Framework (EMF) and
Velocity Template Technique to implement relevant functions. The Model Driven
Development can be divided into four parts; all of them are based on Eclipse
Platform and Eclipse Extension Mechanisms which is illustrated in Fig. 95.2.

The Infrastructure contains the specific implementation of MDA standard
which enables us to access the model and modify it. The capacity is needed in
model transformation. The Model Repository Interface handles the several of
models accessing and provides the service for storage, management and publish
the metadata. By using Façade pattern, Model Repository Interface simplifies
operation on Meta model and Meta model interface, which is the basis of model
transformation. In general, MDA system Object Constraint Language (OCL) is
used to constrain models, but OCL is too complex to satisfy the flexible and simple
development requirement in widget development. So here we use JavaScript to
describe model behavior. Except that, there are also some other libraries are
contained in this layer.

The Interlayer mainly includes some interface encapsulation for Infrastructure
such as Model Repository Interface Encapsulation and Model Interface Encap-
sulation. Template Engine is also a part of this layer; in MWDF we use Velocity
template technique to implement Template Engine. In addition, the Model
Transformation Language is contained, and Extensible Stylesheet Language
Transformations (XSLT) is chosen for this work.
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Controller is responsible for controlling the development process, such as
changing platform configuration, invoking functions in other layer to processing
model and so on. The new template downloaded from Cloud Service and created is
integrated in this layer. The kernel in this layer is a MDA engine, which is in
charge of coordinating different module in system to process the model.

On the top of Fig. 95.2 is the Editor layer. As the user interface for widget
developer, Editor Layer plays an important role. There are three kinds of editors:
Model Editor, WYSIWYG View Editor and JavaScript Editor. Model Editor is
used to build PIM by developer or domain expert, the models are presented in the
form of UML, and the Model Editor should provide a data persistence in XML
format. WYSIWYG is short for What You See Is What You Get. As its name
implies, WYSIWYG View Editor is a visual editor for developing the layout and
components in the view. With WYSIWYG View Editor, developers just need to
drag and drop the components displayed in graphical way to the correct place to
complete the development of view. JavaScript Editor cooperates with WYSIWYG
View Editor, using JavaScript to describe the components’ behavior.

Different parts in Model Driven Development Module are closely associated.
They supports for the model driven development together. In the form of plug-ins
of Eclipse, Model Driven Development Module takes full advantage of expansi-
bility supported by Eclipse.

95.4 Development Process Based on MWDF

Development process based on MWDF is a process that builds PIM and then uses
model transformation to generate code [3]. Figure 95.3 describes the development
process based on MWDF in the view of MDA.

PIM is described in UML, which is established by Model Editor. The Class
Diagram is used to present data model in PIM. The State Diagram is used to
present business process in PIM. Both of Class Diagram and State Diagram are
stored in the form of XML, because of UML model is not suitable for model
transformation. In MWDF we use XSLT to transform UML model to XML
document [4] which is suitable for model transformation in widget development.
The product is called Widget Domain Description File (WDDF). At the meantime,
the view description generated by WYSIWYG View Editor and JavaScript Editor
is added to WDDF.

WDDF is the PIM description file in MWDF. It is used as the input of PIM to
PSM model transformation. According to the chosen Platform Specific Template,
PSM is created. And PSM can be mapped into Widget under the restriction of the
Code Template. In the development process, both the Platform Specific Template
and Code Template are provided by Cloud Services. Developed widget can be
published to Cloud Services.
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95.4.1 Building PIM

In MWDF widget development, PIM is used to describe data model, business
model and view model, each state in State Diagram is corresponding to a view in
widget and each state transaction is corresponding to a view change. Every Widget
State Model is formulated as a quad:

WSM ¼ Id; Transactions; DataModels; Viewð Þ

Id identifies a state, Transactions presents transactions among states, Data-
Models describes data models in each state and View is stand for the collection of
layout and components. Every transaction in Transactions is formulated as a triple:

Transaction ¼ ðTransaction TargetId; Arguments; TriggerEventÞ

TransactionTargetId is the Id of transaction target state. Arguments are arrays
of input arguments. TriggerEvent is the event that triggers the transaction.

Every WSM can be illustrated in a WDDF, the structure of a WDDF as
Fig. 95.4 shows.

95.4.2 Model Transformation

After building PIM, MWDF gets Platform Specific Template and relevant Code
Template from Cloud Services. The Platform Specific Template contains infor-
mation such as screen type, screen resolution and local resource APIs. Model
Transformation Module adds information in Platform Specific Template to WDDF
to create PSM. PSM is mapped automatically to executable code which is then
packed into a Widget. The template technique is fully used in model
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transformation, which the core idea that: there is a template to map it into another
model or code [5] for each element in source model. The mapping rules listed as
following:

1. Each WDDF should be mapped to a page in widget, and the page is identified
by the Id of the WDDF.

2. Content in Transaction tag is mapped to a JavaScript function. The function is
triggered by TriggerEvent and the values in Arguments tag is used as its
parameters. When the TransactionTargetId is not equal to the Id of the current
page, the page jump.

3. DataModels are corresponding to data used in the page, and the Meta data in
DataModels tag bind it to certain components in View tag.

4. The layout and component tags are in the form of XML standard; it is one–one
correspondence with tags in HTML.

5. JavaScript in View tag just need to be copied into script tag in the widget file.

95.5 Conclusion

In this paper the authors propose a widget development framework MWDF based
on MDA. It supports model driven widget development for cross-platform or
cross-standard. This framework provides a development environment, a Cloud
Service for service support and architecture for terminal device to run widget.
MWDF abstracts the implement in widget development in which the developer
only needs to focus on the specific business logical and user interface. It saves a lot
of time for the developer and increases the expandability of the widget.

Fig. 95.4 WDDF structure
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Chapter 96
Design of Real-Time Fire Evacuees’ State
Information Verification System for Fire
Rescue

Donghyun Kim and Seoksoo Kim

Abstract The existing fire protection safety management systems are difficult to
expect an efficient rescue, because the rescuers cannot confirm the status infor-
mation of evacuees. They just provide fire and evacuation information. Therefore,
this paper suggests a vision based real-time fire evacuees’ state information ver-
ification system through inputted images from CCTV in the building.

Keywords Human tracking � Fire evacuees’ verification � Foreground segmen-
tation � Histogram of oriented gradient

96.1 Introduction

As the number of urban structures is increasing due to domestic industrialization,
the number of fire occurrences is also increasing every year. Accordingly, building
safety management system is being introduced, which mainly focuses on the
performance of fire safety to buildings [1].

However, such a system does not work as designed originally because of the
formal inspection of the system inspection and management [2].

In addition, the above system offers the system operator the evacuation infor-
mation including evacuation routes, fire locations, and fire expansion, but does not
provide the system operator the information on the life of person who have not
evacuated. Thus, it is difficult to figure out the location of evacuating persons and
their status [3–5].
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Therefore, in this paper, we propose a real-time system for monitoring
fire—evacuating persons to rescue their life in case of fire. It is designed to detect a
person through images input into CCTV systems in building, generate rescue
information, transmit the information to a disaster prevention center.

96.2 Related Works

BuildingEXODUS [6] is the software developed by Fire Safe Engineering Group
under Greenwich University. It is designed to simulate evacuating individual
behaviors in various spaces, consisting of five sub-models interacting with evac-
uation subjects, movements, behavior, toxicity, and risk factors. Thus, it enables
the user to set details and make a review by implementing a simulation in con-
sideration of factors affecting evacuation.

However, it does not resolve the fire situation itself, so we need a fire simu-
lation. In addition, we need to input the fire results from a fire manually to make
analysis on evacuation (Fig. 96.1).

CodeBlue [7] has conducted research on a sensor network used to collect vital
signs and locations of survivors in building in case of fire. This study was con-
ducted to see how to obtain evacuating persons’ vital signs and location through a
sensor attached to their body and the building.

However, the problem with this study is that of the residing persons in building
had to all attach a sensor for obtaining vital signs to their body, and carry a mobile
terminal with them such as a PDA (Fig. 96.2).

Fig. 96.1 EXODUS sub-model interaction
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96.3 Real-time Fire Evacuees’ State Information
Verifications System for Rescue

Figure 96.3 shows a diagram of real-time fire evacuees’ state information verifi-
cation system for fire rescue.

In this paper, we can configured to real time fire evacuees’ state information
verification system for fire rescue using a total of three modules as shown in
Fig. 96.3, and for each module are described follow.

96.3.1 Human Detection Module

96.3.1.1 Dynamic Object Detection

To detect a person, we need to first detect a moving object. In this paper, we detect
the moving object using a Gaussian Mixture Model (GMM).

We can obtain Eq. (96.1) in the GMM if a pixel value x measured at random
time (t) on successive images has consisted of Gaussian distribution in ‘‘M’’
number; we got Eq. 96.1, accordingly.

p x!jXT ;BGþ FG
ffi �

¼
X

M

m¼1

p̂mN x!; l!m; r!2
mI

� �

ð96:1Þ

Fig. 96.2 The Code Blue infrastructure
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A hobby, l!m is the mth average of gaussian distribution and r̂2
m is mth

covariance matrix of gaussian distribution and p̂m is mth weight of Gaussian
distribution.

If new pixel value is given at (t ? 1) time, it is renewed reflexively by the
following equation.

bpm  p̂m þ a oðtÞm � cpm

� �

ð96:2Þ

bpm  p̂m þ a oðtÞm � cpm

� �

ð96:3Þ

co2
m  o2

m þ oðtÞm a=cpmð Þ d
!T

m d
!

m � r̂2
m

� �

ð96:4Þ

In GMM, we sort out the weight of Gaussian distribution in descending order
using the difference in the Gaussian distribution on background and foreground. In
the sorted weight, we make the approximation against the distribution in ‘‘B’’
number meeting Eq. (96.5). We detect the person candidate region through
labeling and set it as Region of Interest (ROI).

B ¼ argminb

X

b

m¼1

p̂m [ 1� cfð Þ
 !

ð96:5Þ

Fig. 96.3 Diagram of real-time fire evacuees’ state information verification system for fire
rescue
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96.3.1.2 Human Detection

To identify the gradient of the ROI image region, using the following equation, we
calculate h indicating the direction for the dimension mð Þ of the distribution on
pixel changes in axis X and axis Y from the brightness image I x; yð Þ of each pixel.

m x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fx x; yð Þ2þfy x; yð Þ2
q

ð96:6Þ

h x; yð Þ ¼ tan�1 fy x; yð Þ
fx x; yð Þ ð96:7Þ

fx x; yð Þ ¼ I xþ 1; yð Þ � I x� 1; yð Þ
fy x; yð Þ ¼ I x; yþ 1ð Þ � I x; y� 1ð Þ

	

ð96:8Þ

Using gradient, we designated the 8� 8 pixel dimension as one cell. And we
drafted out the direction for changes in the brightness in this cell.

We execute the normalization of defining the directional histogram for the
brightness created in each cell as one block for the 3� 3 cell. The feature amount
(9-dimension) of cell ði; jÞ in Column i, Row j; is expressed using the following
equation.

Fi;j ¼ f1; f2; . . .; f9½ � ð96:9Þ

The feature amount (81 dimensions) of the block in k number is indicated using
the following equation.

Fi;j ¼ Fi;j; Fiþ1;j; Fiþ2;j; Fi;jþ1; Fiþ1;jþ1; Fiþ2;jþ1; Fi;jþ2; Fiþ1;jþ2; Fiþ2;jþ2;

 �

ð96:10Þ

If we assume the feature vector after normalization as v, we can get the nor-
malization using the next equation.

v ¼ f
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Bk k
2
2

�

� þ �2
q ð� ¼ 1Þ ð96:11Þ

In this case, the block moving is based on moving one cell to the right and below,
respectively. In case the input image is 128 9 64 in pixel, 6 blocks are generated in
the transverse direction and 14 blocks in the longitudinal. Then, the normalization
for the total of 84 blocks is complete. The feature vector quantity after normalization
by block becomes ‘‘84 blocks 9 81 dimensions’’, so we can get the feature vector of
Histogram of Oriented Gradient (HOG) [8] in 6804 dimensions. Using AdaBoost
[9], we can detect a person by combining HOG feature vectors.

96.3.2 Fire Awareness Module

Figure 96.4 show the flowchart of fire awareness module.
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If the person is detected, using a flame detector, we check whether a fire has
occurred using a flame detector and a smoke detector in building. In case a fire, the
location of the detector that has detected the fire is detected. Since CCTV can be
damaged due to a fire, we must check all the CCTVs in building.

In case we user finds a region where CCTV systems do not operate, we need to
check the detected information on the person from the person-detecting infor-
mation database. For the region where CCTV systems operate normally, the
regional information is updated in the person-detecting information database using
the detected information. Recently-detected person information or real-time-
detected information is transmitted in a status transmission module.

96.3.3 State Information Transfer Module

96.3.3.1 Set the Fire Situational Information

Fire Dynamics Simulator (FDS) [10] is used to perform modeling and interpre-
tation of such phenomenon as heat from a fire, smoke behavior, radiant between
vapor and solid phase/convective heat transfer, pyrolysis, flame propagation, fire
growth, sprinklers, fire suppression, etc.

Fig. 96.4 Flowchart of fire awareness module
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In this paper, we calculate fire risks and casualty areas by substituting fire
awareness module detected fire area information and building information data-
base’s building information for FDS.

96.3.3.2 Set the Fire Evacuees State Information

Then, we estimate the life virtual evacuation information by substituting the
detected in-building personal information updated in Fire Awareness Module and
building information of Building Information Database for BuildingEXODUS [6].

The calculated life virtual evacuation information, the information on residual
persons who have not evacuated, and the data on fire risks and casualty-expected
locality calculated through FDS are transmitted to the disaster management center.

96.4 Conclusion

In this paper, we designed a vision-based real-time system for checking fire
evacuating personnel states to solve the problem of not figuring out evacuating
persons through the existing life state-monitoring system in case of fire.

First, we detected persons using Gaussian mixture model, HOG, and AdaBoost
in the input CCTV video. Additionally, we obtained the situational information on
evacuating persons through FDS, BuildingEXODUS based on the detected
information and building information database and thereby transmitted the infor-
mation necessary for life-saving to the disaster management center.

In future studies, we will improve the reliability on CCTV’s personnel detection
by studying how to improve the problem with the inconsistency of the personal
detected information generated in Field of View (FOV), which exists in a number
of CCTV images of the disaster management center.
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Chapter 97
Detection and Analysis of Unidirectional
Links in Mobile Ad Hoc Network
Under Nuclear Power Plants
Environment

Kai Ji and Tian-Jian Li

Abstract In order to guarantee the effective communication mode under any
circumstances in nuclear power plants, Mobile Ad Hoc network will be introduced
to achieve the goal. In this paper, a detecting algorithm is provided to study
unidirectional links. With the emulation experiment which results in the occur-
rence rate of both unidirectional and bidirectional links, analyses of unidirectional
links which originates from diversity in transmission power and signal interference
is presented, hoping that it will provide assistance in routing protocol of Mobile
Ad Hoc Network.

Keywords Mobile Ad Hoc network � Unidirectional link � Nuclear power plants

97.1 Introduction

Mobile Ad Hoc Network (MANET) is a kind of self organizing wireless network
[1] which does not have any fixed infrastructure. It is different from common
network as independent networking, dynamic topology, unlimited mobility, multi
hop [2] and so on. MANET can be used in large quantities of important occasions
such as military affairs, environment monitoring and so on.

Effective communications is a chief nuclear safety guarantee in nuclear power
plants, telephone system is usually the most significant communication system in
nuclear power plants and it needs to provide useful communication mode under all
kinds of circumstances and events. Common backup strategies such as multiple
power supply and multiple servers can’t guarantee that because the backup devices
may also be damaged by accidents. In the case, because of its characteristics,
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Mobile Ad Hoc Network can be imported to nuclear power plants to provide high
availability of communications even in the calamity.

In the paper, a summary of MANET is given first; then unidirectional link in
MANET under Nuclear Power Plants environment is studied; thirdly, we provide a
unidirectional link detecting algorithm; the following part the emulation experi-
ment with unidirectional and bidirectional links is presented; lastly the paper ends
with conclusion.

97.2 Summary of MANET

MANET is the combination of mobile communication and computer network. It
expands the application of common network. It consists of several mobile nodes
which hold wireless transmission/receiving device, acting both as terminal and
router, familiar as a kind of wireless no infrastructure network [3].

The routing protocol is the essential factor of MANET, it directly relates with
the efficiency of the MANET. The routing protocol can be divided into table
driven protocol, on demand protocol and mixed one through routing discovery
strategy.

Table driven protocol tries to maintain the routing information by broadcasting
request packets periodically, everyone has the whole routing table of the network,
so the average End-to-End delay is quite short while the routing overhead and
throughput is large. Destination Sequenced Distance-Vector (DSDV) [4], Opti-
mized Link State Routing (OLSR) [5], Improved Destination-Sequenced Distance-
Vector (I-DSDV) [6], Efficient Destination-Sequenced Distance-Vector (EFF-
DSDV) [7] protocols are all of this kind. On demand protocol only starts the
routing discovery just before sending data, though the routing information can be
cached for some time, the average End-to-End delay is still high while the routing
overhead and throughput is small. Dynamic Source Routing (DSR) [8, 9], Ad Hoc
On-demand Distance Vector (AODV) [10], Ad Toc On-demand Distance Vector
Link-State-Aware (AODV-LSA) [11] protocols are of this kind. Mixed protocol
adopts both the advantages of the former two to achieve acceptable performance
evaluation parameters, it asks nodes to maintain routing information which is limit
in a specific area proactively to achieve both acceptable average End-to-End delay
and routing overhead, Zone Routing Protocol (ZRP) [12], Mobile Agents Routing
(MAR) [13] protocols are of this kind.

Because MANET has the characteristics such as independent networking,
dynamic topology, unlimited mobility and multi hop, it can be used in many fields
which contain military affairs, environment monitoring, emergency communica-
tion and even nuclear power plants environment. In the meanwhile, dynamic
network topology, limited node energy sources and multi-hop route characteristics
indicate that link is the most valuable resource of MANET. It directly influences
the efficiency of routing protocol. In order to put forward an efficient routing
protocol, one should make the best use of every link. As a result, studies on link
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especially on unidirectional link [14–17] which massively exists in actual
environment are quite necessary.

97.3 Unidirectional Link Study

97.3.1 Unidirectional Link Modeling

As shown in Fig. 97.1, there are two random nodes S1 and S2, R1 and R2 stand for
their effective transmission radius, d (S1, S2) represents Euclidean distance
between S1 and S2. If R2 C d (S1, S2) and R1 \ d (S1, S2), the link between S2 and
S1 is called unidirectional link.

97.3.2 Causes of Unidirectional Link

The causes of the unidirectional link in nuclear power plants come from such
aspects.

1. The diversity in wireless transmission capability. In nuclear power plants envi-
ronment, nodes to be used in MANET are mainly different, such as microwave
receiver, base station and laptop, it is called heterogeneous MANET [18]. Dif-
ferent nodes including many mobile nodes play different roles in the network,
with different transmission power which gives birth to unidirectional link.

2. Signal interference and barrier. Even all the nodes have the same transmission
power and receiving capability, unidirectional links may still exist because of
interference and barrier. Nodes may come across different interference, con-
fliction and barrier in nuclear power plant, so the effective transmission radius
of them is decreased differently, which will result in unidirectional link.

3. Broadcast. When disaster happens, nuclear power plants will take communi-
cation through satellite. Transmission device based on satellite can provide high
bandwidth links in huge area for broadcast, while the reverse link is limited
because of the high overhead of the uplink transmission.

1S 2S
1R 2R

Fig. 97.1 Unidirectional link
modeling
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4. Transmission limit. Many devices in nuclear power plants are quite sensitive to
electromagnetic interference, so only wireless signal receiving is allowed while
wireless signal transmission is prohibitive.

97.4 Detecting Algorithm of Unidirectional Link

Because unidirectional link exists massively in nuclear power plants inevitably,
and it can influence the routing mechanism in MANET, so we should deal with
unidirectional link and bidirectional link on their merits in routing protocol design.
The problem stands in the breach is unidirectional link detecting.

Based on the passing study of unidirectional link, a detecting algorithm of
unidirectional link is designed, just as Fig. 97.2.

As shown in Fig. 97.2, unidirectional link detecting starts from packet
receiving, the detecting procedure can be divided into two stages: reverse power
coverage examination and node interference examination, link condition can be
judged through the two stages.

97.4.1 Reverse Power Coverage Examination

The stage is directly against the causes of unidirectional links which is the different
wireless transmission power.

When node Si needs to do the routing discovery, it will add its transmission
power Pt(Si) and the smallest power threshold RX ThreshSi

it can received in the
routing request packet. Then it will broadcast the packet. When the intermediate
node Sj receives the packet, it will first measure the received signal power Pr(Si),
and then compare the value with the transmission power Pt(Si) whose value is in
the packet. According to the result, following steps need to be done.

If PtðSjÞ� PtðSiÞ, it is clear that transmission radius of Sj can cover Si, the link
between them is bidirectional;

If PtðSjÞ\PtðSiÞ, goes into Node interference examination directly.

97.4.2 Node Interference Examination

The stage is directly against the causes of unidirectional links which is the signal
interference.

1. Computing. We need to compute the channel gain GSiSj
, defined in formula

(97.1). Assuming that the channel gain caused by interference in forward and
reverse directions is approximately equal, then compute the value Pr(Sj) which
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is the received signal power of packet sent by Sj at Si, it is defined in formula
(97.2). Then we will compare the value Pr(Sj) with RX ThreshSi

which is the
smallest received power threshold of Si. According to the result, goes into step
(b) or (c).

GSiSj
¼ PrðSiÞ

PtðSiÞ
ð97:1Þ

PrðSjÞ = GSiSj
� PtðSjÞ ð97:2Þ

2. Comparison. If PrðSjÞ\RX ThreshSi
, it means the transmission radius of Sj

can’t cover Si, the link between them is unidirectional, the detecting procedure

Packet 
Receiving

Parameter 
Measurement 

and Calculation

Reverse Power 
Coverage 

Examination

Accomplished
?

Node 
Interference 
Examination

Unidirectional 
Link Judgment

No 
Influence?

Bidirectional 
Link Judgment

Yes

No

Yes

No

Fig. 97.2 Flow of
unidirectional link detecting
algorithm
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finish. If PrðSjÞ�RX ThreshSi
, it means the transmission radius of Sj can cover

Si, the link between them is bidirectional, the detecting procedure finish.

97.5 Emulation Experiment on Links in Complex
Environment

In the section we’ll use OPNET software to emulate the actual application envi-
ronment of MANT. According to the detecting algorithm presented in Sect. 97.4,
the experiment directly shows the occurrence condition of both unidirectional and
bidirectional links.

1. Link Density (LD): It stands for the percentage of the pair of nodes which have
a link between each other in total pair of nodes. Formula (97.3) gives its
definition.

LD =
n

NðN� 1Þ � 100 % ð97:3Þ

N stands for the number of all the nodes in MANET, n stands for the number of the
pair of nodes which have unidirectional link between each other, what ‘s more, the
pair of nodes (Si, Sj) is not equal to (Sj, Si), they stand for the forward and reverse
links between Si and Sj.
2. Bidirectional Link Density (BLD): It stands for the percentage of the pair of

nodes which have bidirectional link between each other in total pair of nodes.
Formula (97.4) gives its definition.

BLD ¼ n0

N(N� 1Þ � 100 % ð97:4Þ

N stands for the number of all the nodes in MANET, n0 stands for the number of
the pair of nodes which have bidirectional link between each other.
3. Emulation environment: We’ll set an emulation environment of

1000 9 1000 m2 with 40, 50 and 60 nodes in it. Each node’s transmission
power gets a random value from [0.003w, 0.005w], its smallest received power
threshold is -95 dbm. Interference nodes have the transmission power which is
10 % of the regular nodes.

4. Emulation result: As shown in Fig. 97.3, in the actual application environment of
MANT in which the wireless transmission capability diversity and signal inter-
ference exist, Bidirectional Link Density is always smaller than Link Density.
The result shows there are large quantities of unidirectional links, and with the
increase of the noise nodes, the number of unidirectional links becomes larger.
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97.6 Conclusion

The paper studies the deployment of MANET in nuclear power plants, the research
focuses on the unidirectional links existing in the actual application environment.
A detecting algorithm is presented in the paper and it is taken into practice by
emulation experiment in OPNET. The experiment shows that the existence of
unidirectional link is quite large which can’t be ignored and it becomes larger with
the increase of the noise nodes. Research concerning how to improve unidirec-
tional link detection algorithm will be carried out. Then a complete MANET
routing protocol will be gradually put forward.
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Chapter 98
Real-time Motion Detection in Dynamic
Scenes

Zhihua Li and Zongjian He

Abstract Motion Detection is a fundamental problem in visual surveillance
systems, and is especially challenging in dynamic scenes. Temporal difference
methods are not robust for dynamic regions, and nonparametric models have
preferable results. But nonparametric models have high computational and
memory resource requirements. In this paper, a real-time motion detection
approach is proposed based on joint space and color model in dynamic regions.
Firstly, a simple temporal difference is used in the whole scene. And then non-
parametric model is used to reconfirm the motion occurrence in dynamic scene
regions with jumping changes. The joint space and color model is built in the
variable region of the surveillance scene in order to improve the adaption of
dynamic outdoor environment. Experimental results show that the computational
complexity and memory requirement of the proposed method are largely reduced,
whereas it greatly decreases fault rates in comparison with the temporal difference
and achieves the comparable detection accuracy to the original nonparametric
model.
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98.1 Introduction

Motion detection and alarm are important tasks in visual surveillance systems [1].
Automated visual surveillance applications usually use stationary cameras to
detect an environment of interest. Temporal difference and background subtraction
are two popular and convenient methods for motion detection and alarm. Temporal
difference [2–4] includes the subtraction of two consecutive frames followed by
parameter thresholding, and is not robust for dynamic events such as ceiling fans,
waves on water surfaces, trees swaying in the breeze, and escalators in a dynamical
background. Background subtraction [5–12] is based on the subtraction of a
background or reference model and the current image followed by a labelling
process. It detects moving regions in an image by taking the difference between the
current image and the reference background image in a pixel-by-pixel fashion.

Single Gaussian background models [5, 6] are not feasible for the dynamic
scenes. Stauffer and Grimson [7–9] have proposed an adaptive on-line parametric
model, in which each of the background pixel intensity is modeled as a mixture of
Gaussians. The pixel-based mixture model of Gaussians is limited in its capability
by the upper bound placed on the number of Gaussian distributions for each pixel.
Elgammal et al. [10–12] have proposed nonparametric estimation methods for per-
pixel background modeling, in which the background pixel samples are directly
used to represent the background color distribution. Background samples are
maintained to compute the background distribution using a kernel function (typ-
ically a Gaussian function). It can not only detect the motion but also extract the
whole motion region, but the model has high computational complexity and large
memory requirement. Suppose the scene background sample set uses all the pixel
samples from M most recent images as the background samples where M usually
ranges from 500 to 1000. This time is much too time-consuming for real-time
visual surveillance applications at current CPU speeds, and even more for
embedded real-time visual surveillance applications with limited CPU and mem-
ory resources.

In this paper a real-time motion detection approach is proposed based on joint
space and color model in dynamic scene regions. The proposal is summarized as
the following:

1. In the training phase, the surveillance background scene is classified into the
stable region and the variable region. The method effectively improves the
adaption of the dynamic outdoor environment. And then the joint space and
color model is built in the variable region. In the joint model, the pixel space
position and nonparametric coefficients of the variable region is computed and
recorded for the detection phase.

2. In the detection phase, firstly a simple temporal difference is used in the whole
surveillance scene. The simple temporal difference is highly efficient and only
needs small memory to store the parameter threshold for each pixel. When the
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result pixels that temporal difference detects belong to the variable region, the
nonparametric model is used to reconfirm the motion occurrence.

3. In the updating phase, the parameters of the joint space and color model is
updated including the pixel space position and nonparametric coefficients of the
variable region.

The rest of the paper is organized as follows: the proposed approach is elab-
orated in Sect. 98.2. Within this section, a description of system framework and
the scheme region classification as well as a simple description of the joint space
and color model are included. Experimental results are discussed in Sect. 98.3.
Finally, some conclusions and possible future work are given in Sect. 98.4.

98.2 The Proposed Motion Detection Approach

In this section the global representation of the proposed motion detection approach
is detailed. Suppose an image frame size is Q � P, all the pixel samples from
M most recent images is used as the background samples in the training phase and
Ht represents the image pixel sample value at time t where 0 B t B M - 1.

98.2.1 System Framework of the Proposed Approach

The overall system framework diagram of the proposed approach is shown in
Fig. 98.1.

The steps of the motion detection system are summarized as follows:

1. Firstly, according to the training video sequence, the scene region is classified
into the stable region and the variable region, and a Generalized Clustering
Scheme is used to merge the pixels of the variable region to fill the small
interspaces in the variable region.

2. The joint space and color model is build in the variable region, in which the
pixel space position and nonparametric coefficients of the variable region is
computed and recorded, and Pixel difference motion threshold is evaluated by
the stable scene region noise learning.

3. Adaptive temporal difference model is used in the whole scene during the
detection phase.

4. When the result pixels that temporal difference detects belong to the variable
region or its neighborhood, the nonparametric model is used to reconfirm the
motion occurrence based on the joint space and color model.

5. Update the joint space and color model parameters including the pixel space
position and nonparametric coefficients.
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98.2.2 Scene Region Classification and Variable Region
Joint Model

98.2.2.1 Scene Region Classification

The |Hi ? 1 - Hi| of each neighboring pair in the M training background samples is
computed in the training phase in order to classify the variable region in the sur-
veillance scene. When any pixels belong to the stable region, all the |Hi ? 1 - Hi|
should be very small [13]. Figure 98.2b shows the result of classifying a typical
surveillance scene (Fig. 98.2a) using (R, G, B) color space. The black area represents
the stable region and the white is the variable region. The result shows that the
dynamic shadow regions of the fluttering trees and the lightful region in the scene are
falsely regarded as the variable region [13]. So the luminance element I and the color
element r, g are used to classify the scene region, where I = R ? G ? B, r = R/
(R ? G ? B), g = G/(R ? G ? B). The criterion of classifying the scene pixels
into the stable is as follows:

max
0� i\M�1

ð Iiþ1 � Iij j=IiÞ� b; max
0� i\M�1

riþ1 � rij j � a; max
0� i\M�1

giþ1 � gij j � a

ð98:1Þ

where a, b is the threshold parameter. Figure 98.2c shows the classification result
using (r, g, I) color space, where a is set to 0.03 and b is set to 0.2.
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Fig. 98.1 System framework diagram of the proposed approach
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A Generalized Clustering Scheme [14] is used to combine the pixels in the
variable region, and then fill the small interspaces in the variable region. The
method improves the adaption to the dynamic outdoor environment. The differ-
ence measure between two pixel-sets vi and vj in the algorithm is defined as
follows:

dss
minðvi; vjÞ ¼ min

x2vi;y2vj

d2ðx; yÞ ð98:2Þ

where d2(x, y) represents the Euclidean distance between the pixel positions x and y.
The clustering formulation of the two pixel-sets vi and vj is shown as follows:

dss
minðvi; vjÞ ¼ min

vr2R;vw2R
dss

minðvr; vwÞ; dss
minðvi; vjÞ� dT1 ð98:3Þ

where R is the set of the clusters and dT1 is the threshold parameter. The algorithm
is detailed in Fig. 98.3.

In Fig. 98.3, the 8-neighborhood N8 pixels of a pixel position z are as follows:

N8ðzÞ ¼ frjD8ðz; rÞ ¼ 1g ð98:4Þ

(a) (b)

(d)(c)

Fig. 98.2 The scene region classification. a The original scene frame. b Classification result
using RGB space. c Classification result using rgI space. d Combining result of the pixels from c
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where D8(S, r) represents the l? distance between the pixel positions S and r. And
d2 (a, b) represents the Euclidean distance between the two neighboring pixel
locations a and b in a row or column. Figure 98.2d shows combining result of the
variable region pixels and filling the interspaces in the variable region from the
classification result (Fig. 98.2c), where dT is set to 10.

98.2.2.2 Joint Space and Color Model in the Variable Region

After the scene region classification, the joint space and color model is built in the
variable region in order to improve the adaption of dynamic outdoor environment.
The structure of the joint space and color model is shown in Fig. 98.4. In the joint
model, the pixel space position and nonparametric coefficients of the variable region
is computed and recorded. According to the scene region classification result
(Fig. 98.2d), the pixel space position of the variable region (the white area in
Fig. 98.2d) is recorded in a 2-D index matrix G[P][Q] based on their locations (i, j) in

the image frame where G i½ � j½ � ¼ 1;Hi;j 2 VR
0;Hi;j 2 SR

�

, VR is the abbreviation of variable

region and SR is the abbreviation of stable region. For each pixel of the variable
region, nonparametric model [11] is build and the parameters are recorded for the
detection phase.

Initial classification results

Set initial t=0 and N8 pixels of each variable 
region pixel are directly set into the VR

there is not new cluster to be created?
Y

N

Create cluster vi={ Hi } for each variable region
pixel  and R0={vi={ Hi }, i=1,…,K }

Set t=t+1 and create new cluster vn= vi vj , 
Rt=(Rt-1-(vi ,vj }) {vn} if inequation (1) is satisfied

Get the final Rk

Set the pixels between the two pixel positions in the 
row or column into the variable region if  d2(a,b) dT

Fig. 98.3 Generalized
clustering scheme algorithm
flow
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98.2.3 Motion Detection and Parameter Updating

In the detection phase, firstly an simple temporal difference is used in the whole
surveillance scene. The overall motion detection flow is shown in Fig. 98.4. The
criterion of moving pixels is as follows:

Ht � Ht�1j j � T2 ð98:5Þ

where T2 is the preset threshold parameter. In order to avoid falsely detecting the
dynamic shadow regions of the swaying trees, the luminance element I and the
color element r, g is used for motion detection where I = R ? G ? B,
r = R/(R ? G ? B), g = G/(R ? G ? B). The criterion of judging the scene
pixels into moving pixels is as follows:

It � It�1j j=It� TI ; rt � rt�1j j � Tr; gt � gt�1j j � Tg ð98:6Þ

where TI, Tr and Tg are the threshold parameters. The simple temporal difference is
highly efficient and only needs small memory to store the parameter threshold for
each pixel. When the result pixels that temporal difference detects belong to the
variable region or its neighbourhood (24-neighborhood N24), nonparametric model
is used to reconfirm the motion occurrence according to the joint space and color
model. The 24-neighborhood N24 pixels of a pixel z are defined as follows:

N24ðzÞ ¼ frjD24ðz; rÞ� 2g ð98:7Þ

where D24(z, r) denotes the l? distance between the pixel locations z and r.
After the motion detection, the parameters of the joint space and color model

are updated including the pixel space position and nonparametric coefficients of
the variable region. When nonparametric model reconfirms that the moving pixels
is illusive motion because of dynamic environment, the pixel space position 2-D
index matrix G[P][Q] of the variable region is updated. At the same time,
nonparametric model coefficients are updated according to the literature [11].
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Fig. 98.4 Joint space and color model as well as motion detection flow
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98.3 Experimental Results

Two typical video clips are used to compare the proposed motion detection
approach with the typical temporal difference and well-known nonparametric
model. The first video contains the swaying trees in the breeze and the second
video contains the undulating waves on the surface of a lake. The system con-
figuration on which the proposed motion detection approach runs is a Pentium
desktop with a 2 GHz CPU and 1 GB memory (RAM). These video frames are
320 9 240 pixels in size.

Figures 98.5b and 98.6b respectively show the classification results of dynamic
surveillance scenes (Figs. 98.5a and 98.6a). The simple temporal difference in
Figs. 98.5c and 98.6c is very rapidly that averagely takes 15 ms to process a single
frame, whereas its detection result in the variable region is so much inaccurate.
The threshold Tr, Tg and TI of the proposed method are respectively set to 0.05,
0.05 and 0.25. The nonparametric model approximately takes 1100 ms to process a
single frame, whereas the proposed motion detection method averagely takes
45 ms to process a single frame in video 1 and takes 75 ms to process a single
frame in video 2. The proposed motion detection method consumes much less
memory than the nonparametric model which is implemented by us for the video 1
and video 2. The current implementation of the proposed method uses a pre-
computed lookup table in the variable region instead of computing the Gaussian
kernel density function directly to improve the run time performance. In addition,
the absolute value of the subtraction of each consecutive background sample pair

(a) (b)

(d)

(c)

(e)

Fig. 98.5 Motion detection in the scene containing the swaying trees. a The original scene.
b Scene classification result. c Typical temporal difference. d The proposed method.
d Nonparametric model
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is stored to accelerate the nonparametric model updating in the variable region.
The high computational efficiency and low memory requirement of the proposed
motion detection method benefits from the scene region classification as well as
the simple temporal difference in the stable region.

Figures 98.5 and 98.6 also show the comparisons results of the detection accuracy
between the proposed approach and the nonparametric model as well as typical
temporal difference. Figure 98.5 shows the comparison result in the dynamic video 1
scene including the trees swaying. Figure 98.6 shows the comparison result in
dynamic video 2 scenes containing the water waves. The proposed approach and the
nonparametric model have obviously the similar detection accuracy in the variable
region of video 1 and video 2. The estimation result shows the simple temporal
difference is sufficient to detect the motion in the stable region.

To sum up, the experimental results show that the proposed motion detection
approach is more efficient than the nonparametric model, but achieves the similar
detection precision.

98.4 Conclusion and Future Work

An efficient motion detection approach is proposed in this paper. Firstly, a simple
temporal difference model is used in the whole scene. And then nonparametric
model is used to reconfirm the motion occurrence in dynamic scene region with
jumping changes. A Generalized clustering Scheme is used to merge the pixels in

(a) (b) (c)

(e)(d)

Fig. 98.6 Motion detection in the scene containing the water waves. a The original scene.
b Scene classification result. c Typical temporal difference. d The proposed method.
d Nonparametric model
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the variable region and fill the small interspaces. The joint space and color model
is built in the variable region in order to improve the adaption of dynamic envi-
ronment. The computational complexity and memory requirement of the proposed
motion detection method are largely reduced, whereas it greatly decreases fault
rates in comparison with the temporal difference and achieves the comparable
detection accuracy to the original nonparametric model. The proposed motion
detection method is well suited for use in real-time visual surveillance systems
such as motion alarm applications. Future work would be to incorporate the
moving region extraction algorithms into the scheme.
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Chapter 99
Using Kohonen Cluster to Identify
Time-of-Day Break Points
of Intersection

Yang Jun and Yang Yang

Abstract The historical traffic data is in fact capable of proving abundant of
information that can aid in the development of improved current traffic control.
Time-of-day (TOD) control system is the most widely used one in the world with
the limited funding and system maturity, so it is important to use data mining tools
that demonstrate the value of traffic data to enhance the performance of TOD
systems. Kohonen cluster approach is very useful for determining TOD break
points for better traffic signal control within unsupervised neural network. A case
study using an intersection corridor was conducted to identify TOD break points to
support the design of signal timing plan by using kohonen cluster. The results of
this research indicate that the proposed method can identify TOD break points
successfully without deploying multiple signal timing plans on the basis of the
subjective judgment.

Keywords Traffic control � Kohonen cluster � Time-of-day � Signal timing plan

99.1 Introduction

Intelligent transportation systems (ITS) have introduced sophisticated real-time
sensing and decision support system to surface transportation. It is important to
utilize traffic data and to optimize traffic signal control. The data is used to support
traffic operations and provides the on-line information for the traffic controllers.
A traffic signal system is one of the most effective tools to alleviate traffic con-
gestion, and get improvement in measures of effectiveness such as fuel con-
sumption and delay time. A lot of signal systems currently operate using the
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time-of-day (TOD) approach, where a pre-set plan is automatically used for a
particular time interval. Therefore, designing a TOD system mainly requires traffic
engineers to develop signal-timing plans that are effective for particular time
intervals in a day. The current approach used to define the state for TOD plan
development is based on single day, hand counted volumes. It may be inadequate.
And it is difficult for inexperienced traffic engineers to select different timing plan
and an interval break point through identifying significant changes in traffic
volume.

In this paper, the kohonen cluster analysis helps classify historical traffic data
into different groups or clusters. So the optimal break points for TOD traffic signal
operations can be gotten by using the characteristics in different clusters.

99.2 Literature Review

A few methods are recently presented for TOD breakpoints by investigating
archived traffic data. One method is based on a genetic algorithm that optimizes
TOD breakpoints with explicit consideration of signal timing performance at a
representative intersection [1]. Wang [2] uses k-means method to traffic volume
data to identify time-of-day (TOD) breakpoints with the assumption that the
analyst specifies the number of clusters. Smith et al. [3] applied data mining tool to
support the maintenance of traffic signal systems when traffic conditions have
changed significantly. Park and Lee [4] present a feature vector of optimal cycle
length per time interval instead of traffic volume itself to determine optimal break
points. Abbas [5] presents a multi-objective evolutionary algorithm to find optimal
selection of timing plans and the optimal TOD schedule.

However, in the above literature, the value of k must be given in k-means
cluster analysis to identify time-of-day break points, which could lead to sub-
jective errors. But kohonen cluster analysis can completely avoid within unsu-
pervised neural network. A lot of studies couldn’t avoid the noisy allocations of
traffic volumes to clusters and lead to the fault TOD breakpoint. In the same,
because of few data which is important in cluster analysis, some statistical
approaches produce unreliable clusters.

99.3 Methodology

99.3.1 Kohonen Neural Network

Kohonen network is an unsupervised neural network in which its input data with
similar features are mapped to form clusters by competitive learning algorithm [6].
The algorithm considers the Euclidean distance between two n-dimensional
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vectors which is measured by the similarity between input vectors. The distance of
an input vector from each neuron i, Di is given by,

Di ¼ Wij � X
ffi

ffi

ffi

ffi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

j¼1

ðxj � wijÞ2
v

u

u

t ð99:1Þ

where X ¼ X1;X2; . . .;Xnð Þ
T

denotes an input vector;
Wij ¼ ðW11;W12; . . .;WimÞT denotes the weight vector of the ith neuron.
The kohonen with a minimum distance is called as the winner. In other words,

the weight vector is closest to the input vector.

Dw ¼ min Dj

� �

i 2 1; 2; . . .;mf g ð99:2Þ

In the kohonen algorithm, the concept of the winner-take-all units are related to
the biological concept of grandmother cells because they are responsible for
selecting one specific feature, for example, the feature presenting the stereotypical
grandmother. However, this representation is not robust because when one unit is
removed; all information concerning the corresponding class would be lost. For
robust competitive learning, kohonen proposed the self organizing training algo-
rithm. Ideally neighboring neurons classify neighboring features and thus the loss
in one neuron will result in a decrease of accuracy but not in a complete loss of
information. For each input vector only one such unit will respond, namely the unit
characterized by the maximum output, respectively minimum distance, for this
input vector x. During the training, the winner adjusts its weights to be closer to
the values of data and the neighbours of the winner also adjust their weights to be
closer to the same input data vector according to the following relation

Wi ¼ Wij þ aðWi � XÞ
i ¼ 1; 2; . . .;mf g

ð99:3Þ

The units of the network are thus competing for selection. Only the weights of
the winner will be adapted. The adjustment of the neighbouring neuron is
instrumental in preserving the order of the input data. Thus, the winning neuron is
the closest to the input value. After training, the weight vectors are self organizing
and represent prototypes of classes of input vector. The complete algorithm is
described as follows:

i. t: = 1; initialize wij randomly for i = 1,…, m; j = 1,…, n,
Initialize weight of bias bi ¼ e 1�lnð1=kÞ½ �, where bi is bias weight neuron-i and K
is amount of class. Set learning rate and maximum epoch.

ii. Choose input vector x 2 X randomly in the training set.
iii. Determine the neuron i such that its weight vector w is closest to the input

vector

Dw ¼ min Dj

� �

i 2 1; 2; . . .;mf g for all i:
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iv. Update the weight vector wi, i = 1,…, m;

Wi ¼ Wij þ aðWi � XÞ
i ¼ 1; 2; . . .;mf g:

v. Update bias weight:
cðiÞ ¼ ð1� aÞeð1�lnðbðiÞÞÞ þ ayðiÞ for the winner neuron
bi ¼ e 1�lnð1=kÞ½ � for else.

vi. Increment the time t: = t ? 1.
vii. Go to step (ii) until maximum epoch is reached.

99.3.2 Traffic Data and Data Quality

From the inspections of real data sets, many missing data were hidden between the
normal data with various values. There were many possible reasons for these
mistakes, and there was no way to avoid them. Even though many bad records
were deleted from the raw data set after data screening tests, some missing
observations were still in the data set. To improve the accuracy of the raw data set,
many ‘‘bad or missing’’ data are returned from the detectors. Data quality must be
taken into account. The cluster methodologies will be disturbed with these noises.

In this paper, the anomaly function of SPSS Clementine is used to inspect the data
set by different time steps and weekdays. The SPSS Clementine anomaly procedure
calculates the mean, median, 75th percentile and 25th percentile of the variables, and
then uses these values to get the Inter Quartile Range (IQR), which is the distance
between the 75th percentile and 25th percentile. The lower far fence is located at
2*IQR below the 25th percentile; the upper far fence is located at 2*IQR above the
75th percentile. These observations belong to outliers if they are located beyond the
lower or upper fence. The outliers will be replaced by the mean.

99.3.3 State Definition

In an urban traffic network, the traffic conditions can be represented with the state
vectors that contain variables necessary to indicate the performance of the urban
network. A state is an abstract representation of the condition of that system at
some point in time. The defined state serves as a sufficient statistic for the con-
dition of the system, i.e., it contains all possible information regarding current
status, propensity to change and response to external control, as well as the
information necessary to evaluate the defined indices of performance for the
system [7]. The concept of state-based control is to use a set of established rules or
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policies to guide the selection of a control strategy for a system as the system
transitions from one state to another.

Data is collected at signalized intersections by single inductive loop detectors in
usual. Volume, occupancy, and speed are the three types of traffic data which
system detectors collected. Because speed was not a directly measure and occu-
pancy was often bad quality, only traffic volume was selected to identify TOD
break points in this research. A three-direction intersection was studied in this
paper, so the state is as follows, with each variable number assigned according to
its direction number:

X(t) = (NV, EV, SV)
where X(t) = system state at time t
NV = north import volume at time t
EV = east import volume at time t
SV = south import volume at time t.

99.4 Research Case Study

The data set in this study was extracted from the database in Kunming Traffic
Police Detachment signal system. This system uses inductive loop detectors
positioned well upstream of intersections (system detectors) to collect basic
demand data. The proposed methodology is implemented at a three intersection of
Dianchi Road and Guangfu Road, which is the most important intersection in
Dianchi Road. Figure 99.1 shows the intersection used in the study.

The data set used for this case study consists of 24-h observations from Monday
to Friday, because weekends have different traffic distributed pattern in evidence.
And this data covered 5 days; it was enough to illustrate the method in this paper.
Table 99.1 shows arrival traffic volumes data set in the 24 h, and the numbers from

Fig. 99.1 Intersection of
Dianchi road and Guangfu
road in Kunming
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1 to 5 in the Table 99.1 were used to represent the days of the week: Monday,
Tuesday, Wednesday, Thursday and Friday. So, the column of 1EV expresses
hourly traffic volume of the east import occurring during the 24-h period of a day
on Monday, and the other means the same.

Some outliers had been found through detection by the SPSS. The outliers were
shown in the Table 99.1 using Italic, wavy line and bold, and these outliers had
been replaced by the mean. Figure 99.2 was obtained that shows break points and
traffic pattern in 1-h interval. A number of observations may be gotten when
considering Fig. 99.2.

(1) Cluster1, off-peak traffic pattern, 0:00–6:00.
(2) Cluster2, Mid-Day traffic pattern, 10:00–15:00, since changing timing plan

frequently may worse traffic conditions, so 10:00–11:00 belonged to Mid-Day
traffic pattern.

(3) Cluster3, PM-Day traffic pattern, 20:00–23:00, 20:00 belonged to PM-Day
traffic pattern.

(4) Cluster4, PM-peak traffic pattern, 16:00–19:00, in the same.
(5) Cluster5, AM-peak traffic pattern, 6:00–9:00.

99.5 Conclusion

The present common signal timing control strategy for dynamic traffic is time-
of-day modes. The control strategies of timing plans include one timing plan for
1 day or different time periods based on predetermined rates or designed traffic
demands. Because of unsupervised neural network, it is reliable for kohonen
cluster to improve signal-timing plans avoiding subjective errors. This paper

Fig. 99.2 Break points and traffic pattern in 1-h
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describes the method of using the kohonen cluster methodology to identify time
break points with enough traffic volumes. The methodology is shown to be
effective.
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Chapter 100
Botnet Emulation: Challenges
and Techniques

Bo Lin, Qinfen Hao, Limin Xiao, Li Ruan, Zhenzhong Zhang
and Xianchu Cheng

Abstract Botnet Emulation is an emerging method to research on Botnet which is
attracting widespread attention. It is referred to build a closed Botnet with virtu-
alization technology to do analysis on Botnet. Although superior to other tradi-
tional methods for its flexibility, reproducibility, validity as well as lawfulness,
Botnet Emulation is facing challenges from security, transparency, scale and so on.
In this paper, we shed light on some of the key challenges in building Botnet
Emulation systems. Furthermore, we discuss various techniques used to address or
alleviate these problems, along with the pros and cons of each technique. We hope
to motivate future research in this area to develop practical solutions to these
challenges.

Keywords Botnet emulation � Virtual machine monitro � Virtualization
Management platform

100.1 Introduction

Botnet has become one of the greatest threats to computer security around the
world. What makes Botnets such a grave threat is its use of command of control
(C&C) channels to connect bots to their botmasters. The botmaster can dissemi-
nate unified commands to their bot armies, thus it would lead to greater damage
than other isolated malware. From some angle, Botnets are complex distributed
systems with hundreds to thousands of scale, and in some cases, millions of
computers. In order to have a good understanding of Botnets to avoid or mitigate
the threat of Botnet, it is necessary to research on Botnet as a whole. Traditional
Botnet research methods [1] include Bot Anatomy, Wide-area Measurement Study
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and Botnet Modeling and Simulation. Bot Anatomy is always used to analyze the
behavior of a new Botnet on the level of binary execution Bot program. We can
get the initial information of Botnet including its C&C architecture and command
format, but it cannot give the whole operating mechanism of Botnet. Wide-area
Measurement Study is consist of malware collection model, malware analysis
model, Botnet tracing model and data analysis model, which is a complex and
fragile system. Little changes of the Botnet would lead to the system ineffective.
Especially, with the innovation of Botnet, the decrease of Botnet size, the higher
concealment and antagonism, Botnet is bringing greater challenges to the tradi-
tional research methods illustrated in the following:

1. In order to study the real Botnet, it is usually necessary to create a number of
instances into the Botnet. However, too many instances may cause the Botnet
operator’s notice and indirectly help the operator to optimize his defense
strategy. Meanwhile, if the number of instances is too small, we cannot get
precise test results leading to our research inconvincible.

2. Wide-area Measurement Study always needs building complex detecting,
tracing and protection system. In particular, we must carefully design security
management module. But due to Botnet’s potential nature threat, it is impos-
sible to guarantee absolute safety. For example, some researchers reported that
their Botnet Measurement Platform was attacked by Botnet DDOS attack.
Besides, Botnet Measurement experiment usually takes 6 months or longer to
collect a relatively reliable and comprehensive information, which is a long life
cycle compared to the amazing evolution speed of Botnet.

3. Sometimes, we need to study the effect of the defense strategy on one Botnet to
choose the best solution. But the realistic experimental parameters lack cer-
tainty and reliability due to the complex Internet Network environment and
operator’s intervention by hand.

4. Mathematical modeling is often complex and difficult to understand, and it
cannot reflect the network behavior which is an important Botnet
characteristics.

Finally, it comes to the moral law to add Botnet instances, which in some parts
of Europe is a banned behavior, even if it is only used for research.

Due to the above defects of traditional Botnet research methods, researchers are
beginning to study the possibility to build a closed Botnet for research, which
would make up for all above disadvantages of traditional Botnet research methods.

100.2 Botnet Emulation Research and Related Work

Botnet Emulation research is to build a virtual emulation platform, similar with
real network environment, to have a research on the Botnet. Compared to the
traditional methods, firstly, with building a closed Botnet environment, Botnet
Emulation research is able to provide relatively higher secure and accurate
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research environment, which ensure the Botnet cannot break outside of the
experiment network. Secondly, unlike other traditional methods, which they are
acting as the bot armies in the wild Botnet, Botnet Emulation builds the whole
picture of Botnet including bot armies, network environment as well as Bot Admin
console, which has a better control of experimental parameters and a shorter cycle
to collect precise information. Finally, with an isolation between experimental
environment with real Internet environment, researchers are free to do any
experiments on their own Botnet regardless of legal issues.

Botnet research based on virtualization technology is actually not new. In order
to trap bot executive program, researchers [2–4] use Honeypot technology, which
employ virtual machines, to imitate the activities of the real systems and inten-
tionally expose system flaws to Botnet. We can restore a Honeypot quickly after
the Honeypot is compromised by malware. Furthermore, many research organi-
zations build Honeynet [5–7] to carry out large-scale Botnet detecting and tracking
measurement experiments. And a Honeynet Project is raised to investigate the
latest attacks, develop open source security tools to improve Internet security and
learn how malicious hackers behave.

As early as the beginning of Botnet research, it was proposed to build a closed
environment to study Botnet. Based on the design thinking, some researchers built
software-based Botnet simulation environment to study Botnet. Its fatal drawback
was poor emulation of the real Internet environment leading to distortion and
unreliability.

Recently, researchers are using network testbeds such as PlanetLab, Emulab,
and DETER to build Botnet Emulation Platform. For example, in 2007, Paul
Barford [8] designed a Botnet Emulation Environment (BEE) on the Emulab [9],
aiming to provide a safe and enclosed test platform for Botnet. It startup 5 guest
operating systems with VMware Server 1.0.1 software on 100 physical nodes to
build the 500-scale Botnet emulation platform. Based on Emulab, BEE made good
use of its flexible configuration features to deploy variety of network topology.
Jackson [10] use DETER to deploy their System for Live Investigation of Next
Generation bots (SLINGbot) which enables researchers to construct benign bots
for the purposes of generating and characterizing botnet command and control
traffic. However these experimental platforms are not that suitable for high risk
security experiments, such as Botnets emulation, owing to the risk of malware
‘‘breaking’’ through logical barriers and escaping into the wild.

In 2009, Sandia National Laboratory [11, 12] successfully achieved one million
scale of Botnet with the Thunderbird Super Clusters (4460 nodes) and the
Hyperion (1024 nodes). Scientists from Canada and France installed 3000 copies
of Windows XP on 98-blade server clusters With VMware Series. Through using
xCat cluster management tools, they [13] built a Botnet emulation platform.
Moreover, they built Waledac [14] Botnet environment on their Botnet emulation
platform and systematically analyzed the defensive effect of Sybil attack on
Waledac, fully demonstrating the superiority of Botnet emulation research.
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100.3 Challenges and Techniques

Botnet Emulation research has incomparable advantages than other traditional
research methods. However, just as described above, Botnet Emulation research is
still in the research stage. In this section, we would focus on the major challenges
Botnet Emulation research is facing.

100.3.1 High Security

We take it for granted that VMM is highly secured, which many companies also
advocate that. However, Gartner analyst Neil MacDonald, pointed out that 60 % of
the virtual server is less secure than the physical servers in one his research reports.
On the BlackHat immunity built in USA 2009, Director VRT illustrated its dis-
covery that A VMware Guest can escape to Host through using one bug in the svga
driver. Especially considering that malware can be potentially highly contagious
and is developed for malicious intents, we must ensure our Botnet Emulation
environment is highly enclosed and secured such that malware cannot be released
into outside networks or destroy Botnet Emulation environment.

In general, the security challenges come from these following areas:

1. VM Escape
Theoretically, the Guest Operation System within VMM is not capable of
knowing if it is actually running in a virtual or real environment, and there is no
way to jailbreak or directly interact with the VMM. However, many VMMs
dropped this important point for the pursuit of higher performance. For
example, Para-Virtualization VMM promoted its performance through estab-
lishing the direct communication between Guest and VMM, which leaves more
possibilities to escape the VMM. Besides, the bug existed in the VMM is also a
way to break the virtual wall between Guest and VMM. Nelson Elhage [15]
used the one Qemu bug: CVE-2011-175 existed in KVM, successfully pro-
moted its privilege form VM user to Host administrator.

2. Denial of Service
Denial of Service attack can occur in a virtualized environment when an
attacker takes over a VM and is then able to gain control on the physical
resources of the other VMs on the same physical host. Although the attacker
cannot get the administrator privilege, but his attack would lead to other VMs’s
request for hardware resources unresponsive.

3. Communication among VMs or between VM and Host
The introduction of features such as shared clipboard that allows data to be
transferred back and forth among VMs and Host has introduced a security
challenge, which may be treated as a gateway for transferring malicious codes
among VMs or between VM and Host.
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In order to address these above security challenges, we must first consider the
security of Virtual Machine Monitor (VMM), which is the core of Botnet Emu-
lation research. VMM is responsible for the maintenance of data processing and
network communication on all virtual machines. So the analysis of the VMM
security would be an important indicator of the whole virtual machine system,
which also is a guideline when we are choosing one type of VMM for our Botnet
Emulation research.

VMware, Xen, KVM are the most widespread VMM, which are widely used in
various fields especially on the Cloud Computing. On the opinion of security stack,
the smaller size of one software, the less interfaces exposed, the faster security
patch updated, the software is relatively higher secure. So Atsec information
security company make a comparison of these above three VMM, and I add other
three high lightweight VMM to this table, which is illustrated in Table 100.1.

On the other hand, based on the implementation level of VMM, it is a common-
sense that the more underlying layer VMM implemented on, the higher secure of
the VMM. Thus we have an overall security assessment: Native Hypervisor (such
as VMware ESX, Xen) �(is much higher secure than) Hosted VMM (Hardware
assisted virtualization VMM (such as KVM) [(is higher secure than) Full Virtu-
alization VMM (such as Qemu, Bochs and VirtualPC) [(is higher secure than)
Para-Virtualization VMM (such as lguest, UML)) �(is much higher secure than)
Operating System Virtualization VMM (such as OpenVZ, LXC).

Besides the VMM introduced above, researchers are also looking for the pos-
sibility to build a trusted VMM. Ge cheng [16] pointed out that the general-
purpose VMMs are relatively large as a trusted computing base (TCB), then he
addressed the challenge to reduce the overhead of virtualization and established a
dynamic chain of trust when using VMM to enhance the security of VMM.
However, TVMMs introduced in the research papers are always closed leading to
results unverified.

In addition to the VMM security, we should also consider other security factors,
such as the security of the Botnet Emulation Platform (xCat, vMatic, Cluster
management tool, IaaS and so on), which can be used to manage the VMs. And in
order to improve competitiveness in the Virtualization fields, many companies
proposed their security strategies on the Virtualization Management Platform.
VMware offers security built into the hypervisor with vShield. Other vendors can
provide security to VMware virtual environments using vSafe APIs plugging into

Table 100.1 Comparison results considering security concerns

Security stack KVM Xen VMware
ESX

Open
VZ

LXC Lguest

Size of software Medium Medium to
High

Medium to
High

Few Few Few

Number of interfaces Medium High High Medium Medium Medium
Assurance of Development

environment
Medium Medium Medium Medium Medium Few
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the hypervisor. Check Point’s VPN-1 VE, which is designed to run on VMware
ESX servers, separates VMs and protects inter-VM traffic. VPN-1 VE firewall
would inspect traffic by moving all packets outside the VM and through the
firewall instead of allowing packets to move internally form VMM to VMM
without Inspection. Fortinet provides the ability to customize and segregate
security offerings for different clients. Red Hat also enhanced the security of its
KVM by providing the SElinux and sVirt function, which can be supported on the
libvirt-based Platform [17].

100.3.2 High Transparency

With the fast innovation of Botnet technology, more and more Botnet have
enhanced their self-protection ability. When the bot code found it running in a
virtual environment, it will take counter-measures such as uninstall itself or
camouflage itself. So if needed, our VMM used for Botnet Emulation research
should be added the anti-detection features.

The main principle of detecting a virtual environment is based on the CPU
architecture defects. In order to maintain the safety of system, a virtual machine
monitor must trap and handle any sensitive instruction. Then it is different when
executing a sensitive and non privileged instruction, because in order to trap the
sensitive instruction, the VMM must expend additional time handling the
instruction.

There have been many methods to detect the existence of VMM, using the
methods introduced in [18], we respectively use the time-stamp counter (TSC)
based timing, NTP based timing and parallel-threads based timing to analyzed
KVM. We take CPUID, which is a sensitive instruction but not a privileged
instruction, as the experimental instruction. We calculate the time ratio between
running CPID and running ordinary instruction within native environment and
KVM environment. Results illustrated in the following figures are proved that
simple calculations within the virtual machine can provide accurate prediction of
the existence of KVM. And other VMMs have the similar problems (Figs. 100.1,
100.2, 100.3).

Although many methods are also proposed to defend the detection of Malware
such as camouflaging itself throughing hiding VM fingerprints or providing fake
data, several works have shown limitations on how well the presence of a VM can
be hidden. Just described in the above, the difference of running sensitive and non-
privileged instruction between within VM and within Native environment cannot
simply emulated. And also the discrepancies revealed by physical resources are
inherently difficult to eliminate [19–21]. To successfully fake such a genuine test, a
VM would need orders of magnitude more computing power than the hardware
that it is emulating. Maybe the best optimal resolution is to have an overall
understanding on the detection technique owned by Botnet we are willing to run on
our Botnet Emulation environment.
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100.3.3 Scale

One big challenge of Botnet Emulation comes from the scale of Botnet. Botnet can
reach hundreds to thousands of scale, the size of some widespread Botnets can
even reach to amazing one million [22]. In order to meet the requirement of scale,
Sandia Library [11] deployed their Botnet on the Thunderbird Super Clusters with

Fig. 100.1 The time ratio
comparison within KVM
environment (filled circle)
and within Native
environment (open triangle),
using TSC based timing

Fig. 100.2 The time ratio
comparison within KVM
environment (filled circle)
and within Native
environment (open triangle),
using NTP based timing
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4460 nodes, and [13] used their cluster with 98 blades, each having a quad-core
processor and 8 Gb of RAM, and even BEE [8] make full use of resources of
Emulab global network emulation platform [9]. It is beyond the power for an
ordinary researcher to own so superior hardware configuration. It is also not easy
to apply for hardware resources from global network emulation platform.

In order to be able to build Botnet Emulation environment with ordinary
hardware conditions, one solution is to choose lightweight virtual machine man-
ager (VMM). In general, the higher layer VMM implemented on, the more number
of virtual machines VMM can support on a physical machine. Besides, referring to
a specified VMM, there are also many factors affecting the maximum number of
virtual machines supported in a physical machine, some of which include:

1. Physical machine configuration: including memory size, CPU performance,
whether supporting hardware-based virtualization technology as well as disk
space.

2. Per-machine Metadata and Working Set Size of guest operating system: Per-
machine Metadata is the key data of guest, which must be permanently existed
within RAM. Per-machine Metadata limits the maximum virtual machine
number. Respectively, Working Set Size is the RAM usage needed to support
guest running service normally. Considering our Botnet’s network I/O intensive
behavior features, I/O performance is the key factor affecting maximum of
virtual machine number supported by VMM.

In addition, some virtualization technology may use some optimization strat-
egies to expand the maximum number of virtual machines, such as simplifying the

Fig. 100.3 The time ratio
comparison within KVM
environment (filled circle)
and within Native
environment (open triangle),
using parallel-threads based
timing
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ISA architecture, adjusting the scheduling policy of the virtual machine as well as
modifying the guest operating system.

We did some experiments on the maximum of virtual machines one VMM can
support. We do the test on one physical machine with DDR2 667 MHz 3*1G
RAM and Intel

�
Xeon

�
5160 3.00 GHz dual-core with four threads. We take KVM

and lguest as experimental objects.
Within zero-load network environment, the bottleneck is the RAM usage. We

first test the effect of virtual memory size configuration of one virtual machine on
physical RAM usage, which is illustrated in Fig. 100.4.

We can see that, simply configuring the virtual memory size, we can startup 30
VMs with KVM (3G/100 M) and 60 VMs with lguest (3G/50). Lightweight VMM
such as OpenVZ and LXC theoretically can support more VMs. The test result [23]
proved that it is possible to run up to 120 virtual environment on a 768 M memory
hardware with OpenVZ, and which is a linear extrapolation. In other words, it can
support 480 virtual environments on 3G memory hardware.

However, within high load network environment, it is not so optimistic.
From above picture, it is obvious that within high load network environment,

when the number of running VMs on one single physical machine reach three, the
host CPU usage would be used up. DDOS attack, as one of the characteristic of
Botnet, would reproduce high network load, thus the high load problem must be
addressed before doing DDOS experiments in the Botnet Emulation environment
(Fig. 100.5).

Except for the above three challenges Botnet Emulation faces, many other
factors should be considered when building the Botnet Emulation environment.
For example, we need Botnet Emulation Platform to support various VMM types
and have a control on the life cycle of all VMs in one Botnet. And Realism and
feasibility should also be within consideration. Thus Botnet Emulation still needs
progressing for a better research experience.

Fig. 100.4 The effect of
virtual memory configuration
of one VM on the Host RAM
usage
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100.4 Conclusion

In summary, this paper describes an emerging Botnet research method—Botnet
Emulation research. The article illustrated the advantages of Botnet Emulation
research compared to other traditional Botnet research. And then it systematically
researched on the key challenges Botnet Emulation research is facing. We did
some experiments to show the difficulties and also proposed some techniques and
advice to address these problems.

With the development of Botnet technology, the C&C channel has evolved
from IRC to more robust P2P or hybrid architecture. Also some strategies such as
fast-flux technology are deployed on Botnet to behave more hidden and hard to
track. It becomes more and more difficult to research on Botnet with traditional
Botnet Research methods. Thus Botnet Emulation research is a promising method
to substitute for traditional methods. However, Botnet Emulation is still in a
preliminary stage, which needs a lot of work to do in the future. We hope that our
survey of the challenges and technology on Botnet Emulation will help motivate
future research in this critical area to solve these practical challenges.
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Chapter 101
A New System for Summoning
and Scheduling Taxis

Hengjian Liu, Jing Xiong and Yiren Ding

Abstract In order to solve the problems in the process of artificial scheduling for
taxis, which include expensive labor cost, limited service time and concurrency, a
new self-help taxi service schema is proposed. The schema is composed of mobile
phone, intelligent server and taxis equipped with GPS. Based on the schema we
designed a new system for summoning and scheduling taxis. In the system, three
ways, including searching, GPS, electronic map, are available for passengers to
locate themselves using mobile phones. And on the server side, we introduced
Geographic Information System (GIS) and adopted the ant colony algorithm based
on taxi drivers’ driving habits. As a result, passengers can get their locations easily
with almost all kinds of mobile phones, and the server can identify passengers’
requests by itself and give a consistent route with the one adopted by taxi drivers.
Finally, the system has the advantages of wide applicable scope, low labor cost,
and large concurrency.

Keywords Mobile phone � Taxi � Self-help � GIS � GPS � Colony algorithm

101.1 Introduction

As an important complement way for buses, taxis provide convenience for public
travel. However, under some special conditions such as at night and in remote areas,
it’s not so easy to get a taxi, because the taxi driver could not know the position of
passengers timely, only blindly wandering in the city [1]. To solve this question, the
phone-call taxi service gradually arises and develops, and it has gradually affected
people’s taxi travel habits. In Suzhou, for example, the phone-call taxi business
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grows from daily 300 items in 2004 to daily 10,000 in 2010 [2], the front and rear to
a 50-fold increase. This shows that the traditional way of street hail taxi service is
being challenged by the development of phone-call taxi service. But in another way
the phone-call taxi service has high human costs and small amount of service
concurrent. And these issues will be important obstacles to its further development.
How to develop in the next stage? By analyzing the trajectory of the development of
the taxi industry and limitations of the phone-call way, we propose a new direction
in this paper: the self-help taxi service (Fig. 101.1).

The self-help taxi service means that passengers can take taxis by mobile phone
instructions, without help from service staff. To attain this goal, there must be an
intelligent server to schedule taxis. However, before scheduling taxis, the server
must understand two questions well, one is where taxis are and the other is where
passengers are. For now, the former question can be solved easily thanks to the
essential equipment—GPS in taxis. For the latter one, some scholars suggest
phones with GPS module [1], and some others suggest LBS (Location-based
service) provided by mobile operators. But all mobile phones have not a GPS
module which may be invalid around tall buildings and the LBS is difficult to use
because of its dependence on operators and other legal issues. In this paper, three
ways, including searching, GPS and electronic map, are provided to locate pas-
sengers for the first time, with lower requirements for mobile phones and wider
applicable scope. Based on the above considerations, this paper proposes a new
taxi summoning and scheduling system, by which passengers could locate them-
selves precisely and ask for taxis by instructions. Besides, passengers could also
obtain a predicted route from current location to destination and some other
information.

The system uses Android as a mobile development platform, because the
Android platform is very representative, occupying 90.6 % of the smart phone
shipments in August 2012 [3]. Electronic map selecting the Baidu mobile map,
because it has lots of data and is easy to invoke. GIS platform in the server side to
select MapGISK9, because it’s a popular and powerful GIS software in China.

101.2 Main Functions of the System

The system uses C/S architecture. The client features include GPS positioning,
address search, map operations, place favorites, etc. The main server-side features
include POI search, taxis monitoring and scheduling. Figure 101.2 shows the
normal processing flow.

Street Hail Service Phone-call Taxi Service Self-help Taxi Service

Fig. 101.1 The trend of taxi service
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Process Description:

1. Send request

Passengers can send requests mainly in two ways: mobile phone application or
a short message. Mobile phone application conforms to the trend of smart phones,
and has the following characteristics: consuming internet traffic; with vivid
embedded map, enabling convenient operations on map; enabling automatic
positioning with GPS; receiving positions of specific no-load taxis, so that pas-
sengers can visually see the positions and movements on map. The short message
way applies to the general non-smart phones by sending short messages containing
the address name to be located. After receiving the message, the server invokes the
published web service of address matching, and then filters out a group of high
similarity address records. Afterwards passengers select the addresses, and give the
feedback to server which then confirms passengers’ geographical location.

2. Ask for confirm from taxi drivers

Firstly, the server receives passengers’ locations and other attribute informa-
tion. Secondly, the server searches no-load taxis within a certain distance. Finally,
the server distributes requests to terminals on no-load taxis. While the terminals
get requests, they could show locations on the embedded map.

3. Confirm

In this process, the principle of first-answer-first-get is adopted for drivers.

4. Receive results

The results include license plates, drivers, distance, arrival time, ID, etc. Pas-
sengers could also receive the location information of the taxi according to a certain
time interval on their smart phones and update positions on the embedded map.

5. Go for passengers

101.3 Design and Implementation of the System Functions

The server-side applications of the system work on Windows Server 2008, using
J2EE framework, the development tool is MyEclipse, and the GIS platform is
MapGISK9. The client side is developed based on Android 2.3, using eclipse as
the development tool and Baidu Map as the mobile phone map.

Taxi Passenger 

Server 

1

Fig. 101.2 A five-step flow
for processing passengers’
requests
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101.3.1 Main Functions of the Server Side

The server-side functions are mainly composed of taxi monitoring and scheduling,
POI searching, etc.

101.3.1.1 Taxi Monitoring and Scheduling

Taxi monitoring mainly focuses on the real-time location and status of taxis, while
scheduling is primarily responsible for receiving and analyzing passengers’
requests, and to arrange nearby taxis in response to passengers’ demands. Taxi
monitoring works on the server, receives the GPS taxi location information and
status information, and then marks the position of the vehicle in the electronic map
on the monitor screen. To distinguish between load taxis and no-load taxis, icons
with different color are used. In the scheduling module, the server opens ports to
listen for requests from passengers, and open multi-threads to process tasks, like
taxis searching, route planning, requests responding, etc. Specially, for route
planning, a model based on ant colony optimization algorithm and taxi driving
habits is adopted to get the best route planning results. Taxi driving habits are
analyzed by using taxis’ GPS data.

101.3.1.2 POI Searching

POI, namely, Point of Interest, is one of the core functions of the geocoding. It is a
public service to enable passengers to search for a suitable location, and it’s
different from the standard address with house number style. Passengers usually
use address aliases more often than house number addresses. Given the positioning
accuracy requirements and domestic house number inconsistency, interpolation
algorithm is denied here, so all searched address results come from the database of
addresses. Figure 101.3 shows the normal steps for address matching.

With the development of distributed and loosely coupled GIS applications, it’s
a better choice to establish services with cross-platform operations, as well as one
deployment and multiple calls [4]. This requires a combination of Web Services
technology and geocoding technology to encapsulate geocoding into Web Ser-
vices. In this paper we use Axis engine as Web Service development tool.

101.3.2 The Client

The client-side centers on the acquisition of the position information. There are
three ways to get located: mobile phone‘s GPS module; tapping on the phone map;
searching through the POI service.
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101.3.2.1 Mobile Phone‘s GPS Module

Taking Android as an example, there are two steps to attain longitude and latitude
information through programming.

1. Get an instance of class LocationManager, code as:

LocationManger
lm = (LocationManager)this.getSystemService(Context.LOCATION_SERVICE);

2. Register GPS location listening

LocationListener locationListener = new LocationListener() {…}
lm.requestLocationUpdates(LocationManager.GPS_PROVIDER, 1000, 1,

locationListener); In the object locationListener you can implement the code to
get the latitude, longitude, altitude, etc.

101.3.2.2 Tapping on the Phone Map

In this way, a conversion is necessary to convert screen coordinates into geographic
coordinates. The screen coordinate origin is located in the upper left corner, the
x-axis positive direction to the right, the y-axis positive direction down. While in

User Confirm

Accurately Matched

Address Input

Address Resolution

Address Data Base

No
Not locatedLocated

Similar Matches

YesYes

No

Message 2 ...Message 1

Address Matching

Fig. 101.3 Normal steps of POI service
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the geographic coordinate system, the x-axis represents the longitude, positive
direction to the right, the y-axis represents the latitude, positive direction up.

101.3.2.3 Searching Through the POI Service

To get the location through the POI services, passengers should follow three steps:
Firstly, send a string in the form of ‘‘‘start point address’ + ‘;’ + ‘endpoint
address’’’, such as ‘‘University of Geosciences; Wuchang Railway Station’’. Then
matched addresses would be sent to passengers, like ‘‘University of Geosciences
(Wuhan Campus) main entrance -1; University of Geosciences (Wuhan Campus)
west second entrance-2; University of Geosciences River City Academy -3 @
Wuchang Railway Station West Exit-a; Wuchang Railway Station East Exit-b’’. In
the above example, there is a separator ‘‘@’’ which divided a string into two parts,
the former contains similar numbered addresses with the start point address and the
latter contains similar numbered addresses with the end point address. Finally,
passengers send a message to confirm the present position and destination, such as
‘‘1a’’, in which ‘‘1’’ stands for ‘‘University of Geosciences (Wuhan Campus) main
entrance’’ and ‘‘a’’ stands for ‘‘Wuchang Railway Station West Exit’’.

101.4 Algorithm

101.4.1 Address Matching

The key to address matching is to determine the matching strategy and the structure
of data in database [5, 6]. The address database used in this system is different from
the standard one, because when taking a taxi in daily life passengers often use a
commonly used alias rather than the address with house number. In order to reduce
the query and comparison time, a better approach is to create indexes for address
fields [6, 7]. In this paper, we combine the positive maximum matching rule with
TRIE dictionary tree. Firstly, we also create indexes for address items using TRIE
dictionary tree. When dealing with the addresses that users enter, we can normalize
those addresses and then pick up useful information. After that, we can find all
matched address nodes according to the positive maximum matching rule.

101.4.2 Route Planning

Route planning is a classical problem in GIS, and traditional route planning mostly
focuses on finding shortest path in terms of time or distance cost. Gradually some
new algorithms and models arise and more factors are imported by scholars, like
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direction changing constraint and limitation, road level, passing time, road
accident, etc. Among these scholars, Luliang Tang etc. think in terms of taxi
drivers, that taxi drivers are familiar with every corner of the city and have lots of
experience in driving [8]. Along this way, they record passing time and frequency
on every road section by collecting float cars information, and then establish the
initial road pheromone level network. In this paper, we combine the ant colony
optimization algorithm with an initial pheromone network based on taxi traces,
and update the pheromone timely as the number of ant increases. Finally, we could
get the optimal solution from all ants’ traces. The function of the abstract model is
as follow:

R tð Þ ¼ E L; T tð Þ; P tð Þ½ � ð101:1Þ

where L is the path length, T (t) is travel time in time period t, P (t) is the value of
pheromone level of the road network. E L; T tð Þ; P tð Þ½ � is a multi-objective path
selection decision model based on the above three parameters.

L ¼
X

n

i¼1

LðEiÞ ð101:2Þ

T tð Þ ¼
X

n

i¼1

T Ei; tð Þ ¼
X

n

i¼1

LðEiÞ
VðEi; tÞ

ð101:3Þ

P tð Þ ¼
X

n

i¼1

Lpmax � P Ei; tð Þ
ffi �

¼ nLpmax �
X

n

i¼1

PðEi; tÞ ð101:4Þ

where L Eið Þ is the length of road section Ei, n is the number of edges; T Ei; tð Þ is
travel time through road section Ei in time period t, VðEi; tÞ is the average speed
on road section Ei in time period t; Lpmax is the maximum level value of phero-
mone level of the road network, P Ei; tð Þ is the pheromone value of road section Ei

in time period t. The function of P Ei; tð Þ is estimated as follows:

P Ei; tð Þ ¼ hBlðEiÞ
Blmax

þ lFlðEi; tÞ
Flmax

� �

Lpmax ð101:5Þ

where BlðEiÞ is the construction level of road section Ei, FlðEi; tÞ is the passing
frequency level of road section Ei in period t, Blmax is the maximum construction
level, Flmax is the maximum passing frequency level, h is the influence coefficient
which describes the influence of construction level on the pheromone level of the
road network, l is the influence coefficient which describes the influence of
passing frequency level on the pheromone level.

Based on the abstract model R (t), the process of finding the optimal solution is
a process of making L as short as possible, T (t) as little as possible, and P (t) as
low as possible. So the decision-making function can be made as follows:

101 A New System for Summoning and Scheduling Taxis 915



R ¼ min w1L
0 þ w2T

0 þ w3P
0

� �

ð101:6Þ

L
0 ¼ L=Lmin ð101:7Þ

T
0 ¼ TðtÞ=Tmin ð101:8Þ

P
0 ¼ PðtÞ=Pmin ð101:9Þ

where L
0
; T

0
; P

0
are normalized values, Lmin is the minimum route length from the

origin to the destination, Tmin is the minimum travel time, Pmin is the minimum
pheromone value, w1; w2; w3 are corresponding weight coefficients.

Under the guidance of the decision-making function, it’s a good way to find the
optimal solution among all solutions through the ant colony algorithm. Firstly, use
formula (101.5) to calculate the road network initial pheromone distribution and
then set the total number of ants as m, so ant k (k = 1, 2,…, m) moves forward
according to the pheromone. In the moving process, the remaining pheromone and
heuristic information on the path both affect moving action. The probability for ant
k to choose road section Ej in period t is calculated as follows:

pk
ij tð Þ ¼

sj tð Þ½ �a� dj tð Þ½ �b
P

n2allowedk
sn tð Þ½ �a� dn tð Þ½ �b ; if j 2 allowedk

0; if j 2� allowedk

8

<

:

ð101:10Þ

where sj tð Þ is the pheromone of road section Ej in period t, dj tð Þ is the value of the
heuristic function of road section Ej in period t, dj tð Þ ¼ 1=Dj, Dj is the vertical
distance between road section Ej and destination, allowedk is a set of possible road
sections, which are linked with Ej, except for the used road sections, a; b are
corresponding exponential coefficients.

To avoid the case that too much remaining pheromone floods and covers the
heuristic information, the pheromone must be updated after the ants complete the
path search. The updated pheromone for Ej could be calculated as follows:

sjnew tð Þ ¼ 1� qð Þsj tð Þ þ Dsj tð Þ; q 2 0; 1ð Þ ð101:11Þ

Dsj tð Þ ¼
X

m

k¼1

Dsk
j ðtÞ ð101:12Þ

Dsk
j tð Þ ¼

Q

Rk
; if ant k passes Ej

0; if ant k does notpass Ej

8

<

:

ð101:13Þ

where q is the pheromone volatile coefficient, sj tð Þ is the origin pheromone on
section Ej, Dsj tð Þ is the new pheromone left by ants, Dsk

j ðtÞ is the new pheromone
left by ant k on section Ej in period t, Q is the strength of the pheromone, Rk is the
value of the objective decision-making function for ant k.
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To evaluate the algorithm, we select some origins and destinations, and then
find routes from database of taxis’ history GPS trace. For example, from Ruan Jian
Yuan to Wuchang Railway Station there are 18 segments in planned route derived
from the algorithm, and among the 24 routes derived from the database, 20 routes
are the same with the planned one and four are similar (Table 101.1), so the full
match ratio is 83.3 % and the average segment match ratio is 97.5 %. Besides,
there are 30 pairs of origins and destinations as verifying samples, the minimum
full match ratio is 78.0 %, the maximum is 94.4 % and the average is 84.4 %.

101.5 Conclusion

This paper introduces a new taxi summoning and scheduling system, which can
not only provide passengers with a self-help taxi service, but also reduce the car
management’s labor costs and improve service efficiency. The system takes mobile
phone as terminal and provides three ways to locate, solving the problem of
locating for almost all kinds of mobile phones. In the process of route planning, the
system takes taxi drivers-urban traffic intelligent individuals as ants, and uses the
ant colony algorithm, which turns out to be effective and consistent with the actual
route. Furthermore, there is much work to do to make the system perfect, espe-
cially in aspects like address database supplement and standardization, taxis’ GPS
data mining, etc.
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Chapter 102
A Social Interest Indicator Based Mobility
Model for Ad Hoc Network

Kaikai Yue, Demin Li and Peng Li

Abstract Due to the deficiency of the social relationship in many synthetic
models such as RPGM and RWP in ad hoc network simulations, a new mobility
model based on the interest indicator is proposed in this paper. By analyzing the
moving gathering relationship among individuals, the authors propose the concept
of interest indicator as well as the interest distance and then further propose a
social interest indicator based mobility model for ad hoc network. Simulation
result shows that the proposed model is more realistic than RPGM and RWP and
the authors also analyze the influence of the model on DSDV and AODV. This
proposed model can be used in circumstances such as exhibition, party and battle.

Keywords Mobility model � Social relationship � Ad hoc network

102.1 Introduction

Ad hoc network is a new technology which is often used for emergency relieves.
Often the performance of an ad hoc network depends on what protocols it is using.
Presently, the validation of a new protocol for ad hoc network relies on simula-
tions, which, in turn, relies on how realistic the mobility models are. However,
most synthetic models available now are very simplistic and put emphasizes on the
ease of implementation other than soundness. It is so important to establish a
model that can better describe the mobility of real individuals. Mobility is strongly
affected by humans to socialize and cooperate with each other in one form or
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another. Fortunately, humans are known to socialize in some particular ways that
can be mathematically modeled and studied in social science in the years to come.

Recent years, lots of synthetic models have been put forward. A comprehensive
review of the present mobile models can be found in [1]. The simplest one is the
Random Walk Mobility Model [2] (similar to Brown Motion), in which mobility of
the entities in this system is purely based on randomness. An improvement is the
Random Way-Point Mobility Model [3], in which there are pauses between the
changes in direction and speed. However, the two most-used models mostly focus on
the mobility of single individuals and do not consider the relationship of individuals
to groups. In order to depict the relationship of individuals to groups, there are also
many group models that have been put forward. The mostly used model for group is
the Reference Point Group Mobility Model [4], in which a reference point is
selected, the other entities are moving with the vector of superposition with the
reference point. All entities are associated to the reference point and mobility of the
reference point determines the mobility of the whole group.

In reality, most mobile devices are carried by humans and the mobility of the
devices is based on the socialization and cooperation of human. Thus, it is nec-
essary to define group mobility model that heavily depend on the structure of the
relationships among people carrying mobile devices. In order to construct a model
which reflects the mobility of real individuals, we should take the social rela-
tionship into consideration.

Fortunately, some models on this subject have been proposed. One model is
Community Based Mobility Model [5]. In this model collections of hosts are
grouped together in a way that is based on the social relationship of an individual
to a group. Individuals are grouped into several sub groups according to the
attraction of a group to an individual. Another one is Dynamical Interesting
Induced Mobility Model [6]. In which an interest vector is proposed to represent
the state of an individual at some time, but it mainly focuses on the mobility of
individuals, not involve the concept of groups.

In this paper we propose a new model based on interest factor, in which the
mobility of an individual is determined by the relationship of itself to the whole
group. And we also consider the relationship between individuals, and use the
relationship as a parameter to determine the mobility of individuals.

102.2 Design of the Model

The mobility of an individual is affected by the others. In this section, we will
discuss the establishment of our model in detail according to the gathering rela-
tionship of an individual to the others around it.
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102.2.1 Indicator Calculation

Recent researches in social network have obtained great achievements, which can
enlighten us to design more realistic social models. When we consider a big party
or a convention, we will figure out that there is a gathering relationship of an
individual to a group. That is when an individual has the similar interests to the
whole group it will linger in the group for a long time to communicate with the
members; otherwise, he will ignore the group and walk away. But as time elapses,
his interest will change, when he loses interest in the group, he will leave this
group and walk along to the others.

We can use a time-varying vector to represent the strength of a person’s interest
in different things. We assign each individual a vector called interest vector, which
represent the interest level in something.

We use e1 e2 e3. . .. . .eNð Þ to represent N interests, and Iei
k ðtÞ (ranging from 0 to

1) represents the interest level of individual k has in interest ei at t. So the vector
Ie1
k ðtÞ Ie2

k ðtÞ Ie3
k ðtÞ. . .. . .IeN

k ðtÞ
ffi �

which is called interest vector represents the
interest state of individual k at t.

When an individual comes to an interest group, it will first exchange its interest
vector with each member of the group to determine whether this group conforms to
its interest or not. If this group conforms to its interest, the individual will linger in
this group for a while to communicate with the members inside; otherwise, it will
ignore the group and walk along.

We use formula (102.1) to calculate the interest distance of individual k and j:

disðk; jÞ ¼

P

N

i¼1
k 6¼j

ðIei
k ðtÞ � Iei

j ðtÞÞ
2

0

B

@

1

C

A

1=2

ffiffiffiffi

N
p ð102:1Þ

disðk; jÞ is called interest distance and represents the difference level of the two
individuals. It is obvious that smaller interest distance means the two individuals
have similar interest and bigger chance that they will mobile in the same scenario.

Assuming that there is a group containing zmembers, we use an interest dis-
tance vector ðdisðk; 1Þ disðk; 2Þ disðk; 3Þ. . .. . .disðk; zÞÞ to represent the interest
distance of an individual to all of the members in the group.

We also need an indicator to measure the relationship of individual k to the
whole group. Here we define formula (102.2):

DFk ¼

P

z�1

j¼1
j 6¼k;

disðk; jÞ

z� 1
ð102:2Þ
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In which, DFk is the difference factor which describes the interest difference
between single individual k and the whole group. z is the total number of people
characterized in the system. It is obvious that smaller DFk mans smaller difference
between individual k and the whole group, which in turn, means that the whole group
has bigger attraction on k. In this scenario, there is bigger possibility that individual k
will linger in this group for some time to communicate with the members inside.

102.2.2 Model Establishment

In this section, we will use the difference factor to establish our mobility model in
detail. When an individual comes to a group, it will first exchange its interest
vector with all of the members inside the group and calculate its difference factor
DFk to determine whether to linger in the group or not. If DFk is bigger than the
threshold value we set before, the individual will ignore the group and walk along
to another one; otherwise the individual will come into the group and select a
member which is mostly close to it to communicate with. Since the interest of
some individual is not stable and will change as time elapses, so it will repeatedly
calculate its DFk at each interval dt and once its DFk is bigger than the threshold
value, it will leave the group and walk along to another one (Fig. 102.1).

As we know that difference factor can be a factor which affects the mobility
vector between an individual and a group. When individual k starts to move inside
the group, it will select an individual j which is mostly closest to it as a reference
point, the mobility vector of individual k is the sum of the mobility vector of j and
a random vector. It can be measured with the following formula (102.3):

VkðtÞ ¼ disðk; jÞVr þ ð1� disðk; jÞÞVjðt � 1Þ
hkðtÞ ¼ disðk; jÞhr þ ð1� disðk; jÞÞhjðt � 1Þ

(

ð102:3Þ

where fVkðtÞ; hkðtÞg and fVjðtÞ; hjðtÞg respectively represent the mobility vector
of individual k and j, fVr; hrg represents the random mobility vector of individual
k which conforms to uniform distribution.

Figure 102.2 shows us the mobility of individual k from t � 1 to t, when the
individual calculates its DFk and determines to move inside the group, it will select

)( tVk

k

)( ttV k δ+Fig. 102.1 Mobility of an
individual to a group
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the nearest individual j as a reference point. At t, the mobile vector of individual k
is the sum of the random vector Vr and Vjðt � 1Þ:

102.3 Simulation and Evaluation

In the Sect. 102.2.2, we introduced a general overview of the proposed model. In
this section, we will describe how interest factor influence the evolution and the
dynamics of the mobile scenario by simulation. Here we compare our model with
the RPGM and RWP to show that our model is more realistic and can better reflect
the characteristics of the mobility of humans.

We divide 50 nodes into five groups in RPGM and the same way in the pro-
posed model. Then set the interest level of each interest from 0 to 1 in random, the
threshold value of the DFk is set to 0.3. We will evaluate our model by those three
following indexes:

(a) Average degree of spatial dependence: an index to reflect the relationship of an
individual to the neighbors.

(b) Routing overheads: an index to reflect the performance of a routing protocol.
(c) Average link duration: an index to reflect the duration to interact with the other

nodes.

Figure 102.3 shows the average degree of spatial dependence. We can figure
out that value is high when the individual moves at low speed. That is because
when an individual moves at low speed, there is great chance that is communi-
cating with the others. RPGM has the highest value because all individuals are
related to the reference individual in the group; there are the most similarities
among the individuals’ moving vectors. Since individuals in RW are all moving
randomly, there are no relationships among individuals, so the value is very low.

Figure 102.4 shows the average link duration. We can see that with the
increasing of the speed, the value is decreasing for each model. RPGM has the
highest value because group members are related to the reference individual and
they have to communicate with each more often. The value of IIBM is lower

)1( −tVk

rV

)1( −tVj

k

)(tVk

j

Fig. 102.2 Mobility of two
individuals
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because it reflects the gathering relationship of the individuals. The relationship is
not as strong as RPGM but stronger than RWP. Since individuals in RW are all
moving randomly it has the lowest value.

Figures 102.5 and 102.6 shows the routing overheads of DSDV and AODV. We
can see that routing overheads is relatively lower using DSDV than AODV. That is
because when individuals are moving at low speed, routing topology does not
chance quickly. So it is better to use DSDV when nodes are moving in a scenario
like IBMM when considering routing overheads.

Fig. 102.4 Average link
duration

Fig. 102.3 Average degree
of spatial dependence
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102.4 Conclusions and Future Work

In order to test the performance of the routing protocols in ad hoc network,
researchers usually use simulation. The performance of routing protocols depends
on the mobility of the entities in the scenario. Most present mobility models are
simplistic and put emphasis on ease of implementation other than soundness. In
this paper, the authors proposed a new mobility model based on relationship which
can be used for conventions, parties, etc. and interpret how relationship affects the
mobility of two individuals. They also use simulation to prove that the proposed

Fig. 102.6 Routing
overheads of AODV

Fig. 102.5 Routing
overheads of DSDV
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model is more realistic than those proposed before. The authors also proved that it
is better to use DSDV other than AODV when considering routing overheads in a
scenario like IIBM.

Though it is still a heavy task to implement communication based on social
network, but the authors believe that it is possible to design mechanisms based on
the evaluations of social networks that connects the individuals carrying devices,
in order to build more efficient and, at the same time, more reliable systems.
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Chapter 103
Topological Map and Probability Model
of the Multiple Plane and Multiple Stage
Packet Switching Fabric

Xiangjie Ma, Xiaozhong Li, Xinglong Fan and Lingling Huo

Abstract The Multiple-Plane and Multiple-Stage packet switching fabric is one
of novel scalable switching technologies in Internet and new generation of
information network. As lack of theoretical basis, many important MPMS tech-
nical problems were still not resolved currently. In this paper, researchers studied
the universal topology and the logical mapping graph. Based on the directed graph
theory, the directed graph model (DGM) and probability model of the MPMS
packet switching fabric are provided. The primary theoretical basis is built for
MPMS fabric. Simulation experiments show that the probabilities of the proposed
probability model are quite stable with a deviation less than 2 %, which is much
better than present results.

Keywords Multiple plane and multiple stage � Universal model � Logical map-
ping � Directed graph � Probability model

103.1 Introduction

The scalability of switching fabric in switching equipments is faced with severe
challenges with fast evolution of public information network (Internet) towards
high-speed transmission [1, 2]. The MPMS packet switching technology, which
converges a lot of small-scale switching units into a large-scale switching network,
can break up the capability limitation of a single switching unit and greatly
improve the scalability of switching equipment [3]. Therefore, the MPMS packet
switching technologies are attracting increasing attention from academic and
industry areas [4, 5]. The MPMS packet switch prototype was firstly put forward
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by HJ Chao and JS Park from Polytechnic University, and they studied an MPMS
packet switching system called TrueWay based on large number of FPGA devices
[6]. In 2007, HJ Chao and JS Park further studied the problem of ‘‘flow control’’ in
MPMS system based on level to level flow control, end to end flow control and
credit based flow control [7]. In 2009, a novel scalable MPMS switching fabric
was provided and the graphic model were studied [8, 9]. A novel bandwidth
guaranteed scheduling algorithm called BG-CRRD was provided, delivering
100 % throughput under uniform traffic, and allocating output-link bandwidth
fairly for the reserved flows in the overloaded case [10].

As lack of theoretical basis and mathematical model, many important MPMS
technical problems, however, have not been resolved up to now [11]. For example,
which kind of topology properties should be adopted to realize MPMS scalability
[12]? How does the internal topology affect the MPMS switching and scheduling
performance [13]? Based on former work, this paper proposed an MPMS general
topology and logical mapping graph (LMG), and studied the MPMS probability
model with the directed graph method based on above research results. The rest of
this paper is organized as follows: the general topological graph and logical
mapping graph is provided in Sect. 103.2; the MPMS graph model and probability
model are set up in Sect. 103.3; we analyze the MPMS experiment and simulation
results in Sect. 103.4, and conclude this paper in Sect. 103.5.

103.2 General Topological Graph and Logical
Mapping Graph

Symbols used in this paper are listed as follows:
N The port count of IP/EP in MPMS packet

switching fabric.
W The count of cell demultiplexers in MPMS packet

switching fabric.
P The count of switching planes in MPMS packet

switching fabric.
Q The count of cell multiplexers in MPMS packet

switching fabric.
Z The zenith set in MPMS DGM model.
Zi (i = 1, 2,…,5) The zenith sub-sets in MPMS DGM model.
zik (i = 1, 2,…,5;

k = 1, 2,…,N(W, Q, P))
Zeniths in Zi.

B The directed border set in MPMS DGM model.
Bj (j = 1, 2, 3, 4) The directed border sub-sets in MPMS.
Bi(k, l)(i = 1, 2, 3, 4;

k,l = 1, 2,…,N(W, Q, P))
Directed borders in DGM model.
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According to the research result in [8], the general topological graph of the
MPMS packet switching fabric can be abstracted as shown in Fig. 103.1. We can
see that the general topological graph includes five categories of function unit sets
and four categories of connecting link sets. And the five categories of function unit
sets are composed of switching Importing Port Set (IPS), Cell Demultiplexor Set
(CDS), Switching Plane Set (SPS), Cell Multiplexor Set (CMS) and switching
Exporting Port Set (EPS), while the four categories of connecting link sets include
the IP and CD Set (ICS), the CD and SP Set (CSS), the SP and CM Set (SCS) and
the CM and EP Set (CES).

However, the composition methods of functional unit sets are quite different:
IPS set is composed of N importing ports (IP), namely IPS = {IP1, IP2,…, IPN},
corresponding to external line interfaces, which complete cell slicing and buffer-
ing. CDS sets are composed of W cell grouping units (called CD), namely
CDS = {CD1, CD2,…, CDW}, and they realize cell distribution and allocation
among parallel packet switch planes (SP). SPS is composed of P SPs, namely
SPS = {SP1, SP2,…, SPP}, and each SP is constituted by multi-stage switching
networks, whose internal properties were studied in our previous work [9]. CMS is
composed of Q CMs, namely CMS = {CM1, CM2,…, CMQ}, mainly realizes cell
aggregation and combination. EPS is composed of N EPs, namely EPS = {EP1,
EP2,…, EPN}, connecting the output links of line interface cards.

The interconnect structure of link sets are also different: ICS is composed of
(N 9 W)ICs,namelyICS = {IC(k,l)|k = 1,2,…,N;l = 1,2,…,W}.CSSiscomposed
of (W 9 P) CSs, namely CSS = {CS (k, l) | k = 1, 2,…, W; l = 1, 2,…, P}. SCS is
composedof(P 9 Q)SCs,namelySCS = {SC(k,l)|k = 1,2,…,P;l = 1,2,…,Q}.CES
iscomposedof(Q 9 N)CEs,namelyCES = {CE(k,l)|k = 1,2,…,Q;l = 1,2,…,N}.

The MPMS functional unit sets are abstracted as domain, and the connecting
link sets as mappings, and we get logical mapping graph (LMG) as in Fig. 103.2.
Thus IPS can be abstracted as: IPS$IPD, and CDS can be abstracted as:

IP #1

IP #2

IP #3

IP #N-1

IP #N

IP
and 
CD
Set 

(ICS)

CD #1

CD #2

CD #3

CD #W-1

CD #W

CD 
and 
SP
Set 

(CSS)

SP #1

SP #2

SP #3

SP #P-1

SP #P

SP 
and 
CM 
Set

(SCS)

CM #1

CM#2

CM#3

CM#Q-1

CM#Q

CM 
and 
EP 
Set 

(CES)

EP #1

EP #2

EP #3

EP#N-1

EP #N

Importing 
Port Set (IPS)

Cell Demultiplexor 
Set (CDS)

Switching Plane 
Set (SPS)

Cell Multiplexor 
Set (CMS)

Exporting Port 
Set (EPS)

Fig. 103.1 General topological graph of MPMS packet switching fabric
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CDS$CDD, and SPS can be abstracted as: SPS$SPD, and CMS can be abstracted
as: CMS$CMD, and EPS can be abstracted as: EPS$EPD. In the same way, ICS
can be abstracted as: cd = W (ip), and CSS can be abstracted as: sp = X(cd), and
SCS can be abstracted as: cm = H(sp), and CES can be abstracted as:
ep = U(cm).

103.3 Graph Model and Probability Model of MPMS

As is shown in Figs. 103.1 and 103.2, cells are sequentially switched from input
ports IP, passing all corresponding functional units, and eventually reaching output
ports EP, which means the MPMS switching fabric has the characteristics of
directions. According to directed graph theory [8, 14], the functional domains in
LMG logical mapping graph can be abstracted as the zenith sets and the LMG
mappings in MPMS logical mapping graph can be abstracted as the directed border
in the theory of directed graph, we get the DGM model of the MPMS fabric shown
in Fig. 103.3.

Thus, according to the directed graph model and logical mapping relationship
in MPMS fabric, the mathematical model of DGM directed graph model can be
described as Eqs. (103.1) and (103.2) as follows:
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According to the definition Eqs. (103.1) and (103.2) in the directed graph model
in MPMS fabric, we can get the logical mapping definition equations of the MPMS
packet switching fabric as equations expressed in Eq. (103.3):
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Equation (103.3) defines the logical mapping relationships of the adjacent
zeniths in MPMS packet switching fabric, while the mapping and connecting
relationships among adjacent zeniths is always random for the actual packet
switching process in MPMS fabric. That is the probability model describing
randomness, called the MPMS probability model. According to definition
Eqs. (103.1) and (103.2), we get the MPMS probability model illustrated in
Eqs. (103.4) and (103.6) as follows:
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According to above results, we can see the corresponding relationship between
functional units and connection links as follows: domain functional unit$func-
tional domain$zenith set$probability matrix zenith set, and connecting
link$mapping functions$directed border sets$ probability vectors.

103.4 Experiments and Simulation Analysis

The probability calculation methods are illustrated as follows:

1 To calculate matching probability pð1; 2Þ
ðk; lÞ between any zenith z1

kðk ¼ 1; . . .;NÞ in

zenith set of Z1 and any zenith z2
l ðl ¼ 1; . . .;WÞ in adjacent zenith set of Z2,

there exist two cases: (1) When the topology parameters of the MPMS packet
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switching system satisfies W �N, for any zenith of z1
kðk ¼ 1; . . .;NÞ, there

always exists a certain zenith z2
l ðl ¼ 1; . . .;WÞ matching with the zenith

z1
kðk ¼ 1; . . .;NÞ, and therefore pð1; 2Þ

ðk; lÞ is equal to the reciprocal PðW ; NÞð Þ�1of

the arrangement PðW ; NÞ. (2) When the topology parameters of the MPMS
packet switching system satisfies W\N, for any zenith z1

kðk ¼ 1; . . .;NÞ, there
are at most W zeniths matching successfully in each matching, and therefore

pð1;2Þðk;lÞ is equal to W=ðNW !Þ, which is the reciprocal of the product of the factorial

of topological parameters of W with the magnification of N=W . To sum up, the
calculating method of matching probability for any zenith of z1

kðk ¼ 1; . . .;NÞ in
zenith set of Z1and any zenith of z2

l ðl ¼ 1; . . .;WÞ in adjacent zenith set of Z2 is
illustrated in Eq. (103.7) as follows:

pð1; 2Þ
ðk; lÞ ¼

ðW�NÞ!
W ! ¼ PðW ; NÞð Þ�1; W �N

1
WðW�1ÞðW�2Þ...2�1� W

N ¼ W
NW ! ; W\N

(

ð103:7Þ

In similar way, we get pð4; 5Þ
ðk; lÞ between any zenith z4

kðk ¼ 1; . . .;QÞ in zenith set

Z4 and any zenith z5
l ðl ¼ 1; . . .;NÞ in adjacent zenith set of Z5 in Eq. (103.8) as

follows:

pð4; 5Þ
ðk; lÞ ¼

ðN�QÞ!
N! ¼ PðN;QÞð Þ�1; N�Q

1
NðN�1ÞðN�2Þ...2�1� N

Q ¼ N
QN! ; N\Q

(

ð103:8Þ

2 To calculate matching probability pð2; 3Þ
ðk; lÞ between any zenith z2

kðk ¼ 1; . . .;WÞ in

zenith set Z2 and any zenith z3
l ðl ¼ 1; . . .;PÞ in adjacent zenith set Z3, because

for any zenith of z2
kðk ¼ 1; . . .;WÞ there always exists a certain zenith of z3

l ðl ¼
1; . . .;PÞ that is mathed with the zenith of z2

kðk ¼ 1; . . .;WÞ, therefore pð2; 3Þ
ðk; lÞ is

equal to the reciprocal of P�1 topological parameter of P, as illustrated in
Eq. (103.9) as follows:

pð2; 3Þ
ðk; lÞ ¼

1
P
¼ P�1 ð103:9Þ

In similar way, we get pð3; 4Þ
ðk; lÞ between any zenith z3

kðk ¼ 1; . . .;PÞ in zenith set

of Z3 and any zenith z4
l ðl ¼ 1; . . .;QÞ in adjacent zenith set of Z4, as illustrated in

Eq. (103.10) as follows:

pð3; 4Þ
ðk; lÞ ¼

1
Q
¼ Q�1 ð103:10Þ
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In our experiment, the topological parameters are chosen in two methods: one
method is to choose the number of switching planes larger than that of demultiplexor
and multiplexor, and the other is to choose less switching planes. The experiment for
the first method is conducted with MPMS parameter of MPMS (N = 8, W = 10,
P = 4, Q = 10), and the probability results are shown in Fig. 103.4. The experiment
of the second method is conducted with MPMS parameter of MPMS (N = 8, W = 6,
P = 10, Q = 6), and the probability results are shown in Fig. 103.5. From the
results shown in Figs. 103.4 and 103.5, the probabilities of p(1, 2), p(2, 3), p(3, 4),
p(4, 5) are quite stable with an deviation less than 2 %, much better than present
results [5, 8]. The results of our experiment are quite consistent with our probability
model of the MPMS packet switching fabric, which proves the correctness of our
probability model of the MPMS packet switching fabric.

103.5 Conclusion

The multiple-plane and multiple-stage packet switching fabric (MPMS) is a novel
and promising large-capacity scalable switching technology on the Internet and
future information network. In this paper, regarding to the current researching stage
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of lack of theoretical basis and mathematical model, researchers proposed a general
switching topological map and logical topology map (LMG) in MPMS packet
switching system, which laid the theoretical basis and mathematical model for the
research of topology and logical map of MPMS switching network. In addition, this
paper presents directed graph model (DGM) and probability model for the MPMS
packet switching fabric, which laid a preliminary theoretical basis for the further
study of probability analysis of the MPMS packet switching network. In simulation
experiments, the probabilities are quite stable in the MPMS probability model with a
deviation less than 2 %, which is much better than present results.
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Chapter 104
Virtual Reality Enhanced Rehabilitation
Training Robot for Early Spinal Cord
Injury

Yanzhao Chen, Yiqi Zhou, Xiangli Cheng and Zheng Wang

Abstract In order to compensate for the scarcity of currently available early
rehabilitation training means of spinal cord injury (SCI) patients, a method of early
spinal cord injury rehabilitation training based on virtual reality and robot is
pointed out through analysis of nervous system plasticity of patients. A rehabili-
tation robot system with eight degrees of freedom (DOF) is established, which is
based on a six DOF parallel platform. A virtual reality training scene is built. The
hardware and software environment of rehabilitation training is studied, mean-
while the match among the virtual reality scene, robot and muscle training in
patients is completed. And then, the relevant training mode is formulated. Finally,
the implementation of rehabilitation training program is designed. As a result, a
new rehabilitation training method for early patients with SCI is formed.

Keywords Robot � Virtual reality � Spinal cord injury � Rehabilitation training

104.1 Introduction

Spinal cord injury has a high incidence and most patients lose the ability of daily
life (ADL). The improvement of the SCI patient’s ADL by early rehabilitation
treatment is meaningful to reduce the burden of family and society. At present, the
rehabilitation training is considered to be a safe treatment to promote the neural
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plasticity after SCI, and is commonly used [1]. Early rehabilitation training in
promoting the regeneration and repair of the spinal cord circuitry is particularly
important [2].

The existing training methods by the rehabilitator also have some shortages.
Firstly, they depend on rehabilitator, that the training time, strength and accuracy
cannot be guaranteed. Secondly, the training process is always repeated, which is
usually boring. Therefore, there is an urgent need for new means of training to
promote early rehabilitation of patients with SCI. Robot-supported rehabilitation
training [3, 4] can provide precise and long-lasting controls and provide timely
feedback. Meanwhile, VR supported rehabilitation training can stimulate patients’
motive, providing immediate feedback, which is important on rehabilitation of the
nervous system [5], thus, becomes widely used in rehabilitation training [6].

There are several researches on VR enhanced rehabilitation training robot at
home and abroad such as Nam Gyun Kim.etc. researched and developed a VR
robot rehabilitation system of trunk balance [7], M. GIRONE.etc. developed an
ankle rehabilitation robot with VR system based on Stewart platform called
‘‘Rutgers Ankle’’ [3]. Jingyuan Huang of Tsinghua University studied and
developed a lower extremity movement rehabilitation system by virtual bicycle
riding [8]. These researches have made some progress in theory and practice,
however, the DOF of the existed robot is limited for patient training, and there are
few reports of VR based robot study for SCI patients’ early rehabilitation.

In order to repair the damaged neural pathways of SCI patients after spinal
shock and rebuild their motor function by muscle training, the paper studied and
implemented rehabilitation training robot hardware and software environment by
six-DOF parallel mechanism and VR technology, then, built communication and
coordination mechanism among muscles of patients, robot and VR scene.

104.2 System Framework

104.2.1 Nervous System Plasticity After SCI

In cases of spinal trauma, the nerve fiber bundles are especially devastating, it
results in pronounced and persistent sensorimotor dysfunctions for all body parts
below the lesion site. In case of spinal cord lesions, especially in incomplete case,
the nervous system will be spontaneous adaptation, and has potential to sponta-
neous functional recovery, which depends on the retain substance of nerve. Self-
healing ability of the central nervous system, known as plasticity [1] has great
significance to recovery of motor function. Long-term repeated muscle training of
patients will stimulate muscle activity. The sensory afferent feedback transmitted
by muscle continuously stimulates the spinal cord and forms afferent reflex [9],
then, restructuring of the brain and spinal cord circuits, which contributes to
recovery of walking after training.
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104.2.2 VR and Robot Based Rehabilitation Training System

Figure 104.1 shows the system framework we designed for rehabilitation training.
It contains two key parts, which are robot system and PC system.

Robot system consists of the robot body and its control system. The robot
control system is responsible for translating and transmitting the control infor-
mation from PC system to robot body for execution. The robot body provides
physical support to patients, as the implementing mechanism, to realize the
movement.

PC system consists of several servers and PCs. The servers are responsible for
scheduling and coordination of the devices throughout the environment, and act as
the carrier of a variety of services. PC for physician as a terminal equipment
provides interfaces between physician and the rehabilitation training system, in
which the rehabilitation software runs. Physician control the rehabilitation training
of patient by the rehabilitation software. PC for patient as another terminal
equipment provides the interface between patient and the entire rehabilitation
training system, on which the VR scene deployed, providing rehabilitation training
support for patients.

In the process of implementation of the rehabilitation training follows certain
rehabilitation training mode, physician monitors and controls the whole process
through rehabilitation training software running on PC for physician. The control
instructions of the physician is sent by PC to the server, on the one hand, the server
transmits control instruction to the robot system, after data processing by robot
control system the robot execute the movement; on the other hand, the server
communicates with the VR scene. The patient does training exercise with the robot
body driven and interacted with the visual scene by PC for patient.

104.2.3 Rehabilitation Training Method

Spinal nerve concludes cervical (C), thoracic (T), lumbar (L) and sacral segment
(S), different injury segments will affect different regions of the body. Our method
is to stimulate the central nervous system to repair of pathway by muscle training

Robot system

PC system

Robot body

Servers

Pc for physician

Pc for patient

Physician

Patient

Robot control system

Fig. 104.1 Framework of rehabilitation training system
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with the robot in VR environment according to the injury site. We established the
context with robot and VR technology and built the communication and coordi-
nation mechanism among muscle of patients, robot and VR scene. Early SCI
patients are mostly unable to stand. We choose trunk muscles such as rectus
abdominis and erector spinae, as well as lower limb muscle such as rectus femoris
and tibialis anterior as the target we will train.

Authors have designed two rehabilitation training modes. Firstly, set scheduled
trajectory and intensity for training without the detailed control by patients. Its aim
is to stimulate targeted muscle in single point and multi-points repeatedly. Single
point of stimulation by a single DOF of the robot platform movement can be fixed
to train some muscles, and other muscles may be trained less, while the multi-point
stimulation through the combined movement of robot may play a better effect.
Therefore, it is an aspect in this mode.

In another mode, the patient manipulates the visual reality scene to drive the
robot platform, which increases the randomness of movement, and overcomes the
monotonicity that may result in ‘‘learned disuse’’ [10] in first mode, meanwhile,
enhances the participation of patients.

104.3 Robot System

104.3.1 Robot Body

The robot body of rehabilitation training robot as Fig. 104.2 described can carry
out eight DOF of movement, which consists of two platform, one is trunk support
platform, and the other is lower limb motor-assisted platform, by which eight DOF
of movement can be achieved to meet the needs of multi-modal rehabilitation
training. The former is designed based on the six degrees of freedom parallel
platform with the features of compact, non-polluting, and high accuracy. It can do
six single DOF of movement, including yaw, pitch, roll, level, horizontal, vertical,
as well as multiple degrees of freedom of movement, and a seat is mounted on the
moving platform, providing support to the patient’s body weight. The latter con-
sists of two additional degrees of freedom series connecting to the main platform,
which can achieve two degrees of freedom movements, which are knee and ankle
rotation.

104.3.2 Robot Hardware Control System

The entire rehabilitation robot hardware control system (shown in Fig. 104.3) is
responsible for the communication between upper computer and lower computer,
which consists of control system hardware. It includes industrial computer system,
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servo driver, servo motor, some control buttons, status display interface and
control software.

When this system is running, the control information of upper computer is
transmitted to servo drivers by industrial computer system to drive the servo
motors. Meanwhile, the motion state data of electric cylinders is collected by
sensors attached in it, then, transmitted to industrial computer system, and even-
tually back to the control software in lower computer or software in the upper PC
systems after process.

Fig. 104.2 Rehabilitation
training robot body
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104.3.3 Robot Movement with Muscles Training

The robot designed above can achieve eight degrees of freedom movement, and we
establish the mapping from platform movement to muscle training according to the
relationship between muscle and movement as follows:

• Pitching motion: mainly training rectus abdominis;
• Roll motion: mainly training erector spinae;
• Rotation of the knee: mainly training rectus femoris;
• Rotation of the ankle: mainly training tibialis anterior.

The mapping above provides support for the rehabilitation training. Besides
these degrees of motion mentioned above, some motions may be limited to sim-
ulate certain muscle, such as yaw, however, they are also essential in maintaining
the continuity and integrity of action in the VR based rehabilitation training
environment.

104.4 PC System

PC system in this whole system works as upper computer system and is respon-
sible for the interaction between physician or patient and the robot system. In this
paper, we mainly discuss the software running on it.

104.4.1 Rehabilitation Training Software

The rehabilitation training software’s function is to control the rehabilitation
training process. It contains modules of the patient case database, VR scene,
training set and training control. VR scene is a key module of rehabilitation
training software, so we introduce it in this section.

This VR scene is the secondary development of an open source game based on
OpenGL. We chose a game about aircraft to construct VR training environment,
which can do multiple actions, such as forward flight, pitch, turning around,
accelerating, and decelerating. In addition, it can achieve a variety of effects, such
as lighting, environmental smoke and sound effects. Under certain modes of
training, after creating motion mapping between the aircraft and the robot platform
in the virtual scene, patient place himself in the virtual scene to gain the immersive
feeling, in order to enhance the effect of rehabilitation training.

Two interfaces are designed to support the interaction between visual reality
scene and robot system under rehabilitation training mode. One is to receive data
by visual reality scene for the first mode, and the other is to send data for the
second mode.
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104.4.2 Visual Reality Scene for Rehabilitation Training

The rehabilitation software communicates with the robot system through TCP/IP
protocol and Socket interface. Under the first rehabilitation training mode, the
course and trajectory of the movement is pre-defined in the software, and the
rehabilitation software sends the control information to the visual reality scene by
the first interface, meanwhile sends it to the robot system, and then realizes the
cooperative motion. Under the second rehabilitation training mode, the visual
reality scene sends the position and orientation data to the rehabilitation software
by interface two. After the data being processed, motion control of the robot is
completed.

We designed actions in visual reality and robot environment to training specific
muscles, some of them are shown as follows:

• Pitching motion of the robot that corresponding to dive and climb of the aircraft
in the virtual scene, which mainly trains rectus abdominis;

• Roll movement of the robot that corresponding to turning around of the aircraft
in the virtual scene, which mainly trains erector spinae;

• Knee joint rotation of the robot that corresponding to the flying height of the
aircraft in the virtual scene, which mainly trains rectus femoris;

• Ankle joint rotation of the robot which corresponds to the flying speed of the
aircraft in the virtual scene mainly trains tibialis anterior.

104.5 Process of Rehabilitation Training

During implementation of the rehabilitation training in the rehabilitation training
environment of SCI designed above, patients are sitting on the robot seat and
facing to the screen, in which the VR game is displaying. Physician initializes
related equipment, connects the hardware and software, selects and starts the VR
scene, and then selects the rehabilitation model based on the patient’s condition.
The patient interacts with the virtual scene by PC for patient, and the physician
monitors the training process in real-time, and makes timely adjustments when
need by PC for physician. After completion of a training cycle, training infor-
mation of the patient is recorded into the case database for analysis and sharing.
Physician evaluates the training according to the results, if it meets certain
requirements, then the training is finish. Otherwise, the physician adjusts the
training program, and continues the training of the next cycle. The process usually
repeats several times until it meets the rehabilitation requirements.
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104.6 Conclusion

The incidence rate of SCI is high, patients’ normal life is seriously affected, and
the treatment is expensive. Human and animal experiments show that patients with
SCI, especially in incomplete case, have multiple levels of plasticity in central
nervous system that rehabilitation training can contribute to this plasticity. In this
paper, after analysis of the rehabilitation training principle, researchers designed a
SCI rehabilitation robot hardware and software environment based on a six DOF
parallel platform and VR technology. They also formulated human muscle reha-
bilitation training mode, which provides a powerful tool and means of rehabili-
tation training for early incomplete SCI patients. The establishment of the
evaluation mechanism about the rehabilitation effect will be the further research
work.
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Chapter 105
Syntactic Rules of Spatial Relations
in Natural Language

Shaonan Zhu and Xueying Zhang

Abstract Spatial relations are the main part of geographical information in
natural language. Their extraction and semantic interpretation play a significant
role in bridging the gap between geographical information system and natural
language. Normally spatial relations are described with certain spatial terms and
syntactic rules in natural language. To overcome the disadvantage of manual
induction of syntactic rules, this paper proposes a new machine learning approach
based on a sequence alignment algorithm. Firstly, the description instances of
spatial relations in a large-scale annotated corpus are extracted and analyzed, and
the sequence alignment algorithm is used to calculate the pattern similarity
between instances of spatial relations. Then, the instances with high similarity are
generalized aspopularly used syntactic rules. Finally, these rules are used for
extraction spatial relations in a test data to evaluate their validation. The experi-
mental results indicate that the generalized rules can achieve better performance
than those rules induced according to occurrence frequency in the corpus.

Keywords GIS � Spatial relation � Sequence alignment � Syntactic pattern

105.1 Introduction

Spatial relations described with natural language are much more easily understood
than geographical information system, because human are used to representing
geographic space using natural language [1, 2]. Therefore, to understand and
analyze how people express spatial relations is a meaningful issue in geographical
information science [3]. National Geographic Information and Analysis Center
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(NCGIA) has implemented a study plan on spatial relations, since 1988. From the
perspective of linguistics, the description of spatial relations in natural language is
mainly dependent on spatial terms and syntactic structures [4, 5]. Spatial relations
terms reflect the state of geographical entities and spatial relations. Syntactic
structures delimit the semantic of spatial relations described in the specific prag-
matic. Although the spatial relation terms, syntax and semantics have strong
fuzziness and uncertainty, there still exist some typical syntactic structures, i.e.
Syntactic patterns. Therefore, the identification of syntactic patterns of spatial
relations is helpful for the understanding of spatial relations in natural language and
their usage in GIS query, spatial reasoning and geographic information retrieval.

The studies aiming at syntactic patterns mainly focus on the field of scene
reconstruction from natural language. The Words eye system using part of speech
tagging and syntactic analysis, on the basis of the initial annotation and analysis,
transforms syntactic parsing tree into a dependency structure, and expresses spatial
interdependent relationship between the spatial objects [6]. Reinberger extract the
spatial relations with the syntactic structure similar to ‘‘subject-verb-object’’ and
special field knowledge [7]. Le used syntactic patterns to extract place names and
spatial relations from text [8]. Liu expressed road path by NLRP syntactic patterns
[9]. Zhang investigated the spatial relation query with natural language, and
proposed analytical method [10]. Zhang used GATE (General Architecture for
Text Engineering) as the tool and summarized some syntactic rules to extract
spatial relations from the text [11]. In general, rule-based extraction of spatial
relations is a significant and reliable method, and the syntactic patterns about
spatial relations are manually summarized [12].

Corpus is the resource of linguistics research and information extraction.
Therefore, a large-scale annotated corpus will provide a new way to automatically
identify of syntactic patterns of spatial relations in text. A rule-based method to
extract spatial relations in text will be introduced. Firstly, this paper analyses the
instances from the corpus, uses the sequence alignment algorithm to calculate the
similarity between instances of spatial relations, builds the similarity matrix, group
instances of high similarity, generalized to generate the syntactic patterns of spatial
relations; and handles the text to feature sequences; at last, extract spatial relations
based on these syntactic patterns.

105.2 Extraction of Spatial Relations Using
Syntactic Patterns

In general, a description about the spatial relation is in a sentence or can be divided
into sentences, so the context of the description about spatial relation is discussed
in a sentence. The part of speech is the most basic language feature in the instance
of spatial relations. On the other hand, the vocabulary of spatial relations has a
strong indication about spatial relations. GNE (Geographic named entity), POS
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(part of speech), and the signal word which is in the vocabulary of spatial relations
can express natural language characteristics of the instance of spatial relations. The
first step to extract spatial relations is to transform the text to feature sequence
which contains three features (GNE, POS, the signal word).Conditional random
fields (CRFs) is a method which has be proved as an efficient way to get GNEs
from text in the field of natural language processing. Institute of Computing
Technology, Chinese Lexical Analysis System (ICTCLAS) is a useful tool to
generate POS in Chinese text, and correct rate is more than 97.58 %. So, this paper
uses CRFs and ICTCLAS. The signal words are from Corpus which has a large
number of spatial relations instances.

A spatial relation can be abstracted as a binary relation between the two geo-
graphical entities, has apparent target and reference. In structure, an instance must
contain two geographical entities with the order. This paper defines \left, GNE1,
middle, GNE2, right[as the structure of the instance. GNE1 and GNE2 mean the
target and reference in the instance of spatial relations (GNE: geographic named
entity). Left, middle, and right mean the context. Figure 105.1 expresses the
structural result of the instances of spatial relations. For example, ‘‘ALI Mountain
is in the east of Chiayi City’’ is an instance. After the annotation features are
extracted and structured, the final feature sequence is ‘‘\GNE[\V[\SIG-
NAL[\GNE[’’. If ‘‘\GNE[\V[\SIGNAL[\GNE[’’ is a syntactic pattern, a
spatial relation can be found: GNE1 is ‘‘ALI Mountain’’, GNE2 is ‘‘JIAYI City’’,
and the relation is ‘‘in the east of’’.

105.3 Syntactic Pattern Recognition

105.3.1 The Similarity Matrix for Instances of Spatial
Relations

In order to find the rules from spatial relations, the structure of the sentence which
describes spatial relations must be researched. The words in the instances can be
regarded as symbols. This paper uses sequence alignment algorithm which is
widely applied in the field of biology to compute the similarity. A major theme of
genomics is to compare DNA sequences and to find out the public part of the two
sequences [13]. Two ways are frequently used. The first one is local sequence
alignment, which gets the similarity from local information. Smith-Waterman
Algorithm is the classical algorithm. The other one is global sequence alignment,
and Needleman-Wunsch Algorithm is the typical algorithm (Fig. 105.2).

Fig. 105.1 The instance of
spatial relations
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This paper extends Needleman-Wunsch Algorithm to handle language unit in
the sequence. For example, there are two sequences: [GNE1] [V] [GNE] [GNE2]
and [GNE1] [V] [GNE2]. Firstly, two-dimensional table must be generated.
Secondly, two sequences with the same length can be built (Fig. 105.3).

Thirdly, the similarity between the sequences is quantified (see 105.1).

f xð Þ ¼ 1
n

X

n

i¼1

xi ð105:1Þ

If at the same position the language unit in the target sequence is the same with
the reference sequence, the value of xi is 1, and called one match. The similarity of
two sequences means the sum of xi divided by the length of the sequence. The
score of the example which is expressed in (Fig. 105.3) is 0.75.

Since the similarity should be computed between two instances, the matrix can
be built. The similarity matrix for instances of spatial relations show the similarity
of the whole sequence list. It is prepare for the generalization of syntactic patterns.

105.3.2 Generalization of Syntactic Patterns

The sequence can be considered as a syntactic pattern, but it has not a represen-
tative. In fact, the instances of spatial relations can be considered as a sample set,
then syntactic patterns are generalized according to the value of the similar-
ity matrix. The procedure is defined as follows:

• traverse the instances, and pick up the instance and the list which corresponds
the instance in the similarity matrix;

• get the most similar instances, the number of the instances is variable (1,2,…n);

Fig. 105.2 The process of sequence alignment

Fig. 105.3 The result of
sequence alignment

948 S. Zhu and X. Zhang



• generalize the instances from step two. If the result contains language feature,
go back to step two. Otherwise, go back to step one;

• loop until all the instances are traversed in step one.

The key point is how to define the generalization templates. When the two
sequences are compared, the same kind of feature will be retained. For example,
the target sequence is ‘‘\GNE1[\a/n/n/w/t/v/v/w/t/p[\GNE2[\n[’’, and
Table 105.1 shows the list which corresponds the instance in the similarity matrix.

The result of the above-mentioned is ‘‘\GNE[\n/w[\GNE[\n[’’,
‘‘\GNE[\GNE[\n[’’�

105.4 Experimental Evaluation

This paper used the annotated corpus called GeoCorpus. GeoCorpus got data from
encyclopedia of china which contains a full description of the geographic elements
of the administrative unit, mountains, rivers, hills, plateaus, plains, basins, etc.
This experiment selected 2,355 instances from GeoCorpus. After the instances
were structured and generalized, 5,295 syntactic patterns were obtained, and
someone repeated several times. Through statistical analysis, there were 996
syntactic patterns except the patterns were repeated. In 5,295 syntactic patterns,
there were 920 syntactic patterns which the number of repetitions is less than 10 as
Table 105.2 shows, while 50 syntactic patterns had the highest frequency
accounted for 70 % of the total.

Fifty syntactic patterns were used to extract spatial relations. GeoCorpus was
the test corpus as the data source. The experimental results showed that in Chinese
text, spatial relations usually appeared in a sentence; there was almost no qualifier
before the former GNE in the syntactic patterns. Some syntactic patterns were the
part of other syntactic patterns, and the shorter syntactic patterns were more useful.
As Table 105.2 shows, step one used the tradition syntactic patterns by manually
summarized, and step two was the result of this paper. The result was that the
accuracy was 0.758 and recall rate was 0.433. The accuracy and recalling both
increased. These Linguistic phenomena and rules helped to further understand
human cognition on spatial relations. Rule-based meant higher accuracy and rel-
atively low recall rate. The right syntactic patterns and rich signal words were the
pledge of recognition results (Table 105.3).

Table 105.1 The sample of
generalized syntactic patterns

Reference Template Similarity

\GNE1[\m/n/c/w[\GNE2[\n[ 0.71
\GNE1[\v/a/n/f/w/c/SIGNAL/w/v/s/w/f/v/w/

GNE/w/w[\GNE2[\n[
0.70

\GNE[\SIGNAL/m/n/c/w/w/w[\GNE[\n[ 0.70
\GNE[\GNE[\n[ 0.67
……
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105.5 Conclusion

Based on an annotation corpus, this paper proposes a machine learning approach to
get the syntactic patterns with the help of the similarity matrix by sequence
alignment algorithm. This method overcomes the shortcomings of manual
induction, and finds out hidden rules about spatial relations. The future research
should focus on how to extract the spatial relations in Chinese text by syntactic
patterns, and extend their usage in GIS natural language query.
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Chapter 106
An Improved Plagiarism Detection
Method: Model and Sample

Jing Fang and Yuanyuan Zhang

Abstract Cosine similarity measure is an efficient plagiarism detection algorithm
for documents. However, it may be misled if the document is not properly pre-
processed. Furthermore, the weight for the words in the document should depend
on its occurrence frequency in the whole digital library. Otherwise, cosine simi-
larity measure may not accurate enough. This paper aims to enhance the accuracy
of similarity measure. A preprocessing method and a model to adjust word’s
weight according to occurrence frequency are proposed in this paper. The paper
also develops a sample to illustrate how to preprocess documents, adjust the
weight for the words and calculate the similarity. The sample shows that it gets
better result after applying the model in this paper.

Keywords Plagiarism detection � Feature vector � Cosine

106.1 Introduction

With the booming development of information technology, most scientific papers
and other documents are preserved as digital copies besides hard copies. Thus it
becomes much easier to access these documents, and plagiarism happens more
frequently because it is easier to copy an existing document than before.

Many plagiarism detection algorithms and tools are developed to find out
documents which plagiarize other people’s work. A lot of tools compare the target
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suspicious document with documents in a library which contains millions of
documents. If the similarity of the suspicious document and a library document
exceeds a preset threshold, this document is assumed to plagiarize other document
in a big probability. Another type of algorithms needs no reference library and
detects plagiarism inside a single document. Linguistic models are used to find out
presentation style difference inside the document and this suggests plagiarism [1].
Some studies also abstract a document to feature vector space and calculate the
heterogeneity [2].

For the first kind of method mentioned previously, the key point is how to
measure the similarity. The original algorithms pick out plagiarism by string match
by comparing the text of two documents [3]. Some tools are based on such kind of
algorithm [4]. The limitation is that it can only find out texts which are exactly the
same and cannot handle text changes. An improved method is to calculate the
word frequency in the document and represent the document with a feature vector,
and then calculate the similarity by cosine similarity measure [5]. This method can
detect plagiarism when a plagiarizer just messes up the order of the words or
sentence, or just deletes or adds some unimportant words. These types of methods
can find out plagiarism more accurately. Some practical tools are constructed on
this method [6]. Another study topic named versioned document detection is
derived from this method to detect versioned document [7].

This paper improves cosine similarity measure by two aspects. The first one is
document preprocessing. Preprocessing is needed because a document may be
copied by just replacing words of similar meaning or modifying some auxiliary
words. After preprocessing, words with similar meaning will be grouped, and aux-
iliary will be removed from the feature vector. The second improvement is to adjust
the weight of words. If word A occurs frequently in the same type of documents of
the library, then it does not imply plagiarism even if the word occurs many times in
both of two documents. Otherwise, if word B occurs with low frequency in the
library and it occurs frequently in both of the two documents, then the probability
of plagiarism is much higher. Therefore, in the feature vector, the weight of word A
should be decreased and the weight of word B should be increased.

The left parts of this paper are organized as following. Section 106.2 will
introduce cosine similarity measure. Section 106.3 will discuss document pre-
processing. Section 106.4 will discuss how to adjust word weight. Section 106.5
will give a sample to illustrate the usage. Section 106.6 concludes the work of this
paper and future work.

Although the method is universal to all types of documents, this paper mainly
focuses on research papers on science and technology.

106.2 Cosine Similarity Measure

For the following triangle, cosine of A can be calculated as formula 106.1.
(Fig. 106.1)
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cosðAÞ ¼ ðb2 þ C2 � a2Þ=ð2 � b � cÞ ð106:1Þ

If b and c are understood as vectors, then the previous formula is equal to
formula 106.2.

cosðAÞ ¼\b; c [ =ðjbj � jcjÞ ð106:2Þ

In this formula, |b| and |c| is the length of vector b and c, \ b, c [ is the inner
product of vector b and c.

For n-dimensional vectors \ b1, b2… bn [ and \ c1, c2… cn [ , formula 106.2
can be generalized to formula 106.3.

cosðAÞ ¼ ðb1 � c1 þ b2 � c2 þ . . .þ bn � cnÞ=ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b2
1 þ b2

2 þ . . .þ b2
n

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c2
1 þ c2

2 þ . . .þ c2
n

q

Þ ð106:3Þ

As discussed in Sect. 106.1, a document will be abstracted as a vector. The
element of this vector is the occurrence number of all words in this document. For
document X and Y, they are expressed by two vectors, \ x1, x2… xn [ and \ y1,
y2… yn [ . Then the intersection angle of them is expressed as formula 106.4.

cosðAÞ ¼ ðx1 � y1 þ x2 � y2 þ . . .þ xn � ynÞ=ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
1 þ x2

2 þ . . .þ x2
n

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

y2
1 þ y2

2 þ . . .þ y2
n

q

Þ ð106:4Þ

When the cosine value is equals to 1, the intersection angle is zero, and the two
documents are totally the same. When the value is zero, the intersection angle is
90�, and the two documents are absolutely different.

106.3 Document Preprocessing

Before calculating the word number of a document to set up the feature vector, the
document should be preprocessed to decrease some noise introduced intentionally
by the document author.

Fig. 106.1 Triangle cosine
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106.3.1 Remove Words

In a document, especially research paper, noun, verb and adjective are meaningful
and not easy to replace. In some documents some other words such as qualifier or
numeral are also meaningful. It should be configurable to decide which kind of
words should take into account. In this section and the sample, noun, verb and
adjective are included. For other types of words, they can easily be added or
removed to add noise to avoid plagiarism detection. Therefore, these words are not
meaningful in plagiarism detection and should not be included in the feature
vector. So these words should be removed before counting word number.

106.3.2 Group Words

A sentence may be restructured to evade plagiarism detection. In this case, the
words are disordered and the tense of verbs will change. So, in plagiarism
detection, a verb with different tense should be grouped. Therefore, before
counting word number, all tense of verb should be replaced by the original tense.
For similar reason, plural noun should be replaced with singular form.

After preprocessing, it is ready to count the word number and get the feature
vector. For example, if there are two words and their occurrence number are 3 and
7, then the vector should be \ 3, 7 [ .

106.4 Adjust Weight

As mentioned in Sect. 106.1, if two words occur with different frequency in the
library, they should have different weight when calculating cosine similarity.

If a word occurs N times in the whole library, then the weight should be 1/N for
this word. If it occurs M time in a document, then the number in the vector should
be M/N. Therefore, if the words occurrence numbers in a document are M1, M2,
…, Mk, and their occurrence numbers in the library are N1, N2, …, Nk, then the
feature vector should be \ M1/N1, M2/N2, …, Mk/Nk [ .

106.5 Sample

This section illustrates the previous method by a sample. The following paragraph
A comes from a paper. Paragraph B is made from paragraph A to simulate pla-
giarism. Paragraph C expresses the same meaning as A, but it is written from
scratch and does not copy anything.
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Paragraph A:
‘‘B is a formal method for specifying, refining and implementing software. The

main idea of B is to start with a very abstract model of the system under devel-
opment and gradually add details by building a sequence of more concrete models.
A development process creates a number of proof obligations, which guarantee the
correctness. Proof obligations can then be proven by automatic or interactive tool.
The goal of B is to obtain a proved model.’’

Paragraph B:
‘‘B is a formal method to specify, refine and implement software. The goal of B

is to obtain a proved model. The idea of B is starting with an abstract model of a
system under development and gradually adding details by building a sequence of
more concrete models with obligations. This sentence is meaningless and just adds
noise. A lot of proof obligations, which can be proven by interactive or automatic
tool and can guarantee the correctness, compose the development process.’’

Paragraph C:
‘‘B is a method to develop correct software. Software is initially an abstract

specification of B, and then refined step by step to executable program. The
refinement steps are correct ensured by theorems and rules. If the initial specifi-
cation is correct, and the refinement steps are also correct, then the final program is
also correct.’’

106.5.1 Preprocessing

Using the rules of Sect. 106.3, the three paragraphs are processed and the following
are the results.

Paragraph A:
‘‘B formal method specify refine implement software main idea B start abstract

model system development add detail build sequence concrete model development
process create number proof obligation guarantee correctness Proof obligation
prove automatic interactive tool goal B obtain proved model.’’

Paragraph B:
‘‘B formal method specify refine implement software goal B obtain proved

model idea B start abstract model system development add detail build sequence
concrete model obligation sentence meaningless add noise proof obligation prove
interactive automatic tool guarantee correctness compose development process.’’

Paragraph C:
‘‘B method develop correct software Software abstract specification B refine

step step executable program refinement step correct ensure theorem rule initial
specification correct refinement step correct final program correct.’’
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106.5.2 Feature Vector

Based on the processed paragraphs, the words are count and the feature vectors are
calculated out. To make the three vectors have the same dimension, the corre-
sponding element will set as zero if a word does not exist in one paragraph. The
following vectors are of paragraph A, B and C.

Vector A:
\tool:1, detail:1, refinement:0, obligation:2, software:1, correct:0, initial:0,

compose:0, proved:1, final:0, prove:1, meaningless:0, theorem:0, automatic:1,
number:1, create:1, goal:1, concrete:1, obtain:1, system:1, formal:1, start:1,
program:0, specify:1, model:3, idea:1, development:2, B:3, executable:0, proof:2,
sentence:0, add:1, build:1, refine:1, interactive:1, rule:0, implement:1, develop:0,
correctness:1, ensure:0, abstract:1, main:1, noise:0, process:1, sequence:1,
specification:0, guarantee:1, method:1, step:0[

Vector B:
\tool:1, detail:1, refinement:0, obligation:2, software:1, correct:0, initial:0,

compose:1, proved:1, final:0, prove:1, meaningless:1, theorem:0, automatic:1,
number:0, create:0, goal:1, concrete:1, obtain:1, formal:1, system:1, start:1,
program:0, specify:1, idea:1, model:3, development:2, B:3, executable:0, proof:1,
sentence:1, add:2, build:1, refine:1, interactive:1, rule:0, implement:1, develop:0,
correctness:1, ensure:0, abstract:1, noise:1, main:0, process:1, sequence:1,
specification:0, guarantee:1, method:1, step:0[

Vector C:
\tool:0, detail:0, refinement:2, obligation:0, software:2, correct:5, initial:1,

compose:0, proved:0, final:1, prove:0, meaningless:0, theorem:1, automatic:0,
number:0, create:0, goal:0, concrete:0, obtain:0, system:0, formal:0, start:0,
program:2, specify:0, model:0, idea:0, development:0, B:2, executable:1, proof:0,
sentence:0, add:0, build:0, refine:1, interactive:0, rule:1, implement:0, develop:1,
correctness:0, ensure:1, abstract:1, main:0, noise:0, process:0, sequence:0,
specification:2, guarantee:0, method:1, step:4[

106.5.3 Cosine Value

By formula 106.4, cosine between vector A and B is 0.92 and between A and C
is 0.17.

106.5.4 Adjust Weight

The occurrence frequency of these words should be calculated for the whole digital
library. However, the author does not have such a library. Therefore, in this
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sample, some assumptions are set to demonstrate how frequency takes effect. Let’s
assume ‘‘B’’ occurs frequently in the library because it is a widely studied topic,
and assume ‘‘obligation’’ is less frequently present. If ‘‘B’’ occurs three times
frequently and ‘‘obligation’’ occurs 1/3 time compared with other words, the
weight of ‘‘B’’ should be 1/3, and the weight of ‘‘obligation’’ should be 3. Then the
vectors should be as following after adjusting the weight.

Vector A:
\tool:1, detail:1, refinement:0, obligation:6, software:1, correct:0, initial:0,

compose:0, proved:1, final:0, prove:1, meaningless:0, theorem:0, automatic:1,
number:1, create:1, goal:1, concrete:1, obtain:1, system:1, formal:1, start:1,
program:0, specify:1, model:3, idea:1, development:2, B:1, executable:0, proof:2,
sentence:0, add:1, build:1, refine:1, interactive:1, rule:0, implement:1, develop:0,
correctness:1, ensure:0, abstract:1, main:1, noise:0, process:1, sequence:1,
specification:0, guarantee:1, method:1, step:0[

Vector B:
\tool:1, detail:1, refinement:0, obligation:6, software:1, correct:0, initial:0,

compose:1, proved:1, final:0, prove:1, meaningless:1, theorem:0, automatic:1,
number:0, create:0, goal:1, concrete:1, obtain:1, formal:1, system:1, start:1,
program:0, specify:1, idea:1, model:3, development:2, B:1, executable:0, proof:1,
sentence:1, add:2, build:1, refine:1, interactive:1, rule:0, implement:1, develop:0,
correctness:1, ensure:0, abstract:1, noise:1, main:0, process:1, sequence:1,
specification:0, guarantee:1, method:1, step:0[

Vector C:
\tool:0, detail:0, refinement:2, obligation:0, software:2, correct:5, initial:1,

compose:0, proved:0, final:1, prove:0, meaningless:0, theorem:1, automatic:0,
number:0, create:0, goal:0, concrete:0, obtain:0, system:0, formal:0, start:0,
program:2, specify:0, model:0, idea:0, development:0, B:0.67, executable:1,
proof:0, sentence:0, add:0, build:0, refine:1, interactive:0, rule:1, implement:0,
develop:1, correctness:0, ensure:1, abstract:1, main:0, noise:0, process:0,
sequence:0, specification:2, guarantee:0, method:1, step:4[

106.5.5 Cosine Value

With the adjusted vector, cosine between vector A and B is 0.95 and between A
and C is 0.08. Compared with the original value 0.92 and 0.17, cosine between
vector A and B becomes larger and between A and C becomes smaller. This is
more accurate because B is copied from A, and C not.
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106.6 Conclusion

This paper improves cosine similarity measure algorithm in plagiarism detection
by two ways. One is to preprocess document before calculation. The second is to
adjust the weight of the words dependent on the occurrence frequency of the words
in the library. The sample proves this improvement is effective.

The future work includes how to preprocess documents more accurately in
specific fields. Another more practical work is to build the library and calculate the
occurrence frequency so that it is more accurate to adjust the word weight. The
threshold that warns plagiarism is also an important topic. The algorithm in this
paper only calculates the cosine value while cannot decide the occurrence of
plagiarism. It needs more practical training to determine such a threshold.
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Chapter 107
The Application of I/O Virtualization
Framework in TaiShan Nuclear
Power Plant

Kongtao Li, Yao Yu and Yi Luo

Abstract With the acceleration in the construction of TaiShan Nuclear Power
Plant, there is also a dramatic increase in related application systems, server and
storage amount. The traditional I/O framework can no longer meet the needs and it
frequently encounters such problems as the severe shortage of servers integrated
after virtualization, restrictions in Virtual Manufacturing (VM) performance, etc.,
which are the disadvantages of the stable operation of the production system.
Therefore, the I/O virtualization framework is based on cloud delivery concept
emerges, with simple and explicit topology, convenient deploy, bandwidth on
demand, high utilization rate and QoS guarantee. It can also boost the transmission
speed of data drastically and guarantee the stability in the operation of the nuclear
power production system.

Keywords I/O Virtualization framework � Storage server � Transmission bot-
tleneck � Stability

107.1 Introduction

TaiShan Nuclear Power Plant (TSNPP) is the third generation ERP pressurized
water reactor (PWR) nuclear power plant. Since server and storage are indispen-
sible components in the nuclear power production system. Fundamental platform
for server virtualization has already been deployed by TSNPP, which has
improved the utilization rate of resources. But with the deepening of virtualization
application, the I/O bottleneck problems become much more evident day by day,
and I/O virtualization turns to be the demanding improvement approach. The
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topological graph of both the server and storage physical structure in TSNPP is
shown in the following figure.

As shown in the Fig. 107.1, there are 46 PC servers, 2 sets of storage, a set of
tape library, 2 sets of blade servers, four fiber switches, covering such application
systems as safety, test and reserve, Portal, database, VPE/VPD/VPRM, etc. And
only parts of the links have been represented.

107.2 Current Situation

The server and storage in the data centre of TSNPP still connect to the website in
an old model about a decade ago in which the IT managers should employ sub-
stantial cables to connect the network card on the server and fibre card with
network switch and fibre switch. Therefore, there is a long-existing and complex
problem in management. The I/O framework lack of flexibility not only increases
the system cost and lowers the system deploying speed and virtualized bandwidth
stability, but also fails to respond to the ever-changing business demands. At
present, the virtualized basic cloud computing framework deployed by TSNPP
with blade server as well as the bandwidth of its key application system also come
to obvious bottleneck.

Since the VMware diagnostic tool is immature, there is a lack of popularity in
the current I/O of the server, and as a result it is difficult to locate and settle the
performance issues. Even though the managers have confirmed the root of the
bottleneck, it may be solved by purchasing more network cards or by employing

Fig. 107.1 The network structure of servers
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load balancing in VM. In face of bottleneck, the I/O connections of the server will
be increased by the IT managers to satisfy the demands for virtualization. The root
of the unsatisfactory in this method lies in that the virtualized users should deploy
6–16 I/O connections for each server, which not only increases the equipments and
consumables, but also needs larger server to insert more I/O card, thus there is a
drastic increase in the construction cost of the data canter, occupying space of the
equipment and energy consumption.

107.3 Xsigo Virtualized I/O Technology

In order to settle the restrictions from the traditional I/O framework, the manu-
facturer Xsigo [7] of the virtualized I/O has researched and developed a tech-
nology supporting 20/40 Gb Infiniband and 10 GB Ethernet, and meanwhile, it
also supports the X86 heterogeneous racks and blade servers from different
manufacturers, realizing any interconnections among the storages such as the
gigabit or ten thousand network, fibre, iSCSI (internet Small Computer System
Interface), etc. The Xsigo I/O Director has provided various technology innova-
tions for the overall virtualization of IT fundamental framework.

Dynamic allocation bandwidth: The 40 GB bandwidth of each serve can be
shared by the virtual machine dynamically. All the bandwidth can be allocated
dynamically to the network or storage channel according to the demands.

Resource isolation: It can distribute special vNIC connection for specific VM
and realize I/O isolation.

QoS guarantee: It should be guaranteed that the key applications can achieve
stable bandwidth through hardware-level electrical isolation. Even in case of fights
for resources, QoS can allocate guaranteed bandwidth resource to specific appli-
cation, thus expected application performance can be guaranteed. Throughput rate
is realized by hardware, controlled by custom setup by the user, it includes as
follows:

Committed Information Rate (CIR) ensures the smallest bandwidth.
Peak Information Rate (PIR) restricts the largest bandwidth consumed by the

sources.

107.4 Construction of I/O Virtualization Framework
for Data Center

107.4.1 Overall Frame

In the conception of I/O virtualization in TSNPP, the framework deployed is a
virtual application scenario of X86 rack server, blade server and Storage Area
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Network (SAN) [6], fibre network and ten thousand network switching. In this
framework, the key system equipment includes: two sets of IBM Blade Center E
IBM Blade Center H blade server, 46 X86 rack servers, two sets of IBM DS5300,
IBM DS4800 storage, a set of IBM TS3310 tape base and two SAN switches with
IBM B5K32 port and IBM B40 port for each. The new core equipment of the
server is VP780 of Xsigo (Table 107.1).

107.4.2 Configuration Scheme

The topology figure and configuration table above have the following advantages
in TSNPP.

Since TSNPP is in construction, the continuous increase of servers can add
server much more conveniently.

X 86 server greatly decrease the network connections, which saves a lot of
space and is convenient for management.

Configure InfiniBand switching module, replacing the transmission I/O of IP
network and SAN network. Therefore, the transmission speed can reach 40 GB
theoretically.

Several technologies such as the dynamic bandwidth allocation, resource iso-
lation, QoS guarantee (hardware-level electrical isolation) have been adopted,
which can improve the flexibility and controllability of the whole framework [1].

Optimize the backup [5] of the system framework, increase the backup network
bandwidth and speed, and shorten the backup time window for 4 times.

Set up speedy and isolated vMotion exclusive network, increase the transfer
speed of the virtualized platform, and decrease the setting up of separate server
network port of vMotion (Table 107.2).

From the comparison table above, it can be seen that the amount of I/O ports in
the framework have been reduced after the adoption of new technology, which
saves the port resource of the network/fibre switch, and doubles the transmission
bandwidth (Fig. 107.2).

107.4.3 Application Significance of I/O Virtualization
in TSNPP

107.4.3.1 Resource Integration and Sharing, Realization of A2A
Connection

Due to the fact that TSNPP is in construction stage, the server and storage [2]
equipment has involved several hardware server manufacturers, and virtualization
technology (VMware, HyperV, OVM, KVM, Xen and etc.). When the resource
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integration in the I/O virtualization platform is realized, it can provide A2A (Any
server to any network and storage) connection for the server and storage system [4]
of TSNPP. The realization of A2A connection can solve the inter-platform rapid
transmission in the nuclear power environment.

107.4.3.2 Fusion Environment for the Compatible Rack
and Blade Server

The conception of I/O virtualization has provided a unified I/O management for
the heterogeneous server [3] environment of TaiShan nuclear power data center,
which connects heterogeneous networks and storage resource of different types.
Especially the blade server with limited I/O extension ability, the I/O performance
dramatically limits the capability of the blade server to operate several virtual
machines on a single host computer.

107.4.3.3 Realizing the Fast Transfer of Server Failure
Without Re-Mapping or Re-Wiring

The virtual I/O provides important support for the fast transfer of server.

1. Disaster recovery: The I/O resource some site can be reset on another site
rapidly, increasing the switching speed.

2. Replacement of server: When one server breaks down, its complete I/O tem-
plate (including WWN and MAC address) can be transferred to another server.

3. Safety: In order to guarantee the security, each server can only allocate the
current connection needed. When there are changes in demand, there is no need
to enter into the data centre to alter the configurations.

Fig. 107.2 Logic diagram of the virtualized I/O is shown in the following figure
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107.4.3.4 Strengthening the I/O Security of the Virtual Computing
Environment for TSNPP

Through the electrical isolated virtual I/O framework, independent vNIC can be
allocated for the ESX server of the virtual machine, and connection to firewall
Demilitarized Zone (DMZ) can be added and removed in time so that the potential
safety hazard can be eliminated by controlling the risks. If there are more DMZ
connection demands, the connections to other ESX server could be set up at any
time. Such deployment is better to prevent the existing hidden danger in the
complex network environment of the contractor in TSNPP, to guarantee the
security of transmission among various applying servers, and to remarkably
enhance the safety performance.

107.4.3.5 Setting up Speedy and Isolated vMotion Exclusive Network
for TSNPP

1. Isolate the vMotion transmission from other transmission of the data centre, to
improve the safety.

2. Set up speedy network specialized in vMotion transmission, and improve the
performance and reliability of vMotion.

3. Control all the vjMotion transmission within Xsigo I/O Director, to reduce the
burden of LAN.

4. Lower the demand for expensive speedy network and server NIC.

107.4.3.6 Flexible VM Transfer during Service Period
without Reallocating Network and Storage Setting

In the current stage of TSNPP, due to the demand from construction and com-
missioning, the server will be transferred frequently, but the demand from security
will sometimes limit the using of vMotion. When transferring VM from one server
to another, the two servers should see the same network and storage synchro-
nously. Therefore, all the servers should be opened for visiting in the vMotion
collection, and such configuration cannot satisfy the security demands in some IT
environment. I/O virtual agency provides another choice so that the transfer of
virtual machine can be realized without opening visit. Through I/O transfer, a VM
can be hanged on one server, then recover on another server, and there is no need
to open storage of the two servers, which can be realized from three steps.

Hang the virtual machine on server A.
Transfer the application storage and network (vHBA and vNIC) to server B.
Recover virtual machine on server B.
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The realization of the simple process relies on that WWN keeps unchanged
during the vHBA transferring process. And then the target LUN and related par-
tition transfer with vHBA so that the server managers can restore the configuration
without any alteration and recover the virtual machine on a new server.

107.4.3.7 Lowering the Total Cost of I/O and Energy Consumption

I/O virtual technology has eliminated the limitations in the traditional I/O con-
nections so that the server can be widely deployed into the virtual environment. 32
full redundant vNIC ans 12 full redundant vHBA can be deployed on one server.
The simplification in the amount od server I/O card also means the decrease in
power consumption. The number of edge networks, fibre switches and cables also
decrease, and the server I/O equipment cost can be saved by 50–70 %, while the
energy consumption decreases by 35 %.

107.5 Conclusion

I/O virtualization framework in this paper solves the I/O bottleneck problems of
the server in TSNPP largely. Meanwhile, due to the unified framework employed,
there is no need to purchase various I/O boards for each platform server, which
greatly saves the cost in prophase investment. For various small-scale applications,
with the I/O virtualization, it will be convenient to transfer, backup and restore,
which guarantee the convenience in maintenance to the full. And it can adapt to
the fast-paced application changes during the period of construction.
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Chapter 108
Application of Virtual Reality Techniques
for Simulation in Nuclear Power Plant

Junjun Zhang and Xuan Zhang

Abstract Three-dimensional (3-D) virtual reality has proved to be an effective
and efficient training tool to impart plant knowledge. In order to enhance users’
understandings of the nuclear reactor principles, a virtual reality system based on
simulator has been developed to interface with the scenarios in nuclear power
plant (NPP). Physical characteristics are calculated by simulation codes, such as
pressure, temperature, flow and void. The simulator transmits physical charac-
teristics to virtual reality system for three dimension dynamic visualization of
these parameters. It is useful to help analyzers understand the conditions of nuclear
power plant. This paper introduces the basic concept, framework of the virtual
reality system and its functions.

Keywords: Nuclear power plant � Virtual reality � Simulator

108.1 Introduction

The safe and efficient operation of a nuclear power plant is highly dependent on the
knowledge and skills of operators. Training of operators at nuclear facilities is even
more necessary and important than at other facilities. It is significant to spend time
and resource on education and training at nuclear facilities [1]. Reactor simulator is a
key step towards enhancing the operator capability and significantly improving the
safety of the plant. However, the simulator normal indicators and graphical interface
may not provide sufficient information on the behavior of the power plant during the
accident conditions and it is not enough for researchers due to a lack of interactivity
[2–5]. In addition, the complexity of accident phenomenology, especially server
accident, makes the respective simulators development a very demanding task. On
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the purpose of solving these problems, a training paradigm based on virtual reality
can bring promise towards achieving the training goals.

With the development of computer technology, 3-D virtual reality has been
more mature and widespread used in diverse fields. It is also being studied and
used in many ways in nuclear fields. Nuclear radiation which does rates assessment
based on virtual reality has been researched by some groups [6]. Robert and Joseph
studied using 3-D visualization technology for training first responders to nuclear
facilities [7]. A group in Brazil took use of virtual reality for verification of the
human factor in nuclear facilities [8]. But these studies were limited to dose
management, maintenance management, etc. They did not involve application of
virtual reality to simulation NPP.

In this paper, we developed a virtual reality system based on simulator to
analyze complex nuclear reactor phenomena. Users can experience and emulate
the operational and emergency scenarios of NPP by interactive 3-D graphical
models of nuclear facilities.

108.2 Methodologies

108.2.1 Framework

The system was based on virtual reality engine and the code was written in C++
and Microsoft Foundation Class (MFC). The framework was shown in Fig. 108.1.

The framework is composed of four components, virtual scene, calculations
codes, and GUI and communication module. Virtual scene based on virtual reality
engine consists of two parts: geometry model and physical model. Geometry
model shows the structure of NPP, and physical model makes them truer. The
engine encloses some basic functions of managing the models. Calculations codes
were to simulate the conditions of NPP. GUI is an interface to the virtual scene.
Users can control and view the state of NPP. The communication module provided

Virtual Reality Engine

Geometry Model Physical Model

Graphical User Interface

Communication
Simulation 

Calculation Codes

Fig. 108.1 Framework
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mechanism of setting command and getting data among the other components.
More details were given as follows.

OpenSceneGraph, or OSG, for short, was chosen from the beginning as a virtual
reality engine. The OpenSceneGraph is an open source high performance 3D
graphics toolkit, used by application developers in fields such as visual simulation,
games, virtual reality, and scientific visualization and modeling. The Open-
SceneGraph is now well established as the world leading scene graph technology,
used widely in the space, scientific, oil-gas, games and virtual reality industries [9].

3D Max was used to create the geometry model, which described the important
components of nuclear power plant. Furthermore, we developed an interface which
can automatically convert the Computer- Aid-Design model from design data into
3D max model. Physical model provided the function of collision detection which
made virtual roaming available.

Calculation codes compute the physical data which were predefined by analyzers.
The computed result was transmitted to the virtual reality engine. So some physical
phenomena were dynamically shown according to parameters. The calculation
codes also accepted the commands from users for the purpose of controlling its run.
Graphical user interface (GUI) was to present the scene and physical parameter
values for users. The exchange data were performed by commutation model (shown
in Fig. 108.2), which is introduced in detail in next section.

108.2.2 Communication Model

The communication model is key model, which connects all components in the
system. The schema was shown in Fig. 108.2.

Dynamic link library is used to implement the communication model. It pro-
vides three options for various conditions. (a) Share memory: Shared memory is
the simplest and the fastest protocol to use and has no configurable settings.
Clients using the shared memory protocol can only connect to server instance
running on the same computer. (b) TCP/IP: TCP/IP is a common protocol widely
used over the Internet. It communicates across interconnected networks of com-
puters that have diverse hardware architectures and various operating systems.
Some calculation codes can only be run in Linux or UNIX operating system. So it
is the most useful protocol that is used in our system. (c) PIPE: For named pipes,

Server Client

Share Memory
TCP/IP PIPE

Fig. 108.2 Communication
schema
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network communications are typically more interactive. A peer does not send data
until another peer asks for it using a read command. A network read typically
involves a series of peek named pipes messages before it starts to read the data.
These can be very costly in a slow network and cause excessive network traffic,
which in turn affects other network clients [10].

In order to perform the communication between server and client, three main
processes have been created for this purpose, one process receives and transmits
the data calculated by simulator codes; another process publishes these data to
OSG; the third process can serve as an interface between these two processes. All
these processes can be run in one or more computers, and are accessible to each
other through a local network.

108.3 Main Functions

Fig. 108.3 shows the GUI of virtual reality system, it has three important functions.

108.3.1 Import 3D model

The system can import various 3D models such as .3ds,.max etc., it also can convert
CAD model into 3D model supported by the system. The CAD model involved
IGES\SAT sourced from ProE, CATIA, UG, etc. This function enables powerful
repair and simplification tools. The interactive repair feature assures that imported
geometries are correct for rendering. And, for purpose of cutting down on unnec-
essary details in CAD models, it can remove fillets, small components or parts.

Fig. 108.3 GUI of virtual
reality system
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108.3.2 Rendering Scene

This function deals with how to render models generated from Sect. 3.1 cited
before according to calculation results. A hierarchy graph of nodes was used to
represent the spatial layout of graphic and state objects. It encapsulates the lowest-
level graphics primitives and state combined to visualize primitive model. Object
traversal, transform, culling of the scene, level-of-detail management, and other
basic or advanced graphics characteristics [11] were provided to show the progress
of accident. Particle effect was used to simulation explosion.

108.3.3 Data Validation

The computed data from NPP simulator were huge, so it was difficult to have a
good command of it. This function provided a tool which can directly extract
meaningful data from the results. Furthermore, users can easily understand it by
2D curve, 3D surface, table, etc. Fig. 108.4 shows the curves of validation of
nuclear reactor power data between simulation and experimental design. The
maximum error between them is less then 3 %.

108.4 Applications

There were many components in nuclear power plant, it was difficult to 3-D
detailed visualize these components, and it was not necessary. In virtual reality

Fig. 108.4 Comparision curve of nuclear reactor power
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environments, it was important to visualize the physical phenomenon of simula-
tion of nuclear power plant. The first step was building virtual scenes of nuclear
power plant in our virtual reality system. It can be performed by importing the
CAD models from design data, and simplified some unnecessary details for ren-
dering efficiency. Based on these virtual reality models, some physical phenomena
which were driven by simulation codes can be shown, which can help the users
easily comprehend the process of nuclear plant power.

108.5 Conclusion

Virtual reality environment (advanced algorithms, graphics hardware, etc.) has
already been mature so that almost any single complex phenomenon could be
solved. Based on OSG, we developed the VR prototype system to help analyzers
understand the conditions of nuclear power plant. More functions are under
development. We hope that it is a powerful tool for comprehending complex
nuclear power plant phenomena in 3D environment in real time.
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Chapter 109
SCM-BSIM: A Non-Volatile Memory
Simulator Based on BOCHS

Guoliang Zhu, Kai Lu and Xu Li

Abstract New storage-class memory (SCM) technologies, such as phase-change
memory, are fast, non-volatile and byte-addressable. SCM provides a new realm
for researchers to boost the performance of system. But most of SCM devices are
not available on the market, which hindered further software research on lever-
aging the full feature of SCM. In this paper we design and implement a SCM
device simulator on BOCHS named SCM-BSIM. SCM-BSIM can mimic full
feature of SCM such as non-volatility and different access latency. Also it will
gather life span statistics during simulation to support endurance relevant research.
With a BOCHS-based interface, SCM-BSIM is easy to use.

Keywords Non-volatile � Endurance � Simulator

109.1 Introduction

Storage-class memory, which features non-volatility, low power consumption, fast
access time and high density, is becoming both a heated academic topic and a fierce
battlefield for storage industry. Although SCM is still under development, it is
predicted that in storage system that uses SCM as disk driver replacement, the
system will have random and sequential I/O performance that is orders of magnitude
better than traditional disk-based systems [1]. As a promising storage technology,
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SCM has opened a new realm for storage research. Researchers are working on
designing file system and hardware architecture that are specified around the
properties of SCM [2–4]. Programmers can design new data structure on SCM [5].

In academic field, software research and development efforts are underway
worldwide on SCM. Since some SCM devices are not available on the market,
researchers have to gain a more specific model of SCM so that they can better
leverage the performance of SCM.

However, nowadays there is no simulator that is capable of simulating the full
feature of SCM. In this paper, we present an architecture-level simulator named
SCM-BSIM which mimics the full properties of SCM device. SCM-BSIM is based
on BOCHS that includes a non-volatile component, a device component and an
endurance component. The non-volatile component simulates the non-volatile
feature of SCM. The device component simulates the read/write latency of SCM
devices as specified by users to mimic different devices. The endurance component
is designed to gather the memory access statistics. Researchers can leverage the
endurance component to develop new wear-leveling paradigm. SCM-BSIM also
includes a GUI which makes it easy to use.

109.2 Background

109.2.1 Storage-Class Memory

As a class of storage technologies that features non-volatility, low power con-
sumption, fast access time and high density, SCM not only complement the
existing memory and storage hierarchy but also reduce the distinctions between
memory and storage [1]. Currently, there is a fierce competition going on in the
industry of SCM storage between large manufacturers like IBM, Intel and Toshiba.
Phase Change RAM, NAND flash memory, Magnetic RAM and Magnetic
Racetrack are all promising candidates of SCM [6] (Table 109.1). But currently
some SCM products (such as Phase-Change RAM) are not available on the market.
Existing simulators for SCM devices are either at device-level or based on CACTI
and are not capable of providing the non-volatile feature of SCM [7]. Researchers
have to adopt DRAM to simulate PCM [2, 5].

109.2.2 Bochs

BOCHS is a highly portable open source IA-32 (986) PC emulator written in C++,
that runs on most popular platforms. It includes emulation of the Intel 986 CPU,
common I/O devices, and custom BIOS. BOCHS can be compiled to emulate
many different 986 CPUs, from early 386 to the most recent 986-64 Intel and
AMD processors which may even not have reached the market yet.
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BOCHS features portability. It runs on all the editions of Windows, Linux and
Mac OS, while VMware cannot run on Mac OS and Virtual PC is not available on
*BSD, BeOS and some editions of Windows.

BOCHS is written in high level language C++, thus making it easy to be
extended and tuned to provide more function. And BOCHS has become an in-
dispensible tool for debugging, so that programmer can perform security checks
and analysis on the guest code and can build powerful tool based on BOCHS [8].
Furthermore, BOCHS is capable of handling the difference as endian, register
width and address space sizes between the guest and the host.

These reasons make BOCHS a good platform to develop memory-relevant
software. Although BOCHS is a purely interpreted execution virtualization
product, research shows that BOCHS simulation boot time for Windows XP has
already fall to 81 s on Core 2 Duo [8]. Therefore we chose BOCHS to develop an
SCM simulator.

109.3 SCM-BSIM

To evaluate the emerging SCM and provide a better platform for developing
higher level software mechanism to manage SCM, we developed a tool, called
SCM-BSIM, which models SCM’s characteristics.

109.3.1 Architecture

The architecture of SCM is shown in Fig. 109.1. BOCHS is responsible for sim-
ulating the hardware of a computer which uses both DRAM and SCM in its
memory hierarchy. The non-volatile component is responsible for simulate the
non-volatility of SCM. The endurance component accounts the access to SCM and
the Device component provides different write and read delay of different SCM
devices as configured by the user of SCM-BSIM.

Table 109.1 Comparison of access latency and endurance (in number of overwrites) of current
and future dram, pcm, stt-ram, and flash memories. prospective characteristics are based on
demonstrated prototypes

Category Technology Memory characteristics

Read Write Endurance

Current memory DRAM 60 ns 60 ns [ 1016

Storage-class memory NAND Flash 25 ls 200–500 ls 104–105

PCM sample 115 ns 120 ls 106

PCM future 50–85 ns 150–1000 ns 108–1012

STT-RAM 6 ns 13 ns 1015
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109.3.2 Non-volatile Component

The non-volatile component is responsible (1) to manage virtual memory space for
SCM (2) to provide interfaces for applications to access SCM, and (3) to deal with
the BOCHS memory component to make SCM memory region non-volatile.

And we must guarantee that our simulator is capable of simulating SCM as
universal memory and our non-volatile component is safe.

Our discussion is based on the address translation scheme which is illustrated in
Fig. 109.2. SCM-BSIM operates between the guest OS’s address space and the
host PC’s address space.

To mimic SCM’s non-volatility, the first problem we have to address is that
BOCHS simulates all the hardware of 986 PC in DRAM memory of the host PC.
We have to make sure that the data of the address space of SCM is non-volatile. So
we dig into BOCHS’s memory component and find that BOCHS has two different
mechanisms for memory access. One is for prefetching instructions in CPU loop;
another is for the assembly instructions simulated by BOCHS. By tracing the
executions of these instructions we found that all writes fall to the same function
called writePhysicalPage. And all reads fall into readPhysicalPage. In these
functions BOCHS handles the logical address and perform the direct access to the
host memory. So we modified it to isolate SCM’s address space.

Fig. 109.1 The architecture
of SCM-BSIM

Fig. 109.2 The address
translation of SCM-BSIM
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To ensure our simulator is capable of simulating SCM as universal memory.
We will judge every access to the logical address space until the address range of
SCM is configured by user through the dialog we added to BOCHS interface.

To ensure the security of the non-volatile component, we have to guarantee the
atomicity of the flush operation. Here we have two options, either to insert the flush
operation into the CPU loop or to generate a synchronous event that will halt the
simulation. Firstly, we inserted the flush operation case judgment into the CPU loop,
it turned out to be a hazard to the performance since the CPU loop has taken around
50 % of the total execution time of BOCHS simulation [8]. Then we chose to
generate a synchronous BX_SYNC_EVT_MY_FLUSH event to stall the CPU loop.

At last, we incorporate them as a button into the BOCHS simulation GUI, so if
user want to test the non-volatility of our simulated SCM, it would be very con-
venient. Also, to further the research, we isolated the function of flushing and
restricted it in a function so that further researchers can just call the function.

109.3.3 Device Component

By now, there are a lot of technologies competing to be the most viable SCM, thus
the access latency are not identical. For some SCM devices, they still have long
write latency compared to the DRAM memory of the host PC.

In device component, we simulate variety of SCM devices by providing dif-
ferent memory access latency. To handle different latency, we have to modify the
memory access process of BOCHS. And since BOCHS handles read/write sym-
metrically so our discussion will focus on the write access here.

As mentioned before, BOCHS has two different mechanisms for memory
access. One is for prefetching instruction and another is for executing instructions.
According to the trace stack of BOCHS during simulation, we classified the
assembly language instruction simulated by BOCHS and found that there are two
different traces. The stack and data transfer instructions will call write_vir-
tual_word while the bit, arithmetic, I/O, logic, and shift instructions will call
write_rmw_virtual_word. As for the prefetching instruction mechanism, it will call
write_virtual_word. Finally, we found that both the two functions mentioned
above will fall to writePhysicalPage. In writePhysicalPage BOCHS will call
several micros to accomplish the data copy process as depicted in Fig. 109.2.

Since we have already got access to the whole address space of BOCHS, we can
catch every read/write access. Once the access latency is passed through by the
GUI of SCM-BSIM, we will watch every memory access and if access is within
the range of SCM. The access will be delayed.

Another issue we have to discuss here is the delay mechanism. Simply loop the
host CPU will cause other thread starving which will result to performance loss. So
we do a system call so that the host CPU will do a context switch which in turn solved
this case. And our Device component provides latency in unit of millisecond.
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109.3.4 Endurance Component

The endurance component is designed for endurance statistics gathering. To boost
the research on either wear-leveling algorithms [9] or lifetime-enhancing tech-
niques, the endurance component accounts access of SCM and gathers access
distribution statistics.

In order to gather the information of the SCM wear status, first we have to
discuss the granularity issue. Since some SCM devices are byte-addressable, we
tried to track access to every byte but it turned out to consume excess memory.

Then we decided to track memory access at block granularity. The logical
address space is divided into blocks. BOCHS will allocate memory in unit of block
at runtime. As depicted in Fig. 109.2, to copy data from and to the host memory, a
lot of micros are called, and along with the micros, the function
BX_MEM_C::get_vector is called to get the exact block number of the desired
data. So that can monitor the access of each block by keeping track of the calling
of this function. We also defined an array to store the exact access count. Since the
SCM address range will not be fixed until configured at runtime. The size of the
array is fixed to be the number of blocks.

109.3.5 Interface

With the purpose of making SCM-BSIM easy to use, we build the interface of
SCM-BSIM on BOCHS.

Similar to X-windows, BOCHS handles GUI with event mechanism, to handle
the non-volatile configure command. So we trigger a synchronous event so that we
can suspend the simulation of BOCHS. Then the callback FlushParamProc we
defined will pass the configured parameter to the SCM-BSIM’s non-volatile
component. The runtime interface of SCM-BSIM is shown in Fig. 109.3.

As is shown in Fig. 109.3, for Device Component, by clicking on the toolbar,
developer can specify the parameters. The read/write delay is designed for users to
specify the latency of different SCM devices. And the non-volatile address range is
the address range of SCM in the guest OS of BOCHS. When the configuration is
done, user can push the OK button. Then SCM-BSIM will start the simulation and
perform a flush immediately. Also in Fig. 109.3, for Endurance Component, we
added on the toolbar, developer can get the endurance statistics at runtime of the
simulation. If further more direct statistics is needed for developers, the developer
can refer to the array block access data we defined.
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109.4 Verfication

To verify the validity of SCM-BSIM, we write specified data to the memory in the
guest OS and check the consistency of the known data in the host file system. To
acquire the location of the data in the host file system, we use Mnemosyne [5].
Mnemosyne implemented a non-volatile programming interface and mapped the
virtual address to the physical address on SCM devices. By the map information
from Mnemosyne we can get the physical address on the simulated Linux, i.e. the
virtual address in BOCHS, so during the flush operation, we flush the respective
data to host file system. By checking the consistency of the data specified by us,
we can confirm the validation of our system.

109.5 Conclusion and Future Work

In this paper, we developed a SCM simulator called SCM-BSIM. By supporting
the non-volatility feature and different latency of SCM, SCM-BSIM helps eval-
uation and design exploration for architecture-level research on leveraging SCM
for better performance. Also, by collecting access statistics of SCM, SCM-BSIM
helps developing wear balancing strategies. In the future, we plan to build a device
parameter database that can be loaded at runtime to make SCM-BSIM easier to
use. By combining SCM-BSIM with other OS level support, we aim to provide
more simulation options for SCM-BSIM.
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Fig. 109.3 Configure interface of parameters in device component and the runtime endurance
stastics in Endurance Component
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Chapter 110
Model of Horizontal Technological
Alliance Based on Energy Efficiency

Chunxin Yu and Qing Zhan

Abstract According to the life cycle of technological alliance, a three-stage
model about energy efficiency of horizontal technological alliance is presented in
this paper. The influence of cooperative technology innovation on technological
alliance and the influence of operation mode of technological alliance on its energy
efficiency are discussed. The necessary conditions of improving energy efficiency
of technological alliance are proved by researching the relation between energy
efficiency of enterprise member and energy efficiency of echnological alliance.
And here are the conclusions: the ratio between differences of income and dif-
ferences of cost, the operation mode of technological alliance are important factors
for improving the member’s energy efficiency. Energy efficiency of technological
alliance decreases when member’s ratio between income increment and cost
increment is lower than energy efficiency of other members set. The result of it can
be applied to establish technological alliance of industrial groups in China.

Keywords Horizontal technological alliance � The energy efficiency � The
business model � Technological innovation

110.1 Introduction

The concept of the strategic alliance was firstly proposed by Hopland and Nigel
[1]. Strategy alliance is classified into vertical alliance and horizontal alliance by
Professor Michael E.Poter. In fact, more than 85 % of strategy alliances among
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enterprises are related to technological innovation activities. Therefore, the
strategic alliance is also more popularly known as technology alliance by some
foreign scholars [2].

After the twentieth century, in order to enhance the competition capacity of
China’s enterprises with foreign enterprises and improve the efficiency of inno-
vation, sharing the risk of innovation and interest, several Chinese enterprises
established a long-term and stable strategy alliance under the guidance of Chinese
government. Strategic alliance is mainly classified into technological research
cooperation alliance, industry chain cooperation alliance and technical standard
cooperative alliance [3], where technological research cooperative alliance is the
most common modes and its main purpose is to solve industrial generic technology
problem. This alliance mode is usual horizontal alliance, which is suitable for
technical innovation activities. From the standpoint of innovation theory, the
efficiency of technological research cooperation alliance is studied in this paper.
Based on the research results of this paper, enterprises can decide whether to
establish alliance or not.

In this paper, the energy efficiency of technological alliance is defined as the
ratio of actual income and cost [4–6]. By using notion of energy efficiency,
member can efficiently utilize their resources. Energy efficiency is not only used as
the basis of establishing technology alliance, but also convenient for comparing
when member face several investment chooses. Under the guidance of the gov-
ernment, the affect of the technological innovation to energy efficiency of tech-
nological alliance, the model of energy efficiency, sufficient condition of
improving energy efficiency and the correlation analysis between improvements of
energy efficiency of the technological alliance with other key factors are provided
in this paper. Result from this paper can be used to providing theoretical foun-
dation for establishing technological alliance.

110.2 Model of Energy Efficiency

Energy efficiency is defined as ratio of income and cost in this paper, i.e.
e ¼ Em=Ei. The life cycle of technological alliance is divided into three stages,
which is illustrated in Fig. 110.1. In the first stage, every member which prepares
to establish technological alliance respectively produce according to its own
maximum energy efficiency. After the technological alliance is established, the
process of technological innovation needs indeterminate time; new technology
isn’t applied into productions at this stage. Every member applies new technology
into its own production in the third stage. According to the contract, the enterprise
members produce in the second and third stage, their target is to maximize the
energy efficiency of the technological alliance. Based on their own interests, every
member produces according to actual market demand, because the constraint of
contract no longer exists after the third stage. The energy efficiency in the second
stage may be lower than the first stage; this result is from the enterprise’s
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compromise to achieve higher energy efficiency in the third stage, better tech-
nology platform and higher competitive ability (Fig. 110.1).

There are three roles: members of technological alliance g 2 U, Chinese gov-
ernment C and competition enterprise D, where U ¼ 1; 2; . . .nf g is set of member
of technological alliance, V ¼ U � gf g is subset after removing g from U. Tech-
nological alliance is established under the guidance of C. To decrease the
dependence of D’s production, according to industrial development strategy
planning of a country or an area, C formulates several preferential policies.

Let Emg and Em ¼
P

g
Emg are respectively the actual income of g and techno-

logical alliance; Eig and Ei ¼
P

g
Eig are respectively the actual cost of g and

technological alliance; eg and e are respectively the energy efficiency of g and
technological alliance. The target of establishing technological alliance is maxi-
mization of the energy efficiency of technological alliance about member’s yield
vector q ¼ q1; q2; . . .; qnð Þ in the whole innovation cycle, as shown in Eq. (110.1),

e ¼ Em qð Þ
Ei qð Þ ð110:1Þ

where qg ¼ Dg pg

ffi �

is g’s the market demand function when it has average tech-
nology content, pg is price of g’s production.

In order to explain our model and application environment, several hypothesis
are made as following.

Hypothesis 1. The market demand function of g’s production is only affected by
relative average technology content of similar industry production.

Let Tk
g is impact factor of technology content, where k denotes the stage. k Tk

g

� �

is impact factor function and it is an increasing function, where k 1ð Þ ¼ 1. Market

demand of g’s production is k Tk
g

� �

qg and g arranges production according to this

market demand. Let Cg qg

ffi �

is the transaction cost function.
Hypothesis 2. There are only one production using innovation technology in

g. The raw material and production price are known to every member of tech-
nological alliance.

oligopoly 

Technology level weak

members

The first stage

to next life cycle 

technology 
innovation

establish 
alliance

alliance 
rescission

The second stage The third stage

Fig. 110.1 The life cycle of technological alliance
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Let si; pIi; i ¼ 1; 2; . . .;Ng are respectively quantity and unit price of raw
material for a g’s production. Let Rg is g’s the technological innovation cost.

Hypothesis 3. Period of validity of innovation technology is limited. Increment
of income (result of use the innovation technology) would decline over time.

Hypothesis 4. The total demand of market, the unit price of raw material and
unit demand quantity are invariant in the whole life cycle of technology alliance.

110.3 The Effect of Technological Innovation to Energy
Efficiency of Horizontal Technological Alliance

From the hypothesis above, in the first stage according to maximizing its own

energy efficiency, e �g ¼ max e g ¼ E1
mg q�g

� �

=E1
ig q�g

� �

denotes g’s energy effi-

ciency, where q�g is g’s optimal production and x�g ¼ k Tg

ffi �

qg is the actual pro-

duction in this stage. E1
mg ¼ p q1

g

� �

k T1
g

� �

q1
g and E1

ig ¼ Cg q1
g

� �

þ
P

Ng

i¼1
sipIi

 !

k T1
g

� �

q1
g are respectively g’s income and cost in the first stage, its feasible domain

is qg� 0; g 2 U;
P

g
qg [ 0.

In the second stage, the operation mode of technological alliance can be divided
into 2 types according to the position of members in the market. In the following
discussion, the second superscript denotes operation modes, for example, E2;1

m is
the actual income of the first operation mode in the second stage. According to its
operation mode, the actual income and cost of the technological alliance are
analyzing as following.

(1) The technological alliance increases market share by lowering price and
enlarging yield. This mode is suitable for situations that the technological level
of technological alliance is weaker than D. One of the targets of technological
alliance is competing with D. The income and cost of technological alliance is
formulated in Eqs. (110.2) and (110.3).

E2;1
mg ¼ p q2

g

� �

þ Dp2
g

� �

k T2
g

� �

q2
g þ Dq2

g

� �

ð110:2Þ

E2;1
ig ¼ Cg q2

g

� �

þ
X

Ng

i¼1

sipIi

 !

k T2
g

� �

q2
g þ Dq2

g

� �

þMg ð110:3Þ

where Dq2
g [ 0 is variation in product, Dp2

g\0 is variation in price, Mg [ 0 is the
net cost of merger and acquisition. Compared with g’s income and cost in first
stage, the increment of g’s income and cost are separately DE2;1

mg ¼ E2;1
mg � E1

mg and

DE2;1
ig ¼ E2;1

ig � E1
ig.
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(2) Based on Cournot’s oligopoly model, after establishing the horizontal
technological alliance, the market monopoly power would be enlarged and the
unit price of production would be increased [7]. Let Dp2

g [ 0 is the price
increment of g’s production. The memberg’s actual income and cost are

separately E2;2
mg ¼ p q2

g

� �

þ Dp2
g

� �

k T2
g

� �

q2
g and E2;2

ig ¼ Cg q2
g

� �

þ
P

Ng

i¼1
sipIi

 !

k T2
g

� �

q2
g þMg. Compared with g’s income and cost in first stage, the incre-

ment of g’s income and cost are separately DE2;2
mg ¼ E2;2

mg � E1
mg and

DE2;2
ig ¼ E2;2

ig � E1
ig.

E2;2
mg and E2;2

ig are special case of Eqs. (110.2) and (110.3), so the formulations of
two operation models can be represent by same equations, but their feasible
domains are difference. If the operation model is the first model in the second
stage, then Dp2

g\0; Dq2
g [ 0; else Dq2

g ¼ 0; Dp2
g [ 0:

The technological levels don’t change in the second stage, i.e., T2
a ¼ T1

a ; T2
b ¼

T1
b : After applying the new technology, the technology content in the third stage is

T3
g ; T3

g [ T2
g ¼ T1

g : Otherwise, the member g would not invest in technological
innovation. In general, because of market share, the market demand in previous
stage is greater than or equal to it in third stage. The market demand in third stage
would be decreasing from hypothesis 3. To simplify the problem, suppose the
model is linear. So the actual market demand in the third stage is sum of market
demand and half of the maximum of demand increment, where market demand is
determined by pure technology level.

E3
mg ¼ p q3

g

� �

þ Dp3
g

� �

k T3
g

� �

q3
g þ

Dq2
g

2

� �

is g’s actual income and E3
ig ¼

Cg q3
g

� �

þ
P

Ng

i¼1
sipIi

 !

k T3
g

� �

q3
g þ

Dq2
g

2

� �

is g’s actual cost.

In general, after the new technologies are applied, the technological alliance
would be in monopoly stage, so the unit price of their production in this stage will
be higher than the previous. Dp3

g� 0 denotes price increment in the third stage. In

the third stage, the increment of g’s income and cost are separately DE3
mg ¼

E3
mg � E2

mg and DE3
ig ¼ E3

ig � E2
ig.

After the expiration of contract, members of technological alliance go back to
stage of free competition. Every member of technological alliance would maxi-
mize own energy efficiency according to the market demand. Entering the next life
cycle of alliance, technological impact factor is T1þ

g ¼ T3
g , where the superscript

1+ denotes the first stage of the next life cycle. DE1þ
mg ¼ E1þ

mg � E3
mg and DE1þ

ig ¼
E1þ

ig � E3
ig are separately the increment of the first stage of the current life cycle

with the third stage of the previous life cycle of g’s income and cost, where
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E1þ
mg ¼ p q1þ

g

� �

k T3
g

� �

q1þ
g and E1þ

ig ¼ Cg q1þ
g

� �

þ
P

Ng

i¼1
sipIi

 !

k T3
g

� �

q1þ
g : In the

whole alliance life cycle, the increment of g’s income and cost are formulated in
Eqs. (110.4) and (110.5).

DE1
mg ¼ DE2

mg þ DE3
mg þ DE1þ

mg ¼ p q1þ
g

� �

k T3
g

� �

q1þ
g � p q1

g

� �

k T1
g

� �

q1
g ð110:4Þ

DE1
ig ¼ DE2

ig þ DE3
ig þ DE1þ

ig ¼ E1þ
ig � E1

ig

¼ Cg q1þ
g

� �

� Cg q1
g

� �

þ
X

Ng

i¼1

sipIi

 !

k T3
g

� �

q1þ
g � k T1

g

� �

q1
g

� �� � ð110:5Þ

According to maximizing the energy efficiency of the alliance, each member
of alliance would yield. Because interest subject is inconsistent, every member of
the alliance hopes that own energy efficiency can be improved; else the techno-
logical alliance would not be established. So we have Hypothesis 5.

Hypothesis 5. ðq�1; q�2; . . .; q�nÞ is the optimal point of maximizing Eq. (110.1); at
this point, the ratio of increment of income-cost is greater than energy efficiency,

that is,
DE�mg

DE�ig
[ E�mg

E�ig
; g 2 U where DE�mg ¼ E1þ

mg � E1
mg; DE�ig ¼ E1þ

ig � E1
ig are

respectively the increment of actual income and cost after g applies new
technology.

Theorem 1 if Hypothesis 1 and 5 hold true, and the energy efficiency of member
g’s increased investment is greater other member h’s energy efficiency, that is,
DE�mgE�ih [ E�mhDE�ig; g 6¼ h, then the technological innovation strictly improves
energy efficiency of the technology alliance.

Proof from the conditions of Theorem 1, Eq. (110.6) can be proved.
X

g;h;g6¼h

E�ihDE�mg [
X

g;h;g 6¼h

E�mhDE�ig; 8g; h 2 U ð110:6Þ

Equation (110.7) holds true because of Hypothesis 5.
X

g2U

E�igDE�mg [
X

g2U

E�mgDE�ig ð110:7Þ

By adding Eqs. (110.6), (110.7), and (110.8) is obtained.
X

g2U

X

h2U

E�ihDE�mg [
X

g2U

X

h2U

E�mhDE�ig ð110:8Þ

Since DE�m ¼
P

g
DE�mg ¼

P

g
E1þ

mg � E1
mg; DE�i ¼

P

g
DE�ig ¼

P

g
E1þ

ig � E1
ig and

Eqs. (110.8), (110.9) is obtained.
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DE�m þ E�m
DE�i þ E�i

[
E�m
E�i

ð110:9Þ

Eq. (110.10) is obtained by Eq. (110.9).

E1þ
m

E1þ
i

[
E�m
E�i
¼ max

qg � 0;
P

g

qg [ 0

Em

Ei

; g 2 U ð110:10Þ

110.4 Conclusion

Under the guidance of C, the problem of several domestic enterprises that yield
similar production and establish the horizontal technological alliance is discussed
in this paper. The life cycle of alliance is divided into three stages and the energy
efficiency in every stage is formulated. From the perspective of the whole life
cycle, improvements of g’s energy efficiency are closely related with the ratio
between differences of income and differences of cost in the first stage of the
adjacent life cycle and the operation mode in the second stage of alliance. Only
from the perspective of energy efficiency, efficiency of the first model is lower than
the second model’s. According to Chinese actual situation, the feasibility of the
first operation model in the second stage can be drawn.

E�igDE�mg [ E�mgDE�ig holds true in Hypothesis 5. If DE�mE�i \DE�i E�m is derived
from DE�mg

P

g6¼h
E�ih\

P

g6¼h
E�mhDE�ig, then energy efficiency of alliance decreases. This

result comes from the fact that the memberg’s ratio of income increment and cost
increment is lower than energy efficiency of subset V.

The total market demand is invariant from hypothesis 4. Because of the pro-
duction commonness of technological alliance, the increasing of g’s yield impacts
to other member h’s market share. The potential competitions among members
lead to instability of the horizontal technological alliance increases. The member
g obtained its interest from the technological alliance at the cost of its long-item
interest obtained when g isn’t in innovation. Under the guidance of C, if the former
is greater than the latter, then g selects the former, because the former is more
attractive than the later. Purchase discount of raw material, accelerating up the
process of technological innovation and shortening the third stage of technological
alliance are all methods that can make g more favour of innovation and improving
the stability of the horizontal technological alliance.
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Chapter 111
Evaluating Life-Cycle Matrix Model
for Mobile Social Network

Guo-feng Zhao, Bing Li, Juan Wang and Hong Tang

Abstract Most of Mobile Social Network (MSN) sites may go through a process
from emergence to disappearance, and have their own life-cycle in the market. To
evaluate the life-cycle of MSN, a life-cycle model with four growth stages for
MSN was proposed on the basis of BCG-like matrix in this article. Instead of
employing the traditional market shares and growth rates, model in this paper is
innovative for consulting two parameters which can be easily and rapidly derived
from MSN user behavior pattern. Therefore, it provides a simple but effective way
to identify which life-cycle stage an MSN could be, and helps choose prospective
market stars for commercial purpose. Based on real click-stream data set collected
from a Mobile Telecom Carrier in Chongqing, the authors evaluate the model and
show the performance analyses.

Keywords Mobile social network � Life-cycle � BCG matrix � User behavior
pattern

111.1 Introduction

Human, plant, animal, and other organisms all have their own life-cycle process in
the nature. Therefore, we argue that Mobile social network site (MSNS) which is a
special kind of products, would have its own life-cycle process in nature. During
past several years, a flock of MSNSs sprouted up. However, most of them vanished
with a relative transient life process from birth to death. Can we find a simple but
effective way to analyze and to select some future market stars from these MSNSs
for commercial purpose?
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BCG matrix is perhaps the most renowned and widely used portfolio analysis
method which is generally used in the case of business portfolio analysis based on
the combination of two dimensions: business growth and market share. Although
the BCG matrix method has little theoretical support and cannot give precise
decision on which stage a market competitor could be in, it provides a helicopter
view and may lead managers to make decisions that are less irrational than those
they make when using unaided judgment [1]. The method is used as an analytical
tool in many fields: brand marketing, service quality management [2], petro-
chemical strategic management [3], sensor technologies [4], etc.

In recent years, many researchers have concentrated on mobile social network
(MSN). However, research on life-cycle of MSN is little. Our work was innova-
tive: Based on BCG-like matrix, a simple but effective method was creatively
proposed. It can identify which life-cycle stage an MSNS could be in and help
choose better investment targets in the market. To evaluate our model, a week’s
user click-stream data from a WAP gateway of a Mobile Telecom Carrier in
Chongqing Province was collected, and it showed the results of life-cycle stages of
some popular MSNSs in China.

111.2 User Behavior Pattern on MSNS

Before building up the model to portray life-cycle of MSNS, a user’s behavior
pattern on Mobile Social Network will be presented. The user’s behavior pattern is
to profile how users accessing to the MSNS server, describes the interactions
between the MSNS content server and its users from the angle of server view. As
shown in Fig. 111.1, the user’s behavior pattern has two layers: session level and
transaction level.

• Session level

A session is a procedure that a user logins an MSN and launches browsing; then
issues a series of accessing requests; and finally logs out or leaves [5]. A session is
composed of several requests in time sequence generated by a user when accessing
to MSNS server. Session duration refers to the time span between the first and the
last request in a session.

Requests

Session-
Level

Transaction-
Level

Inter -request

Sessions

Session

Inter -session

Fig. 111.1 User behavior pattern on MSNS
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From the perspective of website server, inter-session refers to the time span
between two successive sessions arrivals though the two sessions may belong to
different users because sessions from different users may overlap in time axis. As
is mentioned in [6], shorter average inter-session (AIS) reflects that the content
server is more active. Generally speaking, the more users are attracted by the
MSNS server, the more active the server is. Therefore, shorter AIS implicate more
users an MSNS possessed.

• Transaction level

A transaction process consists of several successive requests in a session.
Similar to inter-session, inter-request refers to the time span between two suc-
cessive requests during a session. The shorter average inter-request (AIR) impli-
cates the users are more active, when they are conducting in their sessions [6]. In
other words, the shorter AIR indicates the users have more interest in the content
which provided by the MSNS; moreover, content is king in Internet world.

In next Section, a life-cycle model of MSNS based on AIS and AIR will be
introduced.

111.3 Life-cycle Model of MSNS

As shown in Fig. 111.2, the life-cycle process of an MSNS can be classified into 4
different stages: Infancy, Adolescence, Adulthood and Aging, while each stage
represents a different profile of risk and return.

Infancy. This stage starts with the release of an MSNS in Mobile Internet
market and hopefully ends with stepping into its adolescence. It is characterized by
the uncertainty of the acceptance. In most cases, there is well prospective growing
market share, but the market share is still small.

InfancyAdolescence

Adulthood Aging

=0.2

=1

High

High

Relative competitive position
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Fig. 111.2 BCG-like matrix
model
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Adolescence. Adolescence is the best stage of the life-cycle: good perspectives
about the market share growth. Although it requires a great effort for supplying the
greedy need of investment, providers would be rewarded by the coming benefits.

Adulthood. In adulthood stage, there is less prospective market share growth;
however, there are much more benefits than costs, because by then the MSNS is
getting its high benefits ratio. Therefore, more actions should be taken to prolong
the period of this stage.

Aging. In this stage, an MSNS should be merged to a new one or be abandoned
because it leads to great costs and less benefits.

Basically, the BCG matrix was constructed based on market share and market
growth. However, the use of the BCG matrix is often inhibited by difficulties in
measurement of market growth rates and relative market shares. Nowadays, due to
the immature development in the MSNS market, it is hard to get the market share
and the market growth rate for an MSNS by normal market investigation means.
As our model shown in Fig. 111.2, we employ relative competitive position c
(competitive position relative to that of its largest competitor) to represent the
market attractiveness, and comparative competitive strength k (competitive
strength relative to the average of all competitors) to reveal the compete-ability of
an MSNS within the market.

In the business or product market, the annual market growth rate of a brand
above 10 % (absolute value) is considered high, so the cut-off point on vertical
axis is usually chosen as 0.1; and the threshold on horizontal axis is experientially
set to 0.2 in many works. However, in our model, the parameter k means a relative
ratio to the average, and its value above 1.0 indicates a stronger compete-ability
than that of most MSNSs in the market. Therefore, 1.0 (the average compete-
ability) is chosen as the cut-off point on vertical axis and 0.2 as that on horizontal
axis as previous works did.

Then we present how to obtain the two parameters, i.e. k and c. As described in
Sect. 111.2, AIS and AIR are respectively close related to the activeness of the
MSNS server and interestingness of users for the content on the MSNS server.
Considering the negative correlation between AIS and server activeness which
means the shorter AIS is, the more active a content server is and more users may a
MSNS possess. While the competitive position of a MSNS is positively correlated
with the number of users it had, so we argue that the AIS can mirror the com-
petitive position of a MSNS quite well.

Similarly, there exists a negative correlation between AIR and users’ interest-
ingness. When users are conducting in their accessing sessions, shorter AIR
indicates that the users are more active and the contents on the MSNS server are
more attractive that implies the MSNS may have stronger competitive strength.
Therefore, the AIR can mirror the competitive strength of an MSNS.

Assume that any one MSNS within an observation period T, it has received N
sessions. Suppose ith session arrived at time ti, then the inter-session between ith
session and (i ? 1)th session is ti ? 1 – ti. The AIS within period T for the MSNS
can be written as
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ts ¼

P

i¼N�1

i¼1
ðti þ 1� tiÞ

N � 1
ð111:1Þ

Similarly, assume that in session si, it had Mi requests and the jth request
arrived at time tj, so the AIR for all N sessions within period T for the MSNS can
be written as

tq ¼

P

i¼N

i¼1

P

j¼Mi�1

j¼1
ðti

j þ 1� ti
jÞ

P

i¼N

i¼1
Mi � 1

ð111:2Þ

Hence, two parameters a ¼ 3600=ts and b ¼ 3600=tq is obtained. Parameter a is
the average number of sessions per hour arrived at an MSNS server during period T,
and b is the per hour average number of requests within a session. In our notations, we
denote by ai the competitive position and by bi the competitive strength of the ith
MSNS respectively.

Therefore, the other two parameters, i.e. k and c, can be obtained by following
formulas.

ci ¼ ai=maxða1a2; � � � aNÞ ð111:3Þ

ki ¼ bi � N=
X

N

j¼1

bj ð111:4Þ

For the ith MSNS, ci denotes its relative competitive position which means its
competitive position relative to that of the market leader (whose c = 1). Also, in
Eq. (111.4), ki denotes its comparative competitive strength which means its
competitive strength relative to the average while the average indicates k = 1.

111.4 Evaluation

111.4.1 Dataset Description

Our raw data was collected from a WAP gateway of one main Mobile Telecom
Carriers in Chongqing Province, where more than 30 million people dwell, for a
week from Apr. 5, 2010 to Apr. 11, 2010. Before a user can access MSNS server,
his/her mobile device must connect to the WAP gateway first through the wireless
cellular network. Moreover, all requests and responses between the MSNS server
and its users are transferred and logged by the WAP gateway. Additionally, the
gateway dynamically assigns client IP address for each connection.
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The log file collected has a total size of 130 GB and contains 17,316,616
records of 80,690 individual users. An record includes the information of Time,
Calling Number, Client IP Address, User Agent, URL, Content Type, Domain, In-
Status, Uplink, Downlink length, etc. Therefore, the new session will be identified
by the change of client IP address while the user discriminated by the calling
number. Together with other items, e.g. URL, users’ requests can be resolved.

In China, the records of several sample MSNSs was extracted, for example,
Qzone, kaixin001, 51, and renren. The detailed statistics for these MSNSs is shown
in Table 111.1. From the viewpoint of individual users having accessed in the
week, Qzone had the majorities of users, and 51 had a little. renren had more users
than those of kaixin001. Therefore, it may conclude that renren would be the
possible future market star compared to kaixin001. However, we wonder if that
would be true.

111.4.2 Performance Evaluation

Based on the dataset, for each sample MSNS, (1) with observation period
T = 1 week, first we computed AIS and AIR; (2), then we obtained four param-
eters – a, b, c and k, as shown in Table 111.2.

To identify the corresponding life-cycle stage for each sample MSNS, the two
parameters(c, k) were calculated according to formulas (1)–(4) as shown in
Table 111.2. Using parameter values in the table, we have the diagram shown in
Fig. 111.3. We find: kaixin001 is at the stage of infancy; renren and 51 both suffer
their aging; but Qzone is enjoying its adulthood. The results show that kaixin001

Table 111.1 Statistics of the click-stream data for MSNSs

MSNS # Of users # Of sessions # Of requests Uplink(MB) Downlink (GB)

Qzone 9,142 294,383 2,089,745 374.77 9.6953
Kaixin001 868 29,851 2,14,699 1.08 1.3052
Renren 997 6,243 1,35,253 1.46 0.3841
51 169 2,755 13,974 0.21 0.0734
Total 11,176 333,232 2,453,671 377.52 11.458

Table 111.2 Parameters for identifying life-cycle of MSNSs

MSNS Qzone Kaixin001 Renren 51

AIS (s) 2.61 20.26 80.68 219.08
AIR (s) 18.33 5.37 12.52 12.58
A 1,378.8 177.6 44.4 16.2
b 202.2 670.2 288.6 286.2
c 1 0.13 0.03 0.01
k 0.56 1.85 0.80 0.79
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has the most powerful competitive strength (k = 1.85) than others, and its com-
petitive position (c = 0.13) is second only to the market leader. Therefore, kai-
xin001 will be chosen as the future market star by our model.

Our dataset does not embody the click-stream data of whole nation-wide users
but that of a province instead; however, the province has more than 30 million
people, we conjecture that the evaluation results derived from so huge people
sample can reveal [7] the real life of the MSNSs.

111.4.3 Results Analyses

In this part, some deep analyses of the effectiveness of the model will be given.
First, it needs to analyze unique visitors during the week, and Fig. 111.4 shows the
percentage of users of each MSNS. It is shown that the users having visited Qzone
are 81.8 % of the total; we know it dominates the MSNS market. Furthermore,
traffic volume, including uplink and downlink, from Qzone is about 85 % of the
total, as shown in Table 111.1. It is proved that Qzone is the market leader.

However, compare the average logins and requests per user, interestingly
shown in Fig. 111.5, it shows that the average login number and average request
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number per user on Qzone are both less than those on kaixin001. We think the
contents on Qzone are less attractive to visitors than those on kaixin001, and
Qzone’s competitive strength would be weaker than that of the latter, in spite of its
overwhelming users.

As shown in Fig. 111.3, Qzone is in its adulthood while kaixin001 in its
infancy. That means the kaixin001 is more attractive, but has lower market share at
present. Probably, kaixin001 would soon step into its adolescence if it can acquire
great number of users with its high competitive strength. Maybe it is a good chance
to invest kaixin001 now.

Historically, Qzone, renren and 51 communities were all launched in 2005,
while kaixin001 in 2008. The renren and 51 lag far behind Qzone in the market
now, and even have not surpassed the kaixin001. We can see from Fig. 111.4 that
they have lower competitive positions and weaker competitive strength from
Fig. 111.5, though they both have their loyal users.

In Fig. 111.3, renren and 51 are both undergoing their aging. The renren has
better competitive position than 51, but the latter has nearly identical competitive
strength although it has much less users. However, it is better not invest to any of
them at present.

111.5 Conclusion

One of the best-known business portfolio models to identify the ‘‘yesterday’s has-
beens’’ and ‘‘tomorrow’s breadwinners’’ is BCG growth-share matrix model. It
motivates researchers to use the BCG-like matrix to model the life-cycle of MSNS.
The model provides a simple but effective method that can help one choose some
prospective market stars for commercial purpose. Instead of employing the tra-
ditional market shares and growth rates which difficult to obtain, researchers
model the life-cycle using two parameters derived from user behavior pattern on
MSNS. The method only needs to collect and analyze measurement data.

Fig. 111.5 Average login/request number per user of MSNSs accessing to each MSNS
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Therefore, it is very easy to apply. If the method can be used multiple times with
longer observation period, the helicopter view of the market will be more precise.
In addition, the method can be extensively applied to evaluate different websites,
blogs, etc. Future work will be concentrated on analyzing differences of user habits
in different phases of life-cycle.
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Chapter 112
Regulation and Environmental
Innovation: Effect and Regional
Disparities in China

Qingjiang Ju, Tianli Feng and Ya Ding

Abstract Based on improved Griliches-Jaffe knowledge production function, this
paper analyzes the effect of government regulation on environmental innovation
by employing a panel dataset that covers 30 Chinese provinces from 1998 to 2006.
We find that the regulation pressure (as measured by the investment in the treat-
ment of industrial pollution) has significant and positive impact on environmental
innovation (as measured by environmental patent applications) at the national
level. We also find that there are distinct regional disparities between effects of
environmental regulation on innovation. Only the regulation pressure in eastern
China has positive and statistically significant impact on environmental innova-
tion, while the regulation pressure in western and central China has insignificant
effect on environmental innovation. More importantly, we show that the regional
innovation conditions such as innovation input, export pressure, economic growth
rate, and educational expenditure share are more important factors to affect
environmental innovation than environmental regulation.

Keywords: Environmental regulation � Environmental innovation � Patent �
Regional disparity

112.1 Introduction

As a developing country in process of industrialization and urbanization, China is
facing severe challenges of resource shortages and environmental degradation.
Chinese government has been speeding up the strategic transition of environmental
protection. In addition to traditional administrative measures, legal, economic, and
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technical measures are also adopted. The industrial firms are facing increasing
pressure from environmental regulations. The total investment in the treatment of
environmental pollution reached 665.42 billion yuan in 2010, about five times
higher than that in 2001 (China Statistical Yearbook 2011).

The technical measures are important to alleviate the contradiction between
economic development and environmental protection. The advanced environ-
mental technologies are helpful for firms to realize the win–win. Many researchers
have studied the effects of environmental regulation on innovation and found
different results in different countries. Based on these research methods, this paper
uses Chinese panel data to study the relationship between environmental regula-
tion and technological innovation at national and regional level respectively. This
research contributes to the identification of influencing factors on environmental
innovation in China, and our results could help improve government policies
aiming at enhancing the effectiveness of environmental regulation on innovation.

112.2 Literature Review

The relationship between environmental regulation and technological innovation
was firstly discussed by Michael Porter. He suggested that environmental regu-
lation may have a positive effect on the performance of domestic firms relative to
their foreign competitors by stimulating domestic innovation [1, 2]. Lanjouw and
Mody [3] used a patent data set of US, Japan, and Germany from 1972 to 1986,
and found a correlation between pollution abatement expenditures and innovation.
Jaffe and Palmer [4] used a panel data set for US manufacturing industries and
found that higher lagged abatement costs would lead to higher levels of R&D
expenditures but have no relations with patents. Also with US panel data, Bru-
nnermeier and Cohen [5] found that environmental innovation responded to
increases in pollution abatement expenditures, while increased monitoring and
enforcement activities related to existing regulations did not provide any addi-
tional incentive to innovation. Based on new institutional economics and resource-
based theory, Pascual et al. [6] studied the effects of environmental policies on
corporate innovation and competitiveness. Yarime [7] studied the effects of dif-
ferent policies on innovation by case studies in the Chlor-Alkali Industry in Japan
and Europe.

In China, Shen and Liu [8] used panel data of China during 1992–2009 to
analyze the relationship between environmental regulation and technological
innovation, and used nonlinear threshold panel model to study ‘‘threshold effect’’
between environmental regulation and innovation. Wang and Wang [9] employed
China’s eastern and central regional panel data of 1999–2007 to study the rela-
tionship between environmental regulation and technological innovation.

One major limitation of these empirical studies is that most of them measured
innovation by using overall R&D or patents, and did not use environmental
innovation data. It may lead to biased empirical results. This paper aims to
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examine the relationship between regulation and environmental innovation by
using regional panel data in China. Regional disparities of regulation effect are
also considered.

112.3 Model Variables and Data

Knowledge production function is first proposed by Griliches in 1979 to study the
contribution of R&D and knowledge spillover to the growth of productivity [10].
Jaffe [11] modified this model, extended its application, and made it an important
empirical tool and framework to study knowledge production, innovation, and
regional innovation. The improved Griliches-Jaffe knowledge production function
in C-D form is as follows:

Q ¼ AKaZb ð112:1Þ

where Q denotes innovation output, K denotes innovation inputs, and Z denotes
other economic and social factors affecting innovation. Based on the study of
Brunnermeier and Cohen [5], we put forward the following reduced equation:

logðPATTi;tÞ ¼ ai;t þ b1 logðINVTi;tÞ þ b2 logðRNDi;tÞ þ bi logðXi;tÞ þ li;t

ð112:2Þ

where i denotes region, t denotes time. PATT denotes the environmental inno-
vation while INVT denotes the environmental regulation pressure. RND is the
expenditure on R&D, denoting innovation input. X is a vector of control variables
capturing the possible influence on innovation activities. ai,t is intercept term
reflecting unobservable regional heterogeneity, li,t is a residual error term cap-
turing all other effects. b is regression parameter reflecting the effects of inde-
pendent variables on environmental innovation. Based on Griliches-Jaffe
knowledge production function, the variables are defined as in Table 112.1.

By comparing different indicators, Acs [12] found that it was reliable to use
patents to measure innovation. Under Chinese patent system, the data of patents in
different regions are comparable and can reflect innovation level. Unlike previous
studies, we use environmental patent applications (PATT) as a proxy for inno-
vation of environmental technology. The data come from State Intellectual
Property Office of China. By setting ‘‘abstract’’ as search field, we use ‘‘envi-
ronmental pollution’’ and ‘‘environmental protection’’ as keywords to search for
environmental patents. The time and region of a patent are determined by its
application data and principal applicant address respectively. The Province of
Tibet is not included for missing data. A total of 27,888 environmental patents are
identified for 30 provinces of China over the period of 1998–2006.

The variable of environmental regulation is measured by the investment in the
treatment of industrial pollution (INVT). Unlike the standards of pollution
reduction that may not be fully enforced, this indicator can directly reflect policy
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pressure. In practice, an increase of investment in the treatment of industrial
pollution indicates a greater level of pressure in reducing pollution, which may
stimulate more innovation activities and bring about more environmental patent
applications. So the coefficient of INVT, b1, is expected to be positive. The data
come from China Statistical Yearbook and are converted to 1998 constant price
using price index for investment in fixed assets by region.

In knowledge production function, innovation inputs are classified into two
parts, labor and capital. It is hard to find the input data of environmental inno-
vation, so they are replaced by the full-time employed R&D personnel and
intramural expenditure on R&D. However, the correlation coefficient of these two
variables is 0.95, therefore only the intramural expenditure on R&D (RND) is
included. We expect a positive sign of b2.

Following the industrial organization literatures on innovation, we also include
three important control variables affecting innovation activities. The variable
EXPT takes into account the influence of international trade on environmental
innovation [5]. Compared with domestic markets, foreign markets are more
competitive and the consumers demand more green products, which may promote
environmental innovation to enhance export competitiveness. Thus, we expect a
positive sign on the coefficient of EXPT. The data of EXPT is obtained from China
Statistical Yearbook. The variable GRP measures the effect of economic growth
rate on innovation. It may reflect the environment and capability of regional
innovation, so we expect its coefficient to be positive. The data of GRP is obtained
from China Statistical Yearbook. The variable EDUR measures the investment
intensity on human capital in a region and higher educational intensity could
improve a region’s innovation potential. So its coefficient is expected to be
positive. The data of EDUR is obtained from China Educational Expenditure
Statistical Yearbook.

Table 112.1 Variables and definitions

Variable Measuring indicators and definitions Variable
symbol

Environmental
innovation

Number of environmental patent applications PATT

Environmental
regulation

Investment in the treatment of industrial pollution INVT

Innovation input Intramural expenditure on R&D RND
Export intensity Ratio of total value of exports by location of exporters to

gross regional product
EXPT

Economic growth
rate

Growth rate of gross regional product GRP

Educational
intensity

Ratio of educational investment to gross regional product EDUR

Region dummy D1 = 1 if the sample is from eastern region, 0 otherwise D1
Region dummy D2 = 1 if the sample is from central region, 0 otherwise D2
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To analyze the regional effect of regulation on environmental innovation, we
include two regional dummy variables D1 and D2, with D1 representing eastern
region and D2 representing central region. By adding the mediating variables of
INVT multiplying by D1 and D2 respectively, we can estimate the different effect
of regulation among the eastern, central, and western regions.

112.4 Results

Table 112.2 presents the descriptive statistics across all regions and years for each
variable used in our study. The data cover 30 provinces over the 9-year period
1998–2006 and have a total of 270 observations.

We exploit the time-series and cross-sectional nature of the data by using panel
data estimation techniques and conduct multivariate regression analysis with
Eviews 5.1. Main regression results are reported in Table 112.3. It is assumed that
regional heterogeneity varies randomly across regions, so the random effects
models (Model 1–3) are estimated. A different method is used in Model 4 to test
the robustness of our estimation. As a whole, the fitness of the four models is good,
with adjusted R2 higher than 0.75 and Pseudo-R2 of 0.93.

We first estimate the effect of expenditure on R&D (RND) and regulation
(INVT) on environmental innovation in Model (1). The results indicate that in
addition to fundamental innovation input, the pressure under environmental reg-
ulation, measured by the investment in the treatment of industrial pollution, has
statistically and significantly positive effect on environmental innovation.

Three control variables are considered in Model (2). The coefficient on INVT is
still 0.13, significant at the 1 % level. Other things held constant, it means that for
each 1 % increase of investment in the treatment of industrial pollution, the
number of environmental patent applications will grow by 0.13 %. The coeffi-
cients on GRP and EDUR in Model (2) are significant at the 1-percent level,
consistent with our expectation. But the EXPT coefficient is insignificant. Our
explanation is that although the export trade has greatly increased as a result of the
implementation of reform and opening policies of China since 1978, the regional
disparity of export intensity is large. As shown in Table 112.4, this indicator
(EXPT) of eastern provinces is about 6 times higher than that of central and

Table 112.2 Descriptive statistics for all variables

Variable Measurement Mean Standard deviation Maximum Minimum

PATT Number 103 141.29 1132 1
INVT 10,000 yuan 80,657 85,459 5,08,986 804
RND 10,000 yuan 4,53,577 6,25,298 3,942,368 6,757
EXPT Ratio 15.75 18.97 92.93 2.24
GRP Ratio 10.87 2.39 23.80 5.10
EDUR Ratio 4.66 1.51 11.72 2.56

112 Regulation and Environmental Innovation 1009



western provinces. So at the national level, it may be hard to observe the positive
impact of EXPT on innovation. By adding the mediating variables of EXPT
multiplying by D1 and D2 respectively, it shows that the EXPT of eastern region
has significant and positive effect on environmental innovation, while the EXPT of
both central and western region has no significant impact on innovation (it is not
reported in the Table 112.3 to save space). This is consistent with our expectation.

Considering the dependent variable, the number of environmental patent
applications is a non-negative integer which is helpful to use count data model to
test the robustness of estimation results [13]. In our study, the raw patent count

Table 112.4 Comparison of the mean of indicators in different regions

Indicator Measurement National total Eastern Central Western

PATT Number 103 190 76 37
INVT 10,000 yuan 80,657 1,31,131 68,508 39,018
INVT Intensity Ratio 0.203 0.198 0.180 0.226
RND 10,000 yuan 4,53,577 8,80,155 2,64,208 1,64,723
EXPT Ratio 15.75 32.87 5.83 5.80
GRP Ratio 10.87 11.59 10.38 10.51
Educational Expenditure 10,000 yuan 1,783,065 2,717,167 1,700,837 1,001,159

Note a. Absolute indicators are adjusted to 1998 constant price
b. INVT intensity is the ratio of investment in the treatment of industrial pollution to gross
regional product

Table 112.3 Regression results

Independent
variable

Dependent variable: patent (PATT)

Model (1) Model (2) Model (3) Model (4)
Random effects Random effects Random effects Negative binomial

Constant -8.09(-19.28)*** -9.50(-20.51)*** -8.96(-13.39)*** -8.08(-16.27)***

INVT 0.13(2.79)*** 0.13(2.91)*** 0.05(0.72) 0.25(6.23)***

RND 0.87(20.92)*** 0.75(15.93)*** 0.72(14.25)*** 0.59(18.28)***

EXPT 0.07(1.00) 0.13(1.27) 0.03(0.79)
GRP 0.64(4.26)*** 0.65(4.15)*** 0.80(4.85)***

EDUR 0.84(4.75)*** 1.04(5.22)*** 0.16(1.16)
D1 -1.48(-1.71)*

D2 0.10(0.10)
INVT*D1 0.14(1.78)*

INVT*D2 0.03(0.30)
Adjusted R2 0.76 0.78 0.78 –
F-statistic 416.62 194.24 108.83 –
LR index

(Pseudo-R2)
– – – 0.93

Note a. D1, D2 in Model (3) and INVT in Model (4) are not in logarithmic form
b. The regression coefficients are before the brackets and t-statistics are in brackets
c. ***, **, * indicate significance at levels of 1, 5 and 10 % respectively
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data are highly over-dispersed with a sample mean of 103 and a variance of
19,964, so it is suitable to choose the negative binomial model. As shown under
Model (4) in Table 112.3, all other regression results are consistent with that under
Model (2) except the variable EDUR.

In Model (3), the estimated coefficient on INVT*D1 is positive and significant
at the 10 % level, while the coefficients on INVT and INVT*D2 are positive and
insignificant. It means that there are huge regional disparities in the relationship
between regulation and environmental innovation in China. The regulation has
played a statistically significant role in environmental innovation in eastern China.
In contrast, the regulations of western and central regions have insignificant effect
on environmental innovation. As shown in Table 112.4, the investment intensity of
pollution treatment in eastern region is not high, but the data of EXPT, GRP and
educational expenditures that capture regional innovation conditions are better
than the other two regions. In contrast, the regulation pressure in western region is
the highest, but unfavorable conditions hinder the process of environmental
innovation.

112.5 Conclusion and Discussion

Based on improved Griliches-Jaffe knowledge production function, this paper
analyzes the relationship between the regulation and environmental innovation by
using a panel dataset of 30 Chinese provinces from 1998 to 2006. It is found that
while other things held constant, environmental regulation (as measured by the
investment in treatment of industrial pollution) have significant and positive
impact on environmental innovation at the national level, which is consistent with
our expectation. At the region level, we further find there are huge regional
disparities in the effect of government regulation on environmental innovation.
Only the regulation pressure in the eastern region of China has positive and
statistically significant impact on environmental innovation, while the regulation
pressure in western and central China have insignificant effect on environmental
innovation. Our results also suggest that regional innovation conditions, such as
innovation input, export pressure, economic growth rate and educational invest-
ment intensity, have greater effect than regulation pressure on environmental
innovation. Therefore, in order to improve the innovation effect of regulation,
different measures should be taken according to regional background and
conditions.
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Chapter 113
The Organizational Innovation
Path Formation Mechanism
of Innovative-Oriented Enterprises
Based on Effect Elements

Peng Wang and Chunsheng Shi

Abstract The effective implementation of the organizational innovation path is
the key element to promote the enterprise performance value. But how to locate
the accurate path for organizational innovation within innovative-oriented enter-
prises is the urgent issue. This paper is based on the effect elements of the inno-
vative-oriented enterprises organizational innovation path formation period; it
constructs the theoretical model of the effect elements impact on the formation of
the innovative-oriented enterprises organizational innovation path. And then it
uses the partial least squares structure equation model (PLS-SEM) method to
verify the model path and hypothesis. The research can fulfill the organizational
innovation theories and provide the guidance for the enterprise to precede the
organizational innovation path activities.

Keywords Organizational innovation path � Innovative-oriented enterprises �
Formation mechanism � Effect elements � Partial least squares structure equation
model (PLS-SEM)

113.1 Introduction

The organizational innovation can promote the enterprise core capabilities, at the
same time it can also promote the enterprise performance value. So the formation
of the organizational innovation path has the great meaning for promoting the
enterprise performance. The scholar Chen Chumming thought the main body of
the organizational innovation path is path gateway, path character, and the path
foundation. The effect elements of the organizational innovation path forming
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include the resource elements, strategy destination and the nation environment [1].
The scholar Yang thought the organizational innovation path had the evaluations
character; he concluded three evolution types of the organizational innovation path
evolution [2]. The scholar Wang Yamuna use structure equation model to verify
the hypothesis of the organizational innovation path forming mechanism, but he
didn’t give concrete analysis of the forming effect elements [3]. The scholar Wong
T.C thought we should take stable and dynamic perspective to analysis the forming
of the organizational innovation path [4]. The scholar Lin Ming thought the
innovation conscious, innovation environment and the innovation performance are
the main influence factors of the organizational innovation path forming [5]. And
after the above scholars research, the scholar Shi Chunsheng suggest the strong
force of the organizational innovation path forming is the innovation conscious
because the innovation conscious can push the technical innovation and other
innovation behavious forward, then promote the enterprise economic performance [6].
Therefore, according to the above discussion, we can conclude that the innovative
enterprises organizational innovation is guiding by the technology innovation, and
it takes the system innovation as the hypothesis, then it considers the management
innovation as the protection, and it takes the continued innovation as the method
and its final destination is to promote the enterprise performance value. But our
nation implementing the organizational innovation path efficiency is very low
though the organizational innovation delay character can have the influence on the
innovation efficiency, but with the complex changing of the effect elements and
it’s very difficult for the enterprise to locate the accurate organizational innovation
path, these embarrassing elements lead to more risk for the enterprise to proceed
the organizational innovation path activities. This research is based on the orga-
nizational innovation theories, and then constructs a theoretical model of the effect
elements impact on the formation of the organizational innovation path. We hope
through the following research, we can provide realistic suggestions to innovative-
oriented enterprise managers.

113.2 The Construction of the Innovative-Oriented
Enterprises Organizational Innovation Path
Formation Effect Elements

113.2.1 The Definition of the Organizational Innovation

The definition of the organizational innovation is the enterprise promotes the
organization economic efficiency which based on the behavior scientific and the
organization destination. The main body of the organizational innovation includes
the organizational innovation elements of the organization level, organizational
innovation elements of the individual level and organizational innovation elements
of the group level. And the organizational innovation elements of the organization
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level include the structure-oriented organizational innovation, culture-oriented
organizational innovation, strategy-oriented organizational innovation, and the
knowledge-oriented organizational innovation [7]. The organizational innovation
elements of the individual level include the innovation quality, innovation ten-
dency and the innovation management ability. The organizational innovation
elements of the group level include group construct elements, group innovation
environment and the group cohesive force. And the above elements are the
enterprise innovation behavior. The behavior can promote the organization
efficiency.

The origination of the organizational innovation is the enterprise use the
manage ability to enhance the innovation performance. The Fig 113.1 is the effect
elements of the innovative-oriented enterprises organizational innovation path
forming.
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113.3 Hypotheses and the Theoretical Model Construction

Through the above discussion, we have the following relate hypothesis.

H1: the better of the ability elements, the better of the innovation behavior;

H1a: the better of the ability elements, the better of the technical innovation
value;
H1b: the better of the ability elements, the better of the management innovation
value;
H1c: the better of the ability elements, the better of the market innovation value;

H2: the better of the resource elements, the better of the innovation behavior;

H2a: the better of the visible resource elements, the better of the technical
innovation value;
H2b: the better of the visible resource elements, the better of the market inno-
vation value;
H2c: the better of the visible resource elements, the better of the management
innovation value;
H2d: the better of the invisible resource elements, the better of the technical
innovation value;
H2e: the better of the invisible resource elements, the better of the market
innovation value;
H2f: the better of the invisible resource elements, the better of the management
innovation value;.

H3: the better of the behavior elements, the better of the innovation performance;

H3a: the better of the technical innovation elements, the better of the economic
performance;
H3b: the better of the technical innovation elements, the better of the social
performance;
H3c: the better of the technical innovation elements, the better of the potential
performance;
H3d: the better of the management innovation elements, the better of the eco-
nomic performance;
H3e: the better of the management innovation elements, the better of the social
performance;
H3f: the better of the management innovation elements, the better of the
potential performance;
H3g: the better of the market innovation elements, the better of the economic
performance;
H3h: the better of the market innovation elements, the better of the social
performance;
H3i: the better of the market innovation elements, the better of the potential
performance;
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H4: The environment support has the positive regulation for the other elements;

H4a: the better of the environment support, the resource elements have bigger
impact on the technical innovation behavior;
H4b: the better of the environment support, the resource elements have bigger
impact on the market innovation behavior;
H4c: the better of the environment support, the resource elements have bigger
impact on the management innovation behavior;

H5: The environment uncertain has the regulation for the other elements;

H5a: the weaker of the environment uncertain, the technical innovation have
bigger impact on the organizational innovation performance;
H5b: the weaker of the environment uncertain, the market innovation have
bigger impact on the organizational innovation performance;
H5c: the weaker of the environment uncertain, the management innovation have
bigger impact on the organizational innovation performance;

113.4 Research Methods

We construct the SEM path figure according to the theoretical model of the
organizational innovation path forming principle model and relate hypothesis [8].
We need to take the potential variables and the measurements variables into
consideration. The external variables include ability elements and resource ele-
ments. The internal variables include technical innovation, market innovation,
management innovation and organizational innovation and economic performance
and the social performance and the potential performance [9]. The Fig 113.2 is the
initial PLS-SEM model.
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113.5 Research Verification

In order to test and verify the correctness of theoretical model, this paper uses
AMOS software to build model structure [10], then this paper test and Verify the
match degree between the theoretical model and the realistic data. The following
research answer means the match degree between the theoretical model and the
realistic data can accept. The Fig 113.3 is the verification of the PLS-SEM model
[11].

From Fig 113.3 we can see the model R2 value is bigger than 0.649, that inflect
the whole model illustrate the half of the innovation performance value, that means
the organizational innovation theory has high illustrate level. The ability elements,
resource elements impact on the innovation behavior R2 value is 0.447, 0.395, and
0.709 that means the above elements have strong illustrate force. The ability
elements impact on the technical innovation, market innovation, and management
innovation path coefficient are 0.339, 0.492, 0.372, that means the impact effect is
obvious, and the entire hypothesis pass the verification.

113.6 Conclusion

This chapter is a study on the different effect elements impact on the innovate-
oriented enterprise organizational innovation path forming which based on the
organizational innovation related theories. The forming of the organizational
innovation is completed by the different elements influence and the environment
elements are the regulation factor.

This research has the following theoretical contributions: firstly, this chapter
enlarges the organizational innovation path forming factors scale, and takes the
environment elements as the regulate factor. Secondly, this chapter analyzes the
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ability elements and the resource elements impact on the organizational innovation
path forming, and then uses the SEM method to verify the ability element,
resource element, behavior element and the environment element impact on the
performance function.

This research has the following realistic contribution for the enterprise man-
agement. The enterprise should take the environment uncertainty and the support
into consideration when the enterprise makes decision. The enterprise should
cultivate the ability and combine the resource of the enterprise to promote the
enterprise value and performance.

This resource has some limitations. The important character of the organiza-
tional innovation is the dependence, and researchers haven’t taken the dependence
into consideration. The next work is combining the research on the organizational
innovation path forming with research on the different elements impact on the
dependence character. The effect elements from this research are limited since the
data researchers collected may have little difference from the enterprise realistic
situation. The next work is to insert the enterprise investigation part into the verify
part, and make the asking paper match for the enterprise realistic situation. During
the verification work, researchers take more innovation-oriented enterprise into
consideration to enlarge the research universal character.
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Chapter 114
Assessment of S&T Progress’ Share
in China Provincial Economy Growth

Qiang Li

Abstract The analysis based on neoclassical growth theories shows that
calculations of Contribution Rate of S&T Progress on China provincial economy
growth could not provide exact explanation on economic effect of S&T progress.
This study established a new growth accounting model based on endogenous
growth theory with output of GDP and inputs of capital, labor, human capital and
S&T progress. Empirical study based on panel data shows that this method can get
better understanding on practical contribution of S&T progress on China’s
provincial economy growth.

Keywords Neoclassical growth theory � Economy growth � Growth accounting
model growth accounting model

114.1 Introduction

Calculation of Contribution Rate of S&T Progress on Chinese Economy is an
active area in economic research. Experts estimate S&T progress’ contribution in
Chinese economic growth science 1980s. However, there is no unified standard
and theory in existing literature, and there are big differences on researches among
experts and institutes. Methods based on Solow growth model still need to be
discussed further.

More and more experts started to take empirical methods to find evidences of
endogenous growth with the development of the endogenous growth theory. For
example, Jones [1] analyzed economy growth in the U.S. from 1950 to 1993.
Cécile Denis [2] reviewed productivity change in USA and EURO as well as some
studies in China. However, there are few studies in growth accounting based on
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endogenous growth theory, especially studies taking quantitative technical pro-
gress and human capital measurements into consideration.

Theoretic analysis and empirical study based on Solow growth model in this
paper demonstrated that S&T Progress’ share in Chinese economy growth is just a
kind of residual between observational output increasing rate and input increasing
rates, which could not provide explanation to the exact effect of S&T progress on
economy growth.

This study established a new growth accounting model based on endogenous
growth model with output of GDP and inputs of capital, labor, human capital and
technology-value-equivalent. Concept of technology-value-equivalent and its
estimating method are given to provide observational S&T progress in the eco-
nomic body itself. Empirical study on provincial panel data shows that China is
experiencing endogenous growth from 2000 to 2006 than that in year 1994–1999.

114.2 Defects of Solow Residual Framework

According to Solow growth model [3], the product function of constant returns-
to-scale can be expressed as f ðkK; kL; tÞ ¼ kf ðK; L; tÞ, in which Y for outputs,
K and L for capital and labor separately. Under conditions of perfect competition
of products and input factors, the growth rates can be expressed as

_Y

Y
¼ a

_K

K
þ ð1� aÞ

_L

L
þ oY

o t

1
Y

ð114:1Þ

where a stands for output elasticity of capital.
In 1992, previous State Planning Commission of China, National Bureau of

Statistics of China jointly delivered Notice on Calculation of S&T Progress’
Contribution to Economy Growth, giving computation formula as

Ea ¼
a

y
¼ 1� a

k

y
� ð1� aÞ l

y
ð114:2Þ

where

a ¼ _A
A y ¼ _Y

Y ; k ¼ _K
K ; l ¼ _L

L

The file also gives instructions on output elasticity of capital (0.35) and labor
(0.65) separately. Data can get from China Statistical Yearbook except for capital
stock, which can be calculated as

Kt ¼ Kt�1 þ
ðCFt � DtÞ

Pt
ð114:3Þ

where CFt is gross fixed capital formation in year t, Dt is depreciation offixed capital
in year t, Pt is price indices of investment in fixed assets in year t, Other variables are
presented in 1990 fixed price. Current capital stock can be estimated as
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KjT0 ¼
IjT0

0:036þ gjT0�T
ð114:4Þ

where KjT0 stands for current capital stock in province j at base year, IjT0 stands for
total amount of current capital formation in province j at base year, and gj stands
for total capital formation growth speed. Thus we can have Table 114.1 based on
Eq. (114.2).

Results in Table 114.1 manifest that there are significant positive correlation
between provincial Solow residuals and GDP increase, and large Solow residuals
exist in developed provinces such as Beijing, Tianjin, Shanghai, Guangdong,
Jiangsu, Zhejiang, Shandong and so on. However, the result indicates that

Table 114.1 Contribution rates of S&T progress

Provinces Growth rates Solow
residual

Contribution rates

GDP K L K L TFP

Beijing 0.15 0.14 0.02 0.09 31.9 10.0 58.1
Tianjin 0.13 0.12 –0.02 0.10 31.1 –7.5 76.3
HeBei 0.12 0.14 0.00 0.06 43.4 2.4 54.1
Shanxi 0.12 0.13 0.00 0.07 38.2 0.8 61.0
Neimenggu 0.13 0.14 0.00 0.08 36.6 0.1 63.4
Liaoning 0.09 0.08 –0.01 0.06 31.7 –3.7 71.9
Jilin 0.11 0.13 –0.01 0.07 43.2 –8.6 65.4
Heilongjiang 0.09 0.09 0.01 0.05 35.3 4.8 59.9
Shanghai 0.12 0.11 0.00 0.08 32.1 1.6 66.4
Jiangsu 0.12 0.12 –0.01 0.08 34.3 –1.1 66.7
Zhejiang 0.13 0.14 0.01 0.07 37.1 6.1 56.8
Anhui 0.10 0.12 0.01 0.05 41.1 6.8 52.0
Fujian 0.11 0.15 0.02 0.05 47.8 9.0 43.2
Jiangxi 0.11 0.13 0.00 0.06 40.5 1.7 57.9
Shandong 0.12 0.13 0.01 0.07 37.2 4.4 58.5
Henan 0.12 0.14 0.02 0.05 42.8 11.9 45.3
Hubei 0.09 0.14 –0.01 0.04 53.5 –2.3 48.9
Hunan 0.10 0.13 0.00 0.05 43.9 2.7 53.5
Guangdong 0.13 0.10 0.02 0.08 27.8 10.0 62.2
Guangxi 0.09 0.10 0.01 0.04 39.8 9.9 50.3
Hainan 0.08 0.06 0.01 0.05 25.9 7.8 66.4
Chongqing 0.10 0.16 0.00 0.04 56.5 1.9 41.6
Sichuan 0.10 0.13 –0.01 0.05 46.0 –0.6 54.6
Guizhou 0.09 0.14 0.02 0.03 54.2 13.1 32.6
Yunnan 0.08 0.08 0.01 0.05 34.1 9.0 56.8
Tibet 0.13 0.18 0.02 0.06 47.0 8.4 44.6
Shannxi 0.12 0.12 0.01 0.07 37.8 4.3 57.9
Gansu 0.11 0.12 0.01 0.06 40.4 7.9 51.7
Qinghai 0.10 0.15 0.02 0.03 55.3 10.1 34.6
Ningxia 0.11 0.14 0.02 0.04 46.6 13.6 39.9
Xinjiang 0.11 0.10 0.01 0.06 32.2 7.0 60.7
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underdeveloped provinces such as Guizhou, Qinghai, Guangxi, Yunnan, Hainan,
Ningxia, and Anhui are experiencing higher S&T progress’ share in economy
development which means the faster GDP grows the fewer S&T progress shares in
provincial economic growth.

For example, GDP growth rate in Beijing is the highest in China. Solow
Residual is higher than Shanghai, Guangdong, Jiangsu and other inshore prov-
inces, also higher than Xinjiang, Heilongjiang, Jilin, and Liaoning, but S&T
progress’ contribution rate in GDP growth is less than above mentioned province
and the average level of China as well.

114.3 A New Growth Accounting Model

Take the market economy version of the Romer Model into consideration [4]. This
economy is composed of three sectors: The research sector takes human capital
and a given stock of knowledge (A) as input factors produces new knowledge. This
sector behaves competitively.

The intermediate sector uses the knowledge produced by the research sector as
an input factor and produces intermediate goods (xi), which are used as input
factors by the final good sector. The firms of the intermediate sector cannot be
perfect competitors but must have some market power since they use the non-rival
factor knowledge as input.

The final good sector employs intermediate goods together with labor (L) and
human capital (H) as input factors and produces the final good.

Production function for final output can be given as

Y ¼ ðH � HAÞaLb
Z

A

0

xðiÞ1�a�bdi ð114:5Þ

where (H - HA) is human capital employed in the production of the final good and
L is unqualified labor. H is total human capital in the economy and HA denotes
human capital employed in the research sector. ð1� aÞ 2 ð0; 1Þ denotes the capital
share, and b stands for output elasticity of labor.

Assuming that total stock of physical capital can be written as K ¼ gAx with g
the amount of foregone consumption necessary to produce one unit of the inter-
mediate good. The aggregate production function follows as:

Y ¼ gaþb�1AaþbðH � HAÞaLbK1�a�b ð114:6Þ

Logarithmic form can also be given as:

ln Y � ln K ¼aðln Aþ lnðH � HAÞ � ln KÞ
þ bðln Aþ ln L� ln KÞ þ ln g

ð114:7Þ
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The differential coefficient form can be given as:

_Y

Y
¼ ðaþ bÞ

_A

A
þ að

_H � _HA

H � HA
Þ þ b

_L

L
þ ð1� a� bÞ

_K

K
ð114:8Þ

Similarly as Eq. (114.2), the S&T progress’ contribution to economy growth
can be given as

Ea ¼
a

y
¼ 1� a

h

y
� ðbÞ l

y
� ð1� a� bÞ k

y
ð114:9Þ

It is clear that in Eq. (114.8) we can get aggregate output elasticity1þ aþ b [ 1,
denotes the Increasing returns to scale in endogenous growth economy.

To carry out regression analysis according to Eqs. (114.7) and (114.8), we will
have to establish measurements of knowledge. Human capital employed in the
production of the final good sector can get from China statistical yearbook on science
and technology, defined as the difference value of ‘‘Provincial Population by
Educational Level of College & Higher Level’’ and ‘‘Provincial S&T Personnel’’.

114.4 Measure of Technology-Value-Equivalent

Reconsidering the market economy version of the Romer model and giving the
concept of technology-value-equivalent as: Technology-value-equivalent is
the fixed value of knowledge input in the research sector. It is an index relative to
base year.

Thus the R&D activity can be described as a production process: In the research
sector, technology-value-equivalent gains knowledge spillover with human capital
inputs. The new knowledge produced in the research sector is the same of tech-
nology progress in practical economy running.

And the new knowledge, as well as technology progress is presented as three kinds
of overlapped and interacted elements: the first element is scientific discovery, which
means to find scientific regularity in experimental observations. Scientific discovery
is often presented in forms of papers, books and so on; The second element is
technological innovation, it’s the first commercial use of invention and is often
presented in forms of patents and know-how; The third element is technology
diffusion, a process of adopting ‘‘new-to-the-firm’’ processes and products [5].

So we can establish the index of technology-value-equivalent increment with
primary indexes of scientific discovery, technological innovation and technology
diffusion. Secondary indexes are given as papers published in SCI journals (I1);
patent under the trilateral of USA, JP and EU (I2); and technology expenditures
with equal weight (I3). Providing that the overall increment of technology-
value-equivalent in China at base year is 100, the share of province j is:

_PT0
j ¼

100
3
ð I1j
P

j¼1
I1j
þ I2j
P

j¼1
I2j
þ I3j
P

j¼1
I3j
Þ ð114:10Þ
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Providing that knowledge depreciation rate is 20 %, we can have technology-
value-equivalent (as well as the value of knowledge stock, standing for technology
level) of province j at base year (T0) like formula (114.4):

PT0
j ¼

_PT0
j

20 %
¼ 5 _PT0

j ð114:11Þ

And the technology-value-equivalent of province j in year (Ti) can be computed
as follows:

PTi
j ¼ 0:8PTi�1

j þ _PTi
j ð114:12Þ

Provincial time serial data of (I1), (I2), and (I3) can be obtained from China
statistical yearbook on science and technology. Put the data into formula (114.10)–
(114.12), we can get provincial time serial data of technology-value-equivalent in
Table 114.2.

Table 114.2 Provincial technology-value-equivalent
Years 1993 1995 1997 1999 2001 2003 2004 2005 2006

Beijing 110 118 123 130 161 241 282 366 467
Tianjin 17.1 19.0 20.3 22.5 26.6 35.9 40.3 49.6 63.1
HeBei 12.7 14.9 15.0 15.5 18.2 26.4 29.8 35.4 44.7
Shanxi 7.9 8.7 9.0 9.4 11.6 18.2 21.6 28.0 35.5
Neimenggu 2.7 3.2 3.2 3.5 4.6 8.5 10.3 12.5 16.6
Liaoning 36.6 37.7 40.4 42.3 47.9 67.0 75.1 89.4 115
Jilin 15.1 17.1 17.4 18.5 22.0 29.9 33.8 39.5 51.7
Heilongjiang 15.0 16.3 17.3 18.2 21.1 29.2 32.1 38.3 47.7
Shanghai 48.1 51.1 52.3 55.9 68.9 105 127 166 225
Jiangsu 31.8 35.8 38.4 45.7 55.7 75.5 89.0 110 14
Zhejiang 17.6 21.3 22.2 24.5 30.4 45.3 54.7 70.9 95.6
Anhui 11.3 11.7 12.1 13.0 16.4 23.4 28.1 33.7 39.2
Fujian 7.5 8.3 8.8 9.7 12.9 19.4 21.8 26.1 33.4
Jiangxi 5.1 5.4 5.4 5.8 6.9 10.0 12.0 14.6 16.5
Shandong 17.9 24.0 27.4 29.7 37.4 57.0 68.1 87.2 111
Henan 14.1 14.9 14.9 16.0 18.5 27.7 30.2 35.0 41.8
Hubei 21.3 23.4 24.3 25.5 30.5 44.8 51.5 65.1 88.2
Hunan 14.0 16.1 17.7 20.4 25.4 35.9 40.1 51.7 63.2
Guangdong 20.2 23.7 25.4 28.8 40.0 62.1 74.0 98.4 151
Guangxi 4.1 4.8 4.9 5.3 6.0 9.2 9.8 12.0 14.7
Hainan 1.0 1.6 1.5 2.1 2.8 3.9 3.7 4.0 5.3
Chongqing 1.5 1.7 1.5 2.5 6.7 14.5 18.1 24.5 29.6
Sichuan 30.9 32.5 33.1 33.9 35.4 44.3 48.3 56.0 69.7
Guizhou 3.2 3.4 3.2 3.1 3.3 5.6 7.2 8.9 12.8
Yunnan 5.9 6.8 7.9 9.7 14.8 22.6 24.8 29.1 34.4
Tibet 0.2 0.2 0.2 0.2 0.2 0.5 0.6 0.8 0.9
Shannxi 14.5 17.4 20.0 21.5 25.7 36.5 42.1 49.0 64.2
Gansu 9.4 9.9 9.9 10.8 12.5 17.2 20.3 23.5 27.9
Qinghai 1.0 1.1 1.0 1.1 1.2 2.0 2.4 2.8 3.2
Ningxia 0.6 0.8 0.9 0.8 1.2 2.2 2.7 3.9 4.8
Xinjiang 2.1 2.7 3.3 4.0 5.5 10.6 12.4 14.7 16.0
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114.5 S&T Progress’ Share in Provincial Economy Growth

Provincial time serial data of (L) can be obtained from ‘‘Number of Employed
Persons’’ in China Statistical Yearbook 1994–2007. Similarly, output (Y) in 1990
fixed price can be obtained from ‘‘Gross Domestic Product’’ at current prices and
‘‘Consumer Price Indices’’. Human capital (H - HA) can be derived from China
statistical yearbook on science and technology 1994–2007. Capital stock (K) can
also be estimated with formula (114.3) and (114.4). And technology level (A) is
given in Table 114.2. Put provincial time serial data of (Y), (K), (A), (H - HA) and
(L) into formula (114.7), we can get a and b. And also y, a, h, l and k. Growth rate
of output and inputs are given in Table 114.3.

Table 114.3 Output and inputs growth rate

Years 1994–1999 2000–2006

y a h L k y a h l k

Beijing 0.14 0.03 0.08 –0.01 0.15 0.15 0.22 0.10 0.08 0.13
Tianjin 0.12 0.05 0.09 –0.01 0.13 0.16 0.17 0.11 0.01 0.11
HeBei 0.12 0.03 0.20 0.01 0.16 0.14 0.18 0.10 0.00 0.12
Shanxi 0.11 0.03 0.07 0.01 0.12 0.16 0.23 0.10 0.01 0.14
Neimenggu 0.11 0.04 0.12 0.01 0.14 0.18 0.28 0.15 0.00 0.17
Liaoning 0.07 0.03 0.13 0.00 0.08 0.10 0.17 0.09 0.02 0.09
Jilin 0.08 0.04 0.14 –0.01 0.15 0.15 0.16 0.06 0.00 0.13
Heilongjiang 0.09 0.03 0.07 0.03 0.09 0.11 0.16 0.09 0.00 0.10
Shanghai 0.12 0.02 0.05 –0.01 0.14 0.13 0.24 0.14 0.04 0.10
Jiangsu 0.11 0.06 0.07 0.00 0.12 0.15 0.18 0.11 0.01 0.12
Zhejiang 0.12 0.05 0.16 0.00 0.16 0.16 0.24 0.16 0.03 0.13
Anhui 0.11 0.03 0.12 0.02 0.13 0.12 0.19 0.16 0.01 0.10
Fujian 0.13 0.04 0.12 0.01 0.18 0.11 0.20 0.12 0.02 0.12
Jiangxi 0.10 0.02 0.17 0.01 0.13 0.14 0.18 0.13 0.01 0.13
Shandong 0.11 0.09 0.06 0.01 0.14 0.17 0.22 0.10 0.02 0.12
Henan 0.12 0.02 0.09 0.02 0.16 0.15 0.17 0.09 0.01 0.13
Hubei 0.09 0.03 0.11 0.01 0.16 0.10 0.21 0.10 0.01 0.11
Hunan 0.10 0.06 0.09 0.01 0.13 0.12 0.18 0.09 0.01 0.13
Guangdong 0.11 0.06 0.26 0.02 0.11 0.15 0.27 0.10 0.03 0.10
Guangxi 0.07 0.04 0.05 0.02 0.11 0.13 0.18 0.18 0.01 0.10
Hainan 0.04 0.09 0.15 0.00 0.07 0.11 0.09 0.12 0.02 0.06
Chongqing NA NA NA NA NA 0.10 0.30 0.17 0.00 0.16
Sichuan NA NA NA NA NA 0.10 0.05 0.08 –0.03 0.13
Guizhou 0.07 –0.01 0.09 0.02 0.09 0.12 0.27 0.10 0.02 0.18
Yunnan 0.10 0.08 0.00 0.02 0.08 0.10 0.19 0.15 0.01 0.10
Tibet 0.13 –0.07 –0.22 0.01 0.18 0.14 0.31 0.01 0.02 0.18
Shannxi 0.09 0.08 0.02 0.01 0.13 0.15 0.18 0.14 0.01 0.14
Gansu 0.11 0.02 0.07 0.01 0.11 0.12 0.17 0.12 0.03 0.13
Qinghai 0.07 0.01 0.11 0.01 0.15 0.13 0.21 0.15 0.02 0.16
Ningxia 0.10 0.06 0.07 0.03 0.13 0.13 0.31 0.14 0.02 0.16
Xinjiang 0.10 0.11 0.14 0.01 0.11 0.12 0.25 0.08 0.02 0.10
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Parameters of a, b and output elasticity of inputs increments are given in
Table 114.4.

Put data of output elasticity in Table 114.4 into formula (114.9) and we can get
S&T Progress’ and other inputs’ increment’s share in provincial economy growth.
The results are given in Table 114.5.

From Table 114.5 we can see that China is still an investment oriented econ-
omy. From 2000 to 2006, investment growth shares 69.5 % of economy growth,
and it could be much higher in period of 1994–2000, as high as 93.2 %. In the
meantime, we can see the emerging of knowledge-based economy in China.

Table 114.4 Provincial growth accounting results

Provinces Parameters Output elasticity

a b a h l k

Beijing 0.058 0.295 0.35 0.06 0.59 0.50
Tianjin 0.161 0.139 0.30 0.16 0.14 0.70
HeBei –0.077 0.390 0.31 –0.08 0.39 0.69
Shanxi –0.082 0.351 0.27 –0.08 0.35 0.73
Neimenggu –0.049 0.275 0.23 –0.05 0.28 0.77
Liaoning 0.075 0.010 0.09 0.08 0.01 0.92
Jilin 0.094 0.042 0.14 0.09 0.04 0.86
Heilongjiang 0.052 0.035 0.09 0.05 0.04 0.91
Shanghai 0.082 0.536 0.62 0.08 0.54 0.38
Jiangsu 0.023 0.307 0.33 0.02 0.31 0.67
Zhejiang –0.047 0.310 0.26 –0.05 0.31 0.74
Anhui –0.117 0.374 0.26 –0.12 0.37 0.74
Fujian –0.284 0.450 0.17 –0.28 0.45 0.83
Jiangxi –0.050 0.313 0.26 –0.05 0.31 0.74
Shandong –0.081 0.536 0.46 –0.08 0.54 0.55
Henan –0.161 0.473 0.31 –0.16 0.47 0.69
Hubei –0.307 0.570 0.26 –0.31 0.57 0.74
Hunan –0.193 0.361 0.17 –0.19 0.36 0.83
Guangdong 0.135 0.349 0.48 0.07 0.41 0.52
Guangxi 0.172 –0.069 0.10 0.17 –0.07 0.90
Hainan 0.015 0.234 0.25 0.02 0.23 0.75
Chongqing 0.351 –0.770 –0.42 0.35 –0.77 1.42
Sichuan –0.049 0.419 0.37 –0.05 0.42 0.63
Guizhou –0.429 0.373 –0.06 –0.43 0.37 1.06
Yunnan –0.026 0.056 0.03 –0.03 0.06 0.97
Tibet –0.152 0.378 0.23 –0.15 0.38 0.77
Shannxi 0.059 0.162 0.22 0.06 0.16 0.78
Gansu –0.146 0.173 0.03 –0.15 0.17 0.97
Qinghai –0.312 0.670 0.36 –0.31 0.67 0.64
Ningxia –0.445 0.582 0.14 –0.45 0.58 0.86
Xinjiang –0.073 0.248 0.18 –0.07 0.25 0.83
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In years from 2000 to 2006, the S&T progress’ share in china economy growth is
35.6 %, as much as 3 times of years from 1994 to 1999.

Results of this assessment have proved that China is still running an investment
oriented economy [6]. However, with the execution of ‘‘Rejuvenate Our Country
through Science and Education’’, knowledge-based economy is emerging in China
and the developed provinces have been experiencing higher share of S&T progress
in Economic growth (See Fig. 114.1).

Table 114.5 Provincial growth accounting results

Provinces Share of input increment in economy growth

1994–1999 2000–2006

a h L k a h l k

Beijing 25.3 14.5 3.2 57.0 49.2 8.1 6.0 36.6
Tianjin 12.2 12.5 –1.1 76.4 35.0 12.5 0.5 52.0
HeBei 9.6 –15.1 4.4 101 43.8 –6.3 0.5 62.0
Shanxi 9.9 –6.5 2.4 94.1 41.2 –5.2 1.7 62.3
Neimenggu 7.8 –5.8 1.9 96.1 36.0 –4.3 0.4 67.9
Liaoning 2.8 11.7 0.0 85.6 14.4 6.7 0.2 78.8
Jilin 2.7 4.0 –0.4 93.7 26.0 10.0 1.4 62.6
Heilongjiang 3.4 4.5 1.0 91.1 13.6 4.4 –0.1 82.1
Shanghai 26.5 14.7 –5.5 64.2 66.1 3.1 0.6 30.2
Jiangsu 20.9 1.7 –0.9 78.3 42.9 1.8 2.6 52.7
Zhejiang 12.4 –6.8 0.6 93.8 40.7 –4.9 6.6 57.6
Anhui 6.9 –14.5 7.5 100 45.3 –18.1 2.6 70.2
Fujian 6.2 –28.5 5.5 117 32.1 –33.3 10.0 91.2
Jiangxi 5.8 –9.1 4.5 98.7 35.9 –4.7 2.9 65.9
Shandong 35.8 –4.5 5.0 63.6 62.0 –5.0 4.8 38.2
Henan 6.3 –14.6 11.2 97.1 41.8 –11.7 3.6 66.3
Hubei 9.8 –41.2 3.4 128 54.5 –31.5 4.4 72.6
Hunan 10.6 –17.1 4.3 102 26.5 –14.7 2.6 85.6
Guangdong 35.8 3.2 2.9 58.4 48.0 3.8 4.2 44.0
Guangxi 2.2 10.1 0.4 87.3 15.7 11.8 –3.9 76.4
Hainan 31.7 3.1 0.7 64.5 32.1 2.5 8.0 57.4
Chongqing NA NA NA NA –85.7 41.6 –1.6 146
Sichuan NA NA NA NA 26.0 –5.1 –17.5 96.6
Guizhou 1.2 –64.2 11.7 151 –12.5 –35.6 5.4 143
Yunnan 3.3 0.0 1.2 95.6 5.9 –4.1 0.7 97.5
Tibet –11.2 22.3 3.3 85.6 33.8 –0.9 4.3 62.8
Shannxi 11.7 13.8 2.6 71.9 41.1 3.8 3.7 51.3
Gansu 0.6 –10.1 1.8 108 4.1 –15.8 4.1 108
Qinghai 3.8 –52.1 14.6 134 54.8 –34.1 10.0 69.3
Ningxia 8.5 –34.2 16.3 110 35.6 –51.5 8.9 107
Xinjiang 19.1 –10.3 3.3 87.9 36.0 –4.6 4.8 63.8
Average 11.9 –8.3 4.1 93.2 35.6 –8.5 3.5 69.5
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114.6 Conclusion

Science and technology made significant contributions to the economic progress
and society development, just as Technology in the National Interest says that
about 50 percent of the long-run economic growth in the U.S. can be attributed to
S&T Progress. Focusing on the disputes in growth accounting on Chinese econ-
omy growth, this paper established a framework based on endogenous growth and
assessed S&T progress’ share in China provincial economy growth.

This assessment have proved that although knowledge-based economy is
emerging in China, and the developed provinces have been experiencing higher
share of S&T progress in Economic growth, China is still running an investment
oriented economy.
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Chapter 115
Inter-Firm Innovation Networks:
The Impact of Scale-Free Property
on Firm Innovation

Xiaolong Lu, Wen Zhou, Yan Zhao, Ying Zhu and Shengnan Fei

Abstract Enterprise alliance network is considered to have scale-free property.
This paper aims to study the correlation between scale-free property and enterprise
innovation performance. Networks of alliances in automobile industry are con-
structed, and then researchers utilize Maximum Likelihood Estimation and KS-test
to calculate the p value of the network’s scale-free property. Negative binomial
regression model is used to analyze the relevance between enterprise innovative
performance and the scale-free property of alliance network, with patents number
that firms have applied as the indicator of firms’ innovative performance. Exper-
iment result shows that scale-free attribute of enterprise alliance network has quite
a significant positive effect upon enterprise innovative performance.

Keywords: Innovative network � Scale-free network � Innovation performance

115.1 Introduction

Knowledge and technology innovation is the core competitive force of the
enterprise, while most of the enterprises, especially for enterprises from technol-
ogy-intensive industries, are unable to satisfy the competition requirements for
technology and knowledge. As a result, they seek technology and knowledge aids
from the outside, which leads to the emergence of enterprise alliances. Based on
this demand, when an enterprise prepare to ally, it will consider external enter-
prises which control the leading technology or marketing resources as priorities,
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and such a preferential mechanism is the dynamic force which leads to the
formation of scale-free property.

Most of the previous papers focus on the existence of scale-free attribute and what
it means in some specific field, while in this paper, we calculate the characteristic
indicator of scale-free attribute of the network, and analyze the relation between this
structural characteristic of the alliance network and the innovation performance of
the enterprises quantitatively. We collect information about domestic enterprise
alliances between 2000 and 2008, set 3 years as a time period, and then for enterprise
alliances formed within each time period we build a network graph, upon which we
calculate the indicative value of scale-free property. We represent the innovation
ability of an enterprise by the number of patents that this enterprise has applied
during the time period. At last, we use negative binomial regression model to ana-
lyze the relationship between the two indicators quantitatively. The experiment
demonstrates the correlation between the structural characteristic of scale-free
property and innovation capability of the enterprises within the alliance.

115.2 Related Work

Complex network is a new-rising research direction originated in the 90 s, which is
based on graph theory. Relevant applications can be found in many areas [1, 2].
Scale-free property is one of the network characteristics which focus on the degree
distribution of the nodes in the network. Barabási and Albert [3] are the first to
present this characteristic, which are followed by many researchers in several areas.
Researchers find that quite a part of the networks in these areas have scale-free
property, such as the Internet [4] and the spreading computer virus [5], etc. Based on
the model proposed by Barabási and Albert (the BA model), new models and
methods are presented. Klemm and Eguiluz [6] put forward a model which renders a
restriction to the age of nodes. Clauset and Newman [7] provide a quantitative
research of scale-free property, which can be used to calculate the extent of scale-
free attribute. In this paper, we will use this method to generate a quantitative
indicator value which can describe to what extent the network is scale-free.

Researches of the enterprise innovation alliance mainly focus on regarding the
enterprise innovation alliance as a network and analyzing the structural charac-
teristics of the network. Furthermore, we can analyze the relationship between
these structural characteristics and the real world consequences [8]. It is revealed
that the structural characteristics of the network could affect information flow and
knowledge sharing of the enterprise alliance [9, 10], so there exists a direct cor-
relation between the network structure and the goal of enterprise alliances, which
is to share knowledge and technologies. It has been confirmed that networks of
enterprise alliances in some specific industries have scale-free property [11, 12].
This can be considered to be the result of the preferential attachment (i.e.,
researchers always choose to cite the best papers in their research fields), as is
demonstrated in some researches [3].
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115.3 Method

Visually, we can plot the frequency distribution on doubly logarithmic axes. And if
we find that the spots are ‘nearly’ on a straight line by our eyes, we can boldly
assert that the network is scale-free. However, this approach could generate serious
errors, since it requires the researchers to check whether the regression is good or
not, and there isn’t a benchmark which we can use to judge to what extent the data
obey the power law. Furthermore, deviation of the data near the start point could
be very big, which is normal. So there should be a lower bound from which we
judge the data, which can make the estimate more accurate. In this paper, we
generate a p value to indicate the scale-free property of a network through Max-
imum Likelihood Estimation (MLE) and Kolmogorov–Smirnov test (KS-test) [7].

Then negative binomial regression model is utilized to do the analysis work.
The dependent variable is the count of total number of patents that a particular firm
has applied for in a given year, which varies from zero to several or even many.
Empirical model has to accommodate the nature of these counts as positive,
integer values. We consider count models like Poisson regression model, OLS
regression model and negative binomial regression model as the possible applicant
models. Poisson regression is often used as a starting point for modeling count
data. However, Poisson regression has a very strong assumption, which is that the
conditional variance equals to conditional mean. OLS regression is usually utilized
to deal with log-transformed count outcome variables. But an issue arises when
undefined values generated by taking the log of zero (which is frequently occurred
in our data). Most importantly, since our patents data are over dispersed, and
Poisson regression or OLS regression lacks the ability to model over dispersed
data, so we employ negative binomial regression model to do the analysis, which
can deal with the over dispersion issue successfully. Negative binomial distribu-
tion is a discrete probability distribution of the number of successes in a sequence
of Bernoulli trials before a specified number of failures occur. And it perfectly fit
into our patent counts model [13].

115.4 Experiments and Result Analysis

We excerpt all the alliance data in China’s automobile industry from 2000 to 2008,
and a database is built using these data. Then networks are constructed of all the
alliances for every 3 years during the time period. We select five control variables
for the analysis and calculate the p value to indicate the scale-free property of the
networks. Through the analysis of the correlation between scale-free p value and
the number of patents enterprise has applied, we can reach our conclusions. Here,
almost all the control variables are calculated by UCINET, and the scale-free
p value is generated by MATLAB.
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115.4.1 Preparing for the Experiment

115.4.1.1 The Network

We collect the alliance data of automobile industry from SDC Platinum database
from 2000 to 2008. Any enterprises that have allied during the time period are sent
to our alliance database. Before 2000 the domestic automobile industry had just
started to rise and few companies allied with others; Furthermore, what we want to
analyze is the change of the number of patents with the network formed a few
years before, so the information that we required about the enterprise innovation
ability indicator—the number of patents, should be excerpted a few years after the
forming of the alliance.

We set the enterprise alliance network as an undirected graph with all the
weight on the edge to be 1. We assume that the influence of the alliance should be
significant during 3 years after it formed. So we divide the time period
(2000–2008) as seven separate sub time periods: from G2002(2000–2002) to
G2008(2006–2008).

Here, we just present a network of G2002(2000–2002). As is shown in
Fig. 115.1, there exist a few nodes (with different colors), which indicates the
existence of the attachment mechanism to some extent, although evidence is not
enough just by our eyes.

Fig. 115.1 Network of G2002(2000–2002)

1036 X. Lu et al.



115.4.1.2 The Variables

Controlling variables. Some of the control variables, such as Network Density and
Betweenness Centrality, can be calculated immediately through UCINET, while
other variables can be obtained intermediately with UCINET, during which some
other operations are needed. We use network density, betweenness, structural
holes and centralization as the controlling parameters, which are the main factors
that have impact on innovative performance of firms. Furthermore, pre_patent
count (firm has applied in years before the alliance is formed) are used to control
the heterogeneity of the application of patents.

Dependent variables. Since auto companies are mostly used to apply for patents
to keep their rights, we use patents data to indicate firm’s innovation ability [14].
Information about patents is collected from domestic Patent Office. For each
network, the patents applied in 3 years after the formation of the alliance are
gathered. We deal with the situation when a patent is applied by a group of
enterprises by counting the application for each of the group member. Because
most of the alliances do not announce their termination, it is important for us to
determine when an alliance fades. In literature, the choice ranges from 3 to 5 years
[14, 15]. Based on the situation and data in China automobile industry, we choose
3 years, and assume after this time period the effect fades.

115.4.2 Result and Analysis

To calculate the scale-free p value, we need to count the degree of every node in
the network, and figure out the probability distribution of the degrees. The prob-
ability distribution and doubly logarithmic plots of G2002 network is depicted in
Fig. 115.2.
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We can find that the large degrees on the right side have very small frequency
of happening, while the frequency of the small degrees on the left side is very big.
This is the tendency to be scale-free. Since the range of degrees is small, the fit of
MLE does not look perfect, but most of the points lie around the line.

We present the indicative p value of scale-free property of every network with
respect to the time period, since every network has a scale-free indicator. In
Table 115.1, K is the iteration times of the algorithm (for details, see [7]). We find
that after 800 iterations, most of the p values converge. The p value ranges from 0
to 1. When p equals to 0, the network has no trend to be scale-free. While p gets
closer to 1, the scale-free property of the network gets stronger.

With the scale-free p values of all the networks, we construct panel data about
the alliances. And then we use negative binomial regression model to analyze the
correlation between p value and the number of patents, with other factors such as
network centrality controlled. The result presented in Table 115.2 is generated by
Stata, where patenti is the number of patents that the enterprise has applied in the
ith year after formation of the alliance. As is shown in the table, we examine the
effect during 3 years after the alliance’s formation, which is a usual way to check
the influence [14]. The result values in Table 115.2 are indicatives of how the data
obey the negative binomial regression model. In statistics, it shows the significance
of a regression model (not the scale-free indicator p value).

From Table 115.2, we find that the patents applied 1 year after the formation of
the alliance have a stronger correlation with the scale-free property of the network
than in other 2 years. This could be explained that the first year after the formation
of the alliance is mainly used to exchange knowledge and information, and the
second year is key time period for enterprises to present their innovative work,
which in our situation, to apply for patents. But after these two time period, the
effect of the alliance fades.

Table 115.1 Scale-free p value during 2002–2008

K 2002 2003 2004 2005 2006 2007 2008

400 0.0075 0 0 0.0 0.0 0.0075 0.2925
600 0.0050 0 0 0.0017 0.0 0.0083 0.2817
800 0.0075 0 0 0.0013 0.0013 0.0088 0.2850
1000 0.0060 0 0 0.0010 0.0010 0.0090 0.2710

Table 115.2 Correlation significance

K Patent0 Patent1 Patent2
800 0.790 0.012* 0.646
1000 0.799 0.013* 0.648

� p \ 0.10, *p \ 0.05, **p \ 0.01, ***p \ 0.001
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115.5 Discussion and Conclusion

This paper mainly analyzes the relationship between the scale-free property of the
alliance network and the innovation performance of the enterprise quantitatively.
In statistics, it is seen that there exists correlation between scale-free and firm’s
innovative performance, and it happens a year after the alliance is formed
(Table 115.2). In fact, the scale free property is depicted by the tendency to attach
to the most influential firm in the industry. When new firms enter the alliance, they
want their allied partners to be strong in technology, marketing or other aspects.
So, the strong ones become stronger since almost all the other firms want to ally
with them. This is the reason why the scale free property exists in the alliance
network. It’s like the Mathew Effect.

In a real alliance network, this is a situation when firms are allied to a few stronger
ones because these few firms have more advanced technology or marketing. This
situation is better in some way than the situation where firms are scattered to ally
with some random firms, since in the former situation, weak firms can learn more
from their allied partners. This is the reason for the significant impact of scale free
property on firm innovation performance. To look at this question from another
aspect, why cannot all alliances become very scale free since all of the companies
want to ally with the strongest firm in the alliance? If so, the network should be
starlike. The reason is that the stronger ones will consider their own conditions and
do their own choices. They have this privilege to choose who they want to ally with,
and they will choose the ones that will benefit them the most. Another reason is, that
each company allies with a specific demand, the demand differs in aspects such as
some specific technology the firm want to acquire, which may be very particular.
Based on these reasons, a real alliance network is never so starlike. However, it can
be judged that, if a real network is very scale free, it should be beneficial.

From the discussion above, it is known that the alliance action is quite a game
alike thing, during which all the firms are chasing the most beneficial strategy.
Further research will focus on the strategic balance among the alliance members,
and attempt to reveal the factors that a company will take into consideration when
they participate into the alliance.
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Chapter 116
Dynamic Analysis on Significant Risk
of Innovative Enterprise During
the Strategic Transformation Period

Zejian Li and Hongwu Zuo

Abstract Sustainable innovation is very important for innovation enterprise’s
development and also difficult to obtain for the risk which is complex and
changeful, especially in strategic transformation period. In order to help the
innovation enterprise get deeper understanding about dynamic changeable sig-
nificant risks in the process of enterprise sustainable innovation, this paper con-
structs innovative enterprise’s sustainable innovation strategic transition process
model process model, analyzes the main factors of significant risks during the
strategic process of innovative enterprise and summarizes the significant risks of
innovative enterprise into three categories—innovation strategic risk, manager risk
and major innovation projects risk. By dividing the stages of strategic management
into strategic analysis phase, strategic selection phase and strategic implementa-
tion phase, the paper analyzes the significant risk of innovative enterprise, and
reveals the dynamic variation regulation of the three significant risks during the
strategic transformation period.

Keywords Innovative enterprise � Significant risk � Strategic transformation �
Dynamic analysis
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116.1 Introduction

Internationally renowned scholars Ikujiro Nonaka once pointed out, ‘‘The funda-
mental task of the innovative enterprises is to achieve sustainable innovation’’. The
Enterprise Sustainable Innovation (ESI) process is such a process that has (had)
continually implemented innovation projects of introducing new products/new
process techniques/developing new markets/acquiring new materials sources/
realizing new organization or new institution and/or their inside diffusions in the
enterprise for a long period and made a continually significant economic devel-
opment of the enterprise during the period [1]. However, the ESI process is full of
risks and barriers. There are many risks causing ESI process interruption and much
more serious consequence. Once significant risk get out of control and outbreak,
the significant innovation projects, and even the implementation of innovative
strategies will result to huge losses, and may even cause the interruption or ter-
mination of sustainable innovation process the innovative enterprises.

To face the challenges of global competition and the complex financial, eco-
nomic, technology and resource environment, Chinese local enterprises are doing
the implementation of the strategic transformation to seek sustainable survival and
development. It is a strategic transition period now, a transition period for product
upgrading to brand, and a regional market transition period towards international
as well [2]. The risk Chinese enterprises are facing is becoming more complex and
changeable.

Based on this background, this paper analyzes the factors, mutual interaction,
and dynamic variation regulation of significant risk during the strategic process of
innovative enterprise, and do help to control with significant risks in strategic
transformation and sustainable innovation.

In this paper, innovative enterprise is defined as some enterprise has indepen-
dent innovation strategy and has a powerful and long-lasting power of innovation.
Significant risk of innovative enterprise refers to the risks which have a significant
negative impact on the sustainable innovation process of innovative enterprises.

116.2 The ESI Strategic Transition Process

Due to the Enterprise Sustainable Innovation (ESI) process is a continuous process
in time and outputs for a long period. It has its life-cycle. Sustainable innovation
evolution characteristics lies on the ESI process is dynamic integration of a variety
of types of innovation, a number of innovative projects cluster. During the period,
the ESI process can be divided to some stages and has different innovation strategy
in every stage.

W. J. Abernathy and J. M. Utterback thought enterprise innovation is doing in a
continuous mode, which can be divided into unstable stage, transition stage and
mature stage [3]. X. Gang built a sustainable innovation process stage development
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model and divided sustainable innovation process into unstable stage, transition
stage and stable development stage [1]. Sustainable innovation process was divided
into the start-up stage, the stage of large-scale development and the stage of
international development by Y. Yijie [4].

Refer to the above research results, as well as the ESI practical experience in
China, this paper agrees that ESI process composed by three stages—the initial
stage, the large-scale development stage and the international development stage.
Each stage has its strategy. The ESI process of innovative enterprises can be
understood for the continuous successful implementation of the innovation strat-
egy to bring sustainable economic benefits growth, which is shown in Fig. 116.1.
There are many innovation projects to support every innovation strategy. At some
point, it will transfer to a new innovation strategy when it entered a new stage. It
can be called ‘‘Innovation strategic transition point’’. Actually, it is maybe a
period—‘‘the strategic transformation period’’.

The ESI process of innovative enterprises can be understood for the continuous
successful implementation of the innovation strategy. That is, innovative enter-
prises will face several innovation strategies’ formulation, implementation and
control in the ESI process. In fact, each strategic stage is including a new strategic
decision-making phase and strategic implementation phase. So we can divide each
strategic stage into strategic transformation period (1–3 years) and strategic sta-
bility implementation period (3–5 years). Strategic transformation period can be
divided into new strategic formulation phase and the early stage of new strategic
implementation, with many uncertainties, and which is full of risk. When a new
strategy was implemented for some time, through validation, modify, supplement
and perfect from the practice, it will be a gradual transition to the strategic stability
implementation period.

Output of 
innovation

Time

Project A1

Innovation strategy A

Innovation strategic 
transition point

Innovation strategy B

Project A2

…Project An

Fig. 116.1 ESI strategic transition process
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116.3 The Factors Analysis of Significant Risk
of Innovative Enterprise

Innovation has become an enterprise essential function rather than happenstance,
which is the basis for sustainable innovation of innovative enterprises. For creating
a long-term sustainable innovation system, there must be a clear strategy which the
whole company is widely recognized [5]. Some studies show that the lack of
leadership of sustainable innovation system is very dangerous [6].

Based on the above analysis, this paper summarized the significant risks of
innovative enterprise into three categories—innovation strategic risk, manager risk
and major innovation projects risk which is shown in Fig. 116.2. As a guiding
directional outline of enterprise, a wrong strategy will only lead to further and
further away in the wrong direction. So innovation strategy is a very important
factor to determine innovation activities success or failure in innovative enter-
prises. The major innovation projects relying on enterprise innovation strategic
objectives are a core part of the enterprise strategy implementation. In addition,
due to the selection and implementation of the strategy and major innovation
project are both guided by enterprise managers, which led to manager risk not only
directly affect the enterprise, but also indirect effect the enterprise by the impact of
innovation strategic decision-making, or by the impact of the implementation and
control of major innovation projects, to cause significant losses.

The three types of significant risks are not independent. They contact each other
and showed a non-linear interaction mechanism, which constitutes a significant
innovation risk system during the ESI process.

It needs to be pointed out that, the above three significant risks interaction of
innovative enterprise exist in the whole process of ESI, exist in every strategic
development phase, and even exist in strategic transformation period which is
extremely critical in every strategic development phase.

Major innovation
projects risk

Innovation
strategic risk

Manager risk

ESI significant risk system

Fig. 116.2 Factors analysis of ESI significant risk system
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116.4 Dynamic Variations of the Significant Risks
of Innovative Enterprise During the Strategic
Transformation Period

As mentioned above, in each stage of ESI process, it can be assumed that each
strategy includes strategic transformation period (strategic analysis phase, strategic
selection phase and strategic implementation initial phase) and strategic stability
implementation period. Strategic risks are closely linked with the phases of the
strategic management. The significant risks of innovative enterprise during the
strategic transformation period could be analyzed according phases with the
strategic management process, which is shown in Table 116.1.

116.4.1 Significant Risks Analysis in Phases of Strategic
Management

116.4.1.1 Significant Risks Analysis in Strategic Analysis Phase

Mainly by the impact of strategic analysis organization and strategic analysts as
well as their own quality impact, it mainly exists on information risks, personnel
risks and strategic objectives risks. By the impact of comprehensiveness, reliability
and accuracy of strategic analysts on the full grasp degree of information, infor-
mation risk may exist in strategic analysis phase. And by the impact of strategic
analysts’ own structure of knowledge, ability, experience, there may be personnel
risks of strategic analysts [7]. These two risks ultimately affect the realization of
strategic objectives through strategic selection and implementation.

116.4.1.2 Significant Risks Analysis in Strategic Selection Phase

The essence of strategic selection is strategic decision-making, it mainly exists
manager risk and strategic objectives risks affected by the impact of the strategic
decision-making information and strategic decision-makers. Due to the selection
and implementation of strategy are guided by manager, there may be information
risks affected by the manager’s grasping of information. The risk appetite of the

Table 116.1 Significant risks in phases of the strategic management process

Strategic analysis phase Strategic selection phase Strategic implementation phase

Information risks Manager risk
Information risks
Risk appetite

Changes of the external environment

Strategic risks Strategic risks Significant innovation projects risks
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managers, decision-making style, as well as insight into the environment, the law
of industry development, and the ability of its own resource awareness, there may
be the risk of manager ability. Both risks eventually affect the realization of
strategic objective through strategic selection and implementation.

116.4.1.3 Significant Risks Analysis in Strategic Implementation Phase

Perfect strategy which has not been effective implementation will also affect the
strategic objectives. The success of innovation strategy relying on innovative
projects, significant innovation project is a core part of strategy implementation.
The uncertainty of the process of strategy implementation may come from changes
of the external environment, the significant innovation projects and the strategy
implementation personnel.

116.4.2 Dynamic Variation of the Significant Risks During
the Strategy Transformation Period of Innovative
Enterprise

Through the above analysis it can be revealed that the three types significant risk
of innovative enterprise during strategic transformation are innovation strategic
risks, manager risks and significant innovation projects risks. The dynamic vari-
ation regulation is shown in Fig. 116.3.

Innovation strategic risk (I)

Strategic transformation 
period

Some Strategic
Development stage

Manager risk (M)

Major innovation project risk
(P)

Significant

low

middle

high

Time

strategic
analysis
phase

0 3 5
strategic 
selection

phase

strategic 
implementation 

phase

Fig. 116.3 Dynamic changes curve of three significant risk during the strategic transformation
period
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(1) In the stage of development of a sustainable innovation strategy, the variation
of innovation strategy (own) risk is shown in curve I of Fig. 116.3. In the stage
of strategic transformation period of a sustainable innovation strategy (here,
the strategic transformation period to develop a new innovative strategy, as
well as the period of the early years of the implementation of this new strategy,
generally refers to the stage of an first 1–3 years innovation period), innova-
tion strategic risk maintain the state of the high-level. Affected by the strategic
decision-making information and strategic decision-makers ability, the stra-
tegic decision-making errors may bring huge losses to the enterprise. At the
early beginning of a new strategy implementation, the enterprise needs an
adaptation period, so innovative strategic risk maintains at a high state. With
the continuous progress of the implementation process of innovation strategy,
enterprise adapt to the new strategy gradually, and gradually into the strategic
stability period, when the innovation strategy risk will also gradually declined
from a high level to low-risk status.

(2) The variation of manager risk is shown in curve M of Fig. 116.3. In the stage
of development of a sustainable innovation strategy, manager risks maintain
the state of the high-level. Since the analysis, selection and implementation of
innovation strategy during this period are led by the managers, it may bring
huge losses to the enterprise if the strategic decision-making error occurs.
With the continuous progress of the implementation process of innovation
strategy, managers can better overall grasp the enterprise, when the manager’s
ability risk will at moderate level which is shown in Fig. 116.3 that curve M
gradually declined from a high level to low-risk status.

(3) The variation of major projects risks is shown in curve P of Fig. 116.3. The
risk of major innovation projects starting at the initial stage of the imple-
mentation of the strategy has been maintained at a high risk status. The major
innovation project is a core part of the implementation of the strategy due to
the implementation of innovative strategy is ultimately fall to the projects. The
decision-making mistakes early in a new major project will lead to innovative
strategies failure and enterprise’s losses. In the implementation stage and the
final stage, risks will gradually decrease as shown in curve P of Fig. 116.3
gradually declined from a high-risk state to low-risk state.

116.5 Conclusion

Chinese innovation enterprises are doing the implementation of the strategic
transformation to seek sustainable development. The ESI process of innovative
enterprises can be understood for continuous successful implementation of the
innovation strategy. The significant risks of innovative enterprise during strategic
transformation period include innovation strategic risk, manager risk and major
innovation projects risk.
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It is expected to have more cases to verify. By dividing the phase of strategic
management into strategic analysis phase, strategic selection phase and strategic
implementation phase, the significant risks of innovative enterprise were analyzed,
and the dynamic variation of the above three types of significant risk were sum-
marized and revealed on its basis.
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Chapter 117
The Development of State-Level Science
and Technology Industrial Parks in
China: Industry Clustering or Enterprises
Gathering?

Qiang LI

Abstract This paper provided a model framework to differentiate industry clus-
tering. Based on CD production function with external science and technology
progress efficiency, the study investigated geographical concentration of produc-
tion factors and increasing return to scale in High-tech Zones in China. Result
shows that there is industry clustering in the zones. However, the returns to scale
of industry clusters differ greatly between the zones.

Keywords High-tech zone � Industry cluster � Production factors � Increasing
return to scale

117.1 Introduction

As China aggressively seeks to transform R&D achievements into real produc-
tivity in reliance on its own S&T capability and economic strength, 53 state-level
science and technology industrial parks (STIPs) are established in knowledge-
intensive cities. Considerable resources are being devoted to science parks as
policy instruments aimed at promoting R&D-based as well as innovation activi-
ties. Advanced foreign multinational company production facilities are also
attracted to nurture native enterprises by promoting geographic proximity. From
1995 to 2005, the number of enterprises and employee in STIPs increased at
annual rate of 12.46 and 18.18 % separately. At the same time, the revenue of
enterprises in STIPs reached US $42.65 billion, about 22.5 times that of 1995.

STIPs in China have attached much importance to linkages between high-tech
development and market demand both at home and abroad. The effeteness of
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Chinese STIP model lies in its mix of local and foreign forms of investment and in
the role of universities in nurturing native companies through information net-
works and entrepreneurship training which is bridging the gap [1]. For example,
serving as the base for high-tech industrialization, R&D, incubator and high-tech
talents training, Shenzhen Science and Technology Industrial Park (SHIP) has
attracted a large number of hi-tech firms both from domestic and overseas. A high
degree of hi-tech firm concentration, principally multinationals in IT and optical-
electronics, contributes significantly to economic growth [2]. Located northwest
Beijing in proximity with over 30 universities and 200 more national research
institutes geographically, Zhongguancun Science & Technology Industrial Park
(ZGCSTIP) is regarded as one of the typical high-tech clusters in the world [3].
The park has 626,000 staff employed in 17,000 firms with revenue of 60 billion
US$ which is one-seventh of all 53 STIPs (2005).

Much literature supports the argument that a positive relationship can be found
between Industrial cluster and productivity in economies [4]. Fan and Scott
showed that many kinds of manufacturing sectors are characterized by a strong
positive relationship between spatial agglomeration and productivity in China,
especially sectors and regions where liberalization has proceeded rapidly [5].
Further study by Liang and Zhan based on the 1998–2003s data of 16 cities in
Yangtze River delta proved that industry clusters are experiencing higher increase
rate of technology progress and its contribution ratio to economy, where regional
specialization could promote industry from a labor-intensive one to a technology-
intensive one, driving industry’s technology progress [6].

The ‘‘cluster’’ concept has become a new idea and policy tool in regional
economic and technological development of China. However, the rush to employ
‘‘cluster’’ idea in the planning and policy-making is problematic [7]. In pursue of
industry clustering, 4,210 development zones (many of them are high-tech zones
like STIP) are established by provincial, municipal, county and even township
governments, which makes STIPs facing failure in attracting foreign high-tech
firms and overseas high-tech personnel into these parks. According to Xia’s
comprehensive assessment, only four of 53 STIPs are in good performance cate-
gory and others performed poorly or very poorly [8]. Further study by Han Bo-tang
and Li Qiang proved more polarized development of STIPs since late 1990s
[9, 10]. A comparison of innovation capacity at Shanghai Zhangjiang Science &
Technology Industrial Park (SHZJSTIP) and Hsingchu Science-based Industrial
Park (HSIP) showed that HSIP was significantly preferable to SHZJSTIP for the
four drivers of factor conditions, demand conditions, related and supporting
industries and context for firm strategy, the determinants of innovation orientation
of national industry cluster [11]. Macdonald and Deng argued that science parks in
China could not promise in terms of growth and employment achieved through
providing new, high technology companies with an ideal location, and there is
little evidence that clustered in pleasant surroundings alongside a university or
research centre, entrepreneurs would be able to transform their ideas into inno-
vations [12].
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Commented as the most important creation in industrialization of science and
technology, STIPs are expected to combine scientific & technological activities
with industrial development and solve the problem of separation of science &
technology from economy and make the discoveries and inventions of humankind
smoothly convert into economic and social benefits. A literature review shows that
there have been much assessment and descriptive discussion about the develop-
ment of STIPs. However, not much research attention has been paid to quantitative
analysis of industry cluster in STIPs and their economic effects directly. Based on
panel data from 53 Chinese STIPs and their mother cities for the 1991–2004
periods, this paper will start with a survey on the process of geographical con-
centration of production in STIPs, and then discuss whether this concentration can
contribute to increasing returns to scale-to distinguish industry clustering from
enterprises gathering. The rest part of this paper will focus on the relationship
between industrial clustering and technology development and try to compare
industry-clustering standards among STIPs.

117.2 Geographical Concentration of Production

To examine the geographical concentration of Production in STIPs, we can sup-
pose an economy of two regions (STIP and its mother city), both capable of
producing manufacturing goods and providing a variety of services at a certain
level of technology. Suppose that all goods and services are produced with the two
primary inputs, capital (K) and labor (L). Providing that labor may move between
the regions in response to differences of wages and the invested capital (invest-
ment) is fixed. New investment and fresh labor will move into the regions for
utility maximization. The invested capital is split between both regions into shares
kðtÞ for STIP and (1 - kðtÞ) for the mother city as follows:

kðtÞ ¼ KSTIPðtÞ
KSTIPðtÞ þ Kmother cityðtÞ

ð117:1Þ

In Eq. (117.1), KSTIPðtÞ and Kmother cityðtÞ stands for annual average total assets
of enterprises registered in STIP and its mother city separately. According to
Statistics on China Torch Program (1991–2004) and statistical data of the mother
cities, we can get the shares of capital in STIPs and their time series from 1996 to
2004 (see Table 117.1).

Hierarchical Cluster Analysis (HCA) is an unsupervised technique that com-
bines individual samples into clusters according to their similarities to each other.
The similarity between two samples is determined in terms of their nearness in the
multidimensional space. In this work, the distance matrix of k ð2004Þ and Dk=Dt
was calculated in Euclidean distances using the SPSS 13.0 software (Fig. 117.1).

We can identify four major clusters from Fig. 117.2. Cluster A contains four
STIPs of Chengdu, Changsha, Xi’an and Beijing. Cluster B Contains nine STIPs of
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Changchun, Guilin, Zhuzhou, Wuhan Donghu, Nanchang, Haerbin, Hefei, Haikou,
and Mianyang. Except for Haikou STIP, all STIPs in Cluster A and B are located in
inland China. Cluster C and D contain the majority of STIPs located in Circum-
Bohai Economic Ring (Jinan, Zibo, Qingdao, Weihai, Weifang, Tianjing), Pearl

Table 117.1 Time series of kðtÞ in STIPs

Year 1996 1997 1998 1999 2000 2001 2002 2003 2004 Dk=Dt

Beijing Zhongguancun 0.156 0.127 0.180 0.258 0.354 0.456 0.476 0.503 NA 0.061
Chengdu 0.077 0.083 0.128 0.158 0.205 0.304 0.313 0.437 NA 0.051
Xi’an 0.118 0.193 0.223 0.286 0.319 0.393 0.405 0.450 NA 0.047
Changsha 0.149 0.193 0.272 0.317 0.360 0.409 0.421 0.438 NA 0.043
Zhuzhou 0.072 0.119 0.145 0.171 0.208 0.297 0.334 0.352 NA 0.042
Nanning 0.070 0.097 0.136 0.180 0.203 0.463 0.279 0.258 NA 0.039
Changchun 0.133 0.167 0.214 0.215 0.300 0.313 0.369 0.382 NA 0.037
Zhuhai NA 0.025 0.028 0.060 0.081 0.115 0.217 0.253 0.230 0.037
Wuhan Donghu NA NA 0.106 0.146 0.191 0.231 0.260 0.278 NA 0.036
Luoyang NA NA 0.011 0.012 0.013 0.013 0.021 0.200 0.211 0.035
Haikou 0.090 0.130 0.208 0.243 0.234 0.302 0.309 0.323 NA 0.033
Nanchang NA NA 0.123 0.159 0.211 0.270 0.295 0.296 0.274 0.029
Guilin 0.161 0.193 0.234 0.225 0.288 0.304 0.313 0.368 NA 0.023
Jinan 0.073 0.125 0.149 0.156 0.148 0.188 0.268 0.253 0.252 0.023
Nanjing NA NA 0.120 0.162 0.156 0.186 0.216 0.234 NA 0.022
Zhengzhou NA NA 0.094 0.122 0.193 0.194 0.209 NA 0.228 0.022
Guangzhou NA 0.032 0.034 0.045 0.063 0.099 0.125 0.152 0.155 0.021
Lanzhou NA NA 0.056 0.080 0.107 0.152 0.156 0.143 NA 0.020
Wulumuqi 0.032 0.057 0.056 0.065 0.076 0.079 0.267 0.101 NA 0.019
Wuxi NA NA 0.100 0.103 0.131 0.152 0.187 0.194 0.185 0.018
Mianyang 0.194 0.263 0.368 0.351 0.325 0.348 0.342 0.342 NA 0.016
Haerbin 0.191 0.217 0.254 0.247 0.284 0.316 0.297 0.318 0.319 0.016
Zibo 0.080 0.082 0.165 0.166 0.138 0.174 0.182 0.202 0.224 0.016
Hangzhou NA 0.060 0.067 0.071 0.088 0.111 0.118 0.152 NA 0.015
Chongqing NA 0.043 0.076 0.077 0.097 0.131 0.142 0.145 0.141 0.015
Qingdao 0.081 0.069 0.109 0.136 0.119 0.156 0.161 0.197 0.151 0.013
Huizhou NA 0.095 0.112 0.200 0.143 0.122 0.169 0.186 0.210 0.013
Weihai 0.072 0.080 0.088 0.133 0.140 0.151 0.155 0.166 0.168 0.013
Tianjin 0.055 0.049 0.074 0.081 0.087 0.117 0.135 0.144 0.137 0.013
Changzhou NA 0.042 0.060 0.084 0.097 0.107 0.125 0.132 0.132 0.013
Shanghai Zhangjiang 0.030 0.030 0.071 0.093 0.104 0.099 0.115 0.124 0.137 0.013
Hefei 0.169 0.204 0.456 0.169 0.167 0.287 0.293 0.302 0.329 0.012
Weifang 0.070 0.084 0.082 0.109 0.080 0.107 0.118 0.167 0.159 0.011
Shenzhen NA 0.043 NA 0.098 0.132 0.141 0.143 0.107 0.116 0.009
Zhongshan NA 0.131 0.113 0.171 0.150 0.169 0.159 0.178 0.186 0.008
Foshan NA 0.051 0.042 0.087 0.093 0.083 0.094 0.087 0.100 0.007
Suzhou NA NA 0.122 0.110 0.109 0.112 0.114 0.140 0.126 0.003

Data source China Statistical Yearbook 1996–2004, Statistics on China Torch Program
1996–2004. The list is incomplete because certain data are not available or are incomplete for
some STIPs or the mother cities.
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River Delta Economic Zone (Zhuhai, Huizhou, Zhongshan, Guangzhou,
Shengzhen, Foshan) and Yangtze River Delta Economic Zone (Nanjing, Wuxi,
Hangzhou, Changzhou, Shanghai Zhangjiang, Suzhou).
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Cluster A: Chengdu, Changsha,
Xi’an, Beijing

Cluster B: Changchun, Guilin, Zhuzhou, 
Wuhan Donghu, Nanchang, Haerbin, Hefei,

Haikou, Mianyang.

Cluster C: Weihai, Weifang, Huizhou, 
Zhongshan, Wuxi, Qingdao Zibo, Luoyang, 

Nanjing, Zhengzhou, Zhuhai, Nanning, Jinan.

Cluster D: Changzhou, Shanghai, Chongqing, Tianjin, 
Lanzhou, Guangzhou, Hangzhou, Suzhou, Wulumuqi, 

Shenzhen, Foshan.

/ tλΔ Δ

(2004)λ

Fig. 117.1 Samples in the space defined by k ð2004Þ and Dk=Dt

Fig. 117.2 Average aggregated output elasticity of K, L and the share of TFP in STIPs
1996–2004
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It is clear that STIPs have been attracting much more investment than their
mother cities. In inland China, STIPs can usually provide enterprises and entre-
preneurs with more preferable business environment than their mother cities.
Besides of state policies concerning STIPs, local governments often carry out
preferential policies such as tax-cut, government subsidy, land rentals and so on.
As the result of preferential policies, STIPs are regarded as growth pole of hi-tech
industry and local economy, where the share of local invested capital (annual
average total assets) had tripled to over 40 % in Beijing, Chengdu, Xi’an, and
Changsha from 1996 to 2003. As to economically developed eastern coastal
regions, where the reform and opening-up policy was initially implemented, the
discrepancy was not significant, particularly STIPs around Shanghai and the Pearl
River.

Similarly, we can get STIPs’ share of labor and their time series from 1991 to
2004 by dividing labors into shares of uðtÞ and [1� uðtÞ] as formula (117.2),
Where LSTIPðtÞ and Lmother cityðtÞ stands for annual average employees of enter-
prises registered in STIP and its mother city separately. The results are given in
Table 117.2. Clearly, we can see that STIPs have been experiencing more rapid
inflow of labor force than their mother cities. However, STIPs only take very small
fraction of employed population.

uðtÞ ¼ LSTIPðtÞ
LSTIPðtÞ þ Lmother cityðtÞ

ð117:2Þ

Due to the limitation of data, this study cannot characterize the degree of
geographical concentration of production in concentration ratios, such as Location
quotient (LQ), spatial Gini coefficient (G), or Index of Relative Concentration
(ICR) etc. However, the rapid increase of STIPs’ share of invested capital
(1996–2004) and employed people (1991–2004) demonstrated that geographical
concentration of production is shaping up.

117.3 Increasing Returns to Scale of Production

An industry cluster is a group of firms, and related economic actors and institu-
tions, that are located near one another and that draw productive advantage from
their mutual proximity and connections [13]. In the emerging body of ideas given
by ‘‘new economic geographers’’ [14], industry cluster matter for regional eco-
nomic by generating agglomeration effects. Agglomeration effects, in turn, are
often categorized as so-called localization economies (i.e., efficiency-boosting
phenomena that come from the clustering of firms in a given sector) and as
urbanization economies (i.e., efficiencies that result from the agglomeration of
many different kinds of activities in a given region) which means increasing
returns to scale can gain from industrial connections, inter-firm relationships,
industrial organization, the mechanism of learning-by-doing and innovation.
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With economic activity concentrating, much study focus on factor accumula-
tion and its scale effects. By applying Solovian growth accounting methodology,
Kremer has noted and modeled the important externalities of allocative efficiency
and scale effects [16]. Elias proved increasing returns to scale in factor accumu-
lation [17]. Easterly and Levine demonstrated that stylized facts do not support
diminishing or constant returns to scale in factor accumulation [18]. However, the
‘‘residual’’ rather than factor accumulation accounts for most of the income and
growth differences across nations.

To estimate whether there is increasing returns to scale of production in STIPs,
we use an extension of the growth accounting approach long associated with
Solow and Dennison. In this earlier literature, an aggregate production function is
assumed of the form,

YðtÞ ¼ AðtÞFðKðtÞ; LðtÞÞ ð117:3Þ

Among types of empirical studies of economic growth, aggregate production
are often given as the standard Cobb-Douglas aggregate production function with
constant return to scale [19],

YðtÞ ¼ AðtÞKðtÞaLðtÞ1�a ð117:4Þ

And with exogenous technological progress [20],

YðtÞ ¼ A0egtKðtÞaLðtÞ1�a ð117:5Þ

Or with increase return to scale,

YðtÞ ¼ AKðtÞaLðtÞb ð117:6Þ

In Eqs. (117.3)–(117.6), Y represents output, K and L represent capital and labor
inputs, i.e. real GDP, real capital stock and total employment. The variable t is a time
index, a is the contribution of capital to output, 1� a or b is the contribution of labor
and the expression of A, A (t) or A0egt is TFP. TFP means technological progress and
other elements that affect the efficiency of the production process, measure the shift
in production function at given levels of capital and labor.

Besides the above-mentioned equations, varieties of techniques have been used
to decompose productivity growth and measure TFP in the literature (for details
see Fried et al. 1993). However, the estimation of an aggregate production function
confronts the researcher with various problems. The literature to date is incon-
clusive on the best method to decompose TFP and estimate elasticity, especially
time-series analysis on panel data.

While this has been noted by Hulten [20] and Akinlo [21], the possible time-
dependent agglomeration effects and endogeneity of capital and labor can be
highly correlated with capital or labor in the time series, and thus the value of total
factor productivity obtained might be underestimated. To provide clear evidence
for these problems, we carry out further investigation into panel data of 51 Chinese
STIPs as follows:
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Transforming Eqs. (117.5) and (117.6) in logarithmic form:

ln YðtÞ � ln LðtÞ ¼ ln A0 þ gt þ a0ðln KðtÞ � ln LðtÞÞ ð117:7Þ

ln YðtÞ ¼ ln Aþ a ln KðtÞ þ b ln LðtÞ ð117:8Þ

We use annual revenue and annual average fixed assets of STIP i to express
output YiðtÞ and capital input KiðtÞ, which are calculated at constant prices of 1990
in 1 million Yuan. Moreover, labor input is expressed by employment in person.
Take a total derivative through Eqs. (117.7)–(117.8) and yield growth accounting
equations as follows:

dYðtÞ
Y
� dLðtÞ

L
¼ gþ a0

dKðtÞ
K
� dLðtÞ

L

� �

ð117:9Þ

dYðtÞ
Y
¼ dA

A
þ a

dKðtÞ
K
þ b

dLðtÞ
L

ð117:10Þ

And the shares of capital (EK), labor (EL) and TFP can thus be expressed as:

TFP ¼ 1 � EK � EL ð117:11Þ

E0K ¼ a0
Kt � Kt�1

Yt � Yt�1

Yt�1

Kt�1

E0L ¼ ð1� a0Þ
Lt � Lt�1

Yt � Yt�1

Yt�1

Lt�1

ð117:12Þ

EK ¼ a
Kt � Kt�1

Yt � Yt�1

Yt�1

Kt�1

EL ¼ b
Lt � Lt�1

Yt � Yt�1

Yt�1

Lt�1

ð117:13Þ

The estimated average shares of TFP in STIPs’ output growth from 1996 to
2004, along with aggregated output elasticity and output elasticity of K are given
in Fig. 117.2.

Results in Fig. 117.2 display huge differences among STIPs both in share of
TFP and aggregated output elasticity. For example, Zhongshan and Mianyang had
experienced TFP shares of 238 and 215 % in output growth contrasting with -159
and -148 % that of Shenyang and Jilin. In spite of the fact that 53 STIPs account
for two-thirds more of china high-tech products, 50 STIPs had experienced
aggregate output elasticity of 1.31 and TFP shares of 5.05 % in average. This is
much lower than the estimation of the average level in China.

We introduce an extended Cobb-Douglas production function, this form after
accounting for time series (t) and STIP (i) is:

YiðtÞ ¼ Aie
gitKiðtÞaiðtÞLiðtÞbiðtÞeeit ð117:14Þ
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Or by transforming Eq. (117.4) in logarithmic form:

ln YiðtÞ ¼ ln Ai þ git þ aiðtÞ ln KiðtÞ þ biðtÞLiðtÞ þ eit ð117:15Þ

where Ai stands for a given level of technology and management level in STIP (i),
gi is a measure of disembodied technical change in output per time.

Considering the fact that STIPs are all newly developed, where the invested
capital increased eight times and the employees of enterprises increased three and
a half accordingly from 1996 to 2004. We can suppose that all STIPs are devel-
oped from the same technology level (A0) and elasticity of output with respect to
capital (a0) and labor (b0) of 1996. Now that new investment and fresh labor will
move into the regions for utility maximization, we can identify that at moment of
tj, and j ranges from 1996 to 2004, there would be:

aiðtjÞ ¼ max a1ðtjÞ; a2ðtjÞ; . . .; anðtjÞ
� �

¼ aðtjÞ ð117:16Þ

biðtjÞ ¼ max b1ðtjÞ; b2ðtjÞ; . . .; bnðtjÞ
� �

¼ bðtjÞ ð117:17Þ

gi ¼ g1 ¼ g2 ¼ . . . ¼ gn ¼ g ð117:18Þ

And n ¼ 1; 2; . . .; 53, where aðtjÞ, bðtjÞ stands for the average elasticity of
output with respect to capital and labor. Equations (117.16) and (117.17) mean that
any incremental input of capital or labor will be allocated to the STIP where
marginal output maximization can be achieved. Under ‘‘perfect competition’’ of
STIPs in attracting investment and human capital, the only equilibrium state is that
all STIPs have the same output elasticity of incremental input of capital and labor,
depicted as aðtjÞ and bðtjÞ separately.

Based on the analysis above, we suppose that industry clustering in STIPs as a
whole can be distinguished by investigating the changing trends of aðtjÞ and bðtjÞ
as follows:

daðtÞ
dt
þ dbðtÞ

dt
[ 0 ð117:19Þ

If Eq. (117.19) is true, i.e., there is increasing output elasticity with respect to
time series, we can prove that there is increasing returns from geographical
agglomeration of production. A fundamental feature of industry clustering in
STIPs as a whole thus can be verified.

To carry out regression, Eq. (117.5) can be re-written as:

ln YiðtÞ ¼ A
0

iðtÞ þ aiðtÞ ln KiðtÞ þ biðtÞLiðtÞ ð117:20Þ

Actually, A
0
iðtÞ in Eq. (117.20) stands for time series of TFP (total factor pro-

ductivity). Following Victor J. Elias [17], we use annual revenue and annual
average fixed assets of STIP i to express output YiðtÞ and capital input KiðtÞ, which
are calculated at constant prices of 1990 in 1 million Yuan. Moreover, labor input
is expressed by employment in person. The resulting growth rates of variables
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from 1997 to 2004, along with the estimated share parameters are reported in
Table 117.3.

And we can get the following equations:

aþ b ¼ 1:0226� 0:0038t; R2 ¼ 0:0608 ð117:21Þ

a ¼ 0:7987þ 0:0225t; R2 ¼ 0:209 ð117:22Þ

b ¼ 0:2239� 0:0264t; R2 ¼ 0:2148 ð117:23Þ

A
0 ¼ �1:1441þ 0:1363t; R2 ¼ 0:3311 ð117:24Þ

These data indicate that there is no obvious increasing return to scale of
production in STIPs as a whole. The average output elasticity is quite close to unit
elasticity (aþ b ¼ 1:005;R2 ¼ 0:00144). A striking feature of these data is the high
output elasticity of capital input and its increasing trend (rising from 0.701 to 0.864
in 2004), quite different with that of China in general. This enormous contrast well
explained the geographical concentration of capital in STIPs. To get higher returns
on investment, it is preferable for entrepreneurs to move into STIPs. The declining
elasticity of labor input suggests the dilemma in Chinese economic growth:
Inadequate labor demand due to management and technology advancement.
For most developing countries, it is often marked by substantial unemployment,
underemployment, and poverty, namely stalled ‘‘structural transformation’’ out of
low-paying activities to higher value-added ones and the mounting pressure of
employment [22].

117.4 Conclusion

Various types of zones in China have been served as experiment sites for transition
from planned to market economy, attracting FDI and technology acquirement.
In many Chinese cities, the establishment of hi-tech zones represents China’s

Table 117.3 Estimates of the output elasticity of capital and labor

Year Coefficients Sig. Std. error Model summary

A’(t) a(t) b(t) A’(t) a(t) b(t) A’(t) a(t) b(t) R2 F Sig.
F

1997 -1.071 0.701 0.308 0.214 0.000 0.037 0.85 0.137 0.143 0.737 68.58 0.000
1998 -1.415 0.745 0.305 0.159 0.000 0.084 0.99 0.151 0.173 0.741 68.59 0.000
1999 -0.426 0.99 0.010 0.604 0.000 0.95 0.814 0.137 0.155 0.820 109.5 0.000
2000 -0.739 1.033 0.008 0.352 0.000 0.961 0.787 0.146 0.170 0.859 152.1 0.000
2001 0.051 0.989 -0.024 0.949 0.000 0.884 0.796 0.136 0.164 0.854 146.3 0.000
2002 0.141 0.952 0.007 0.873 0.000 0.969 0.878 0.141 0.173 0.831 122.8 0.000
2003 0.055 0.927 0.044 0.954 0.000 0.808 0.96 0.144 0.179 0.810 106.3 0.000
2004 -0.841 0.864 0.184 0.322 0.000 0.191 0.841 0.121 0.139 0.826 118.6 0.000
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attempt to overcome obstacles of the technology transfer form multinationals and
to draw on both technology transfer and indigenous technology development in a
more effective way.

Based on CD production function with external science and technology pro-
gress efficiency, the study investigated geographical concentration of production
factors and increasing return to scale in High-tech Zones in China. Result shows
that there was industry clustering in the zones.

However, the quality of industry clusters differs greatly among the zones, and
many hi-tech zones are not successive in attracting real qualified hi-tech firms.
And the analysis of the panel data indicates that the development of some state-
level science and technology industrial parks in China is enterprises gathering
rather than industry clustering. Moreover, much attention should be paid to the
zones with poor agglomeration quality.
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Chapter 118
Evaluation of Person-Job Fit on
Knowledge Workers Integrating AHP and
BP Neural Network

Qing Wang and Guo Chen

Abstract In order to evaluate person-job fit on knowledge workers effectively, an
evaluation method integrating analytic hierarchy process and BP neural network
are proposed in this paper. The method is to get the evaluation results by calcu-
lating weighted sums of the evaluation results based on analytic hierarchy process
and the evaluation results based on the trained BP neural network. A case is
applied to demonstrate the method by MATLAB. The results show that the method
can effectively evaluate person-job fit on knowledge workers. The method has the
advantages of both analytic hierarchy process and BP neural network.

Keywords: Knowledge worker � Person-job fit � Evaluation model � Analytic
hierarchy process � BP neural network

118.1 Introduction

In the knowledge-based economy, knowledge workers have become the most
creative production factors of enterprises. The degree of person-job fit on
knowledge workers influences the performance of enterprises. Person-job fit is a
dynamic process: with the changes of employees’ ability and the adjustments of
jobs requirement, managers must re-allocate employees by promotion, demotion,
rotation et al. As knowledge workers engaging in high-risk mental work improve
their ability rapidly, it is difficult to evaluate their person-job fit. Therefore,
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developing a scientific method to evaluate person-job fit on knowledge workers
has great significance.

To improve the reliability and validity of person-job fit evaluation, many
scholars turned their attention to artificial intelligence [1–4]. These methods
ignoring the subjective feature of person-job fit evaluation are all based on
objective data.

Among the decision methods, analytic hierarchy process (AHP) can combine
quantitative analysis with qualitative analysis. BP neural network is used to solve
the problems whose rule implied in lots of disordered data. As person-job fit is
affected by many implied factors, this paper introduces AHP and BP neural net-
work into the evaluation of person-job fit on knowledge workers. Section 118.2
reviews the concept of AHP and BP neural network. Section 118.3 introduces the
processes of the evaluation method of person-job fit on knowledge workers inte-
grating AHP and BP neural network. A case is applied to demonstrate the method
by MATLAB in Sect. 118.4. Finally, Sect. 118.5 provides the conclusions from
this work.

118.2 AHP and BP Neural Network

The hierarchy structure of AHP is shown in Fig. 118.1 (Here is given person-job fit
on R&D employees as an example). It includes target layer, criterion layer, and
approach layer. By calculating the maximum eigenvalues and corresponding
eigenvectors of the judgment matrices, which are made by paired comparing the
importance of the elements in each layer for each element in the upper layer, we
can finally obtain the weights of the elements in each layer.

Evaluation of person - job fit on R&D employees

Personality Experience Skills

Communication ability

Creative thinking

Interests in R&D

Intelligence

Emergency ability

Project experience

Awards obtained in the 
recent 5 years

Project application

Team spirit

Ability to take risks

Professional knowledge 
and skills

Innovation

Fig. 118.1 Hierarchy structure of person-job fit evaluation on R&D employees
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Figure 118.2 shows the topological structure of BP neural network. The
structure contains input layer, hidden layer, and output layer (Here is given person-
job fit on R&D employees as an example). The network is to find out the nonlinear
relationship among data by learning, which consists of information dissemination
and error back propagation [5].

For AHP is too subjective and BP neural network is too objective, this paper
provides an evaluation method of person-job fit on knowledge workers based on
AHP and BP neural network, which is mainly depend on BP neural network with
AHP. The final evaluation results are weighted sums of the evaluation results of
AHP and the evaluation results of BP neural network.

118.3 Evaluation Method of Person-Job Fit Integrating
AHP and BP Neural Network

The processes of person-job fit evaluation on knowledge workers integrating AHP
and BP neural network are: (a) establish the original evaluation index system; (b)
select key indexes and get the evaluation results by AHP; (c) use the samples of
person-job fit on knowledge workers to train BP neural network and get the
evaluation results; (d) calculate weighted sums of the evaluation results of AHP
and the evaluation results of BP neural network. The specific processes for using
this method are described below.

118.3.1 Evaluation of Person-Job Fit by AHP

118.3.1.1 Establish Original Evaluation Index System

The original evaluation index system of person-job fit on knowledge workers in a
high-tech enterprise is established by managers and experts.

Input layer Hidden layer

Evaluation 
results

… …

Person-job fit evaluation
on R&D employees

Output layer

Fig. 118.2 An evaluation model of person-job fit evaluation on R&D employees based on BP
neural network
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118.3.1.2 Select Key Evaluation Indexes

Establish the hierarchy structure and judgment matrices of the problem. Eigen-
vectors of the maximum eigenvalues for each judgment matrix are weights of the
indexes. Those indexes with more weight are selected to be key indexes.

118.3.1.3 Get Evaluation Results

Evaluation result of each sample is the sum of each evaluation index score mul-
tiplied by its weight.

118.3.2 Evaluation of Person-Job Fit by BP Neural Network

118.3.2.1 Determine the Input/Output Layer Nodes

The input layer nodes are the key evaluation indexes selected by AHP. And the
output layer nodes are the evaluation results.

118.3.2.2 Determine the Number of the Hidden Layer and Its Nodes

Kolmogrov theory has shown that a three-layer neural network can realize any
given continuous function [6]. Thus, this paper designs a three-layer BP neural
network. There are three formulas can help us decide the number of the hidden
layer nodes [7]:

(a)
P

n

i¼0
Ci

m [ k; k is the number of samples, n is the number of the input layer

nodes, i is a constant in [0, n], ni is the number of the hidden layer nodes.
(b) ni =

ffiffiffiffiffiffiffiffiffiffiffiffi

nþ m
p

? a, ni is the number of the hidden layer nodes, n is the number
of the input layer nodes, m is the number of the output layer nodes, a is a
constant in [1, 10].

(c) ni = log2 n, ni is the number of the hidden layer nodes, n is the number of the
input layer nodes.

118.3.2.3 Determine the Output Function

The output function of each neuron is a sigmoid function:
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I ¼
X

n

j¼0

wjxj ð118:1Þ

y ¼ f ðIÞ ¼ 1
1þ expð�IÞ ð118:2Þ

xj is input signal, wj is the strength of the joint among neurons, n is the number of
the input signals, j is a constant in [0, n]. I is the summing unit, which is the first
processing step of the neuron. f ðIÞ is the output function, which is the second
processing step of the neuron.

118.3.2.4 Pre-Process the Samples Data

Normalize the samples data and divide them into two parts, one part is the training
set used to train the BP neural network, the other is the testing set.

118.3.2.5 Train and Test

After being trained, BP neural network needs to be tested to ensure whether it has
got a steady network structure and weights. And the testing set should be entered
into the trained BP neural network for testing.

118.3.3 Evaluation of Person-Job Fit Integrating AHP
and BP Neural Network

Get the results by calculating weighted sums of the evaluation results of AHP and
the evaluation results of BP neural network. And the weights are obtained by
expert discussion.

118.4 Case Study

Company A is an IT enterprise. Company A has been enlarging itself these years
and the problems in its person-job fit on knowledge workers have become obvious.
To provide decision support for Company A, we randomly select 150 R&D
knowledge workers from this company as samples and evaluate their person-job fit
by the given method integrating AHP and BP neural network.
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118.4.1 Select the Evaluation Indexes by AHP

We select 12 important indexes to evaluate person-job fit on knowledge workers in
Company A. And then the hierarchy structure which shown in Fig. 118.1. Judg-
ment matrices are established. By using MATLAB, eigenvectors corresponding to
the maximum eigenvalues of each judgment matrix are calculated to be the
weights of the indexes (as shown in Table 118.1). The eight key evaluation
indexes are professional knowledge and skills, project experience, innovation,
creative thinking, awards obtained in the recent 5 years, ability to take risks,
interests in R&D, and communication ability.

118.4.2 Evaluate Person-Job Fit by AHP

According to the 8 key indexes and their weights, samples can be evaluated by
AHP in the method described below. Divide the eight key indexes into six grades:
extremely match, very match, match, mismatch, very mismatch, and extremely
mismatch. The scores of the six grades in turn are 1, 0.8, 0.6, 0.4, 0.2, and 0. Then
50 samples are randomly selected from the 150 samples as the testing set (The
other 100 samples are the training set). The sum of each index score multiplied by
its weight given by AHP is the evaluation result of the sample in the testing set.

Table 118.1 Weights of person-job fit evaluation indexes on knowledge workers based on AHP

Level
index

Second index C.I. R.I. Weight of index Final
weight of
index

Personality Experience Skills

0.2604 0.3352 0.4045

Personality Communication
ability

0.0170 1.1200 0.1599 0.0416

Creative thinking 0.4185 0.1090
Interests in R&D 0.2625 0.0684
Intelligence 0.0973 0.0253
Emergency ability 0.0618 0.0161

Experience Project experience 0.0091 0.5800 0.5584 0.1872
Awards obtained in

the recent
5 years

0.3196 0.1071

Project application 0.1220 0.0409
Skills Innovation 0.0170 0.9000 0.2844 0.1150

Professional
knowledge and
skills

0.4729 0.1913

Ability to take risks 0.1699 0.0687
Team spirit 0.0729 0.0295
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118.4.3 Determine the Input, Hidden, Output Layer Nodes
and the Output Function of BP Neural Network

The above eight key indexes are selected as the input layer nodes. And each node
represents a key index.

The number of the output layer nodes is 1 for there is only one evaluation result
for each sample. Divide the evaluation result into five levels: A, B, C, D, and E.
The scores ranges of these five levels in turn are [0.8, 1], [0.6, 0.8], [0.4, 0.6], [0.2,
0.4], and [0, 0.2].

According to the Kolmogrov theory [6], we set the number of the hidden layer
as 1. And the number of the hidden layer nodes is designed to be 8 to ensure the
network stable.

The output function of this BP neural network is Eq. (118.2).

118.4.4 Train and Test the BP Neural Network

Take the evaluation data of the training set as learning data to train the BP neural
network by MATLAB. After several test runs, we find that when the training times
of the network is 50, the error is acceptable. Thus, we set the maximum training
times of the network as 50. The main computer language program code is:

net = newff([0 1;0 1;0 1;0 1;0 1;0 1;0 1;0 1],[8 1],{‘tansig’ ‘purelin’});
net.trainParam.epochs = 50
The evaluation results of the testing set can be obtained by entering the samples

data into the trained BP neural network. The evaluation results on 10 partial
samples in the testing set are shown in Table 118.2.

Among the 10 testing samples in Table 118.2, there are only two samples
whose actual outputs are different from the target outputs. Among the all 50 testing
samples, there are only 9 samples whose actual outputs are different from the
target outputs. The accuracy of the designed model is about 80 % and the model
can evaluate person-job fit on knowledge workers well.

118.4.5 Evaluate Person-Job Fit by the Given Method
Integrating AHP and BP Neural Network

According to experts, the evaluation results based on AHP multiplied by 40 % plus
the evaluation results based on BP neural network multiplied by 60 % would be
more scientific for the evaluation. These new results of the 10 samples are shown
in Table 118.3.

By comparing the evaluation results of 50 samples based on AHP, BP neural
network, and AHP & BP neural network with the target outputs, we can find out
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that: (a) the evaluation results based on AHP & BP neural network are closer to the
target outputs than the other two kinds of evaluation results; (b) the evaluation
results based on AHP & BP neural network are between the other two kinds of
evaluation results. The method has the advantages of both analytic hierarchy
process and BP neural network.

118.5 Conclusion

This paper gives a new method combining AHP with BP neural network to
effectively evaluate person-job fit on knowledge workers. The results of the case
show that: (a) the evaluation accuracy of the designed BP neural network is about
80 %; (b) the evaluation results based on AHP&BP neural network are between
the results based on AHP and the results based on BP neural network, and the
former are closer to the target outputs. The method has the advantages of both
analytic hierarchy process and BP neural network. There are still some deficiencies
in this method: (a) the science and the convergence speed control of the BP neural
network need to be improved; (b) Based on AHP and BP neural network, which
are only relied on expert experience, the respective weights of the evaluation
results need to be improved.
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Chapter 119
Discussion of ITM-Based Human
Resources Planning and Management:
An Example of W Corporation

Hong-ming Chen and Ya-nan Kang

Abstract The paper aims to improve the chaotic situation of human resource
management within Chinese enterprises, especially some family business and
state-owned enterprises, and to optimize their internal human resource structures
to maximize the staff value. The paper introduces the ITM human resource
management theory, for an integrated and systematic human resource management
research of Chinese enterprises. Based on the ITM human resources information
needs analysis, the writer specifically introduces the concrete application of ITM
in Chinese enterprises taking example of W company, and reveals that ITM will
improve the structure of human resources and improve the resource efficiency to
achieve the maximized human capital value of the whole enterprises.

Keywords ITM � Human resource management � Planning and management �
Case study

119.1 Foreword

In order to adapt to the changing work environment, the practices and technologies
which related to talent management are continuous developing, improving,
adjusting and adapting over time. While the most effective measure is concrete
analysis of concrete problems, that is, make individual managing measure and
corresponding adjustment to different enterprise.
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The Integrated talent management (ITM), which means integrated human
resource management, is a kind of integrated human resources management theory
that newly sprung in Chinese enterprises in the past two years. Namely, the ITM
theory aims to success an integrated management from staff selection, recruitment,
reward and retaining top talent by adjusting or improving the processes and
technologies, which enable employees to adapt to the strategic objectives and
business value of their corporate. And then it will enhance personal power as well
as organizational through the integrated talent management system.

119.2 The Information Needs Analysis of ITM

The study entitled ‘‘Integrated Talent Management: Improving Business Results
through Visibility and Alignment’’(which was conducted by the Aberdeen Group,
a Harte-Hanks Company (NYSE: HHS) [1], with support from Talent-Scope, Inc.,
the only fully integrated provider of talent management solutions.) shows that, to
the context of shaky job market and divergent views of the huge turnover predict,
once the economics recovered, compared to those with traditional talent man-
agement processes and individual employee data systems, the enterprises with
ITM-based personnel management processes will not only achieved higher prof-
itability, but also better to adjusting themselves to the position to achieve long-
term interests and development [2]. The study confirmed:

Firstly, ITM enable higher profit and other benefits: compared to the leading
enterprises without ITM model, those who implemented ITM-based talent man-
agement process have higher annual profit by 7 % and their employees also
increased 19 %. Moreover, almost more than 50 % of the positions in these
enterprises have identified successors—that is a critical factor to effectively
manage attrition that due to resignation and retirement.

Secondly, there are high correlation between the integration and the standard-
ization of talent management process: in fact, in the companies with excellent
performance (including staff performance, manager satisfaction and employee
engagement), 85 % had integrated at least part of the talent management processes
and workflow; while 63 % of the bad performance enterprises with no compre-
hensive talent management process at all.

Thirdly, ITM views that explore potential staff value is important: what suc-
cessful companies need to do is much more than just managing personnel, but the
more important thing is try to train and explore staff potential value. Especially in
the current economic situation, only be correctly identified and retain senior talents
can survive the enterprises. Thus the most urgent thing for the businesses is
mastering the real human resources situation and making effective talent man-
agement planning.

In addition, combination interests: combined the traditional human resources
with other functional ‘‘talent’’ (such as training, development, compensation, etc.)
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can not only helps reduce workflow bottlenecks, but also has a supporting role on
measuring the key indicators about talent, such as the recruitment quality and the
strength of key personnel.

In the study, 76 % of senior managers declared that they will increase invest-
ment in human resources management. Obviously, the ITM will commercially
benefit the organization and has a high degree of market information needs [3].

119.3 Take M’s to Analysis the ITM-based Human
Resources Information Planning

119.3.1 W Company Profile

Founded in 1996, W is a private limited company engaged in production and sales
of specialty products in Henan Province whose predecessor is a small hand
workshop, and developed into a minor celebrity food processing and raw material
suppliers in 5 years. It mainly engaged in processing and trading grinding sesame
oil, black fungus, mushrooms, mushrooms and other edible fungus in distribution
and wholesale mode, main products are edible fungi products and authentic
grinding sesame oil Featured of Henan, with exports of 50–100 million and annual
turnover of 300–500 million.

119.3.2 The Current Human Resource Management
Situation of W

There are procurement department (including warehouse management), produc-
tion department, sales department, finance department, the office (contained
human resources management) in W company at present, in total of more than 200
employees. On the impact of family hand Workshop predecessor, the company is
still in the family business management models and concepts with big problems in
W’s HR management.

Sources of indicators: To analysis W’s current HR management issues, the
writer made some questionnaire surveys towards more than 200 employees and got
120 valid questionnaires with the help of the W’s talent manager and some
employees after sorting and analysis we get the following results.

119.3.2.1 Personnel Recruitment

The company didn’t make any relevant recruitment plan, even without special
human resource department but part-worked by the office personnel. In W’s, the
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recruitment is mainly by staff recommendation, relatives and local labor inter-
mediary introduction, and the interview are mainly charged by the chairman of the
board who is also the general manager. No paper test, no personality test, people
can be employed as long as the chairman agreed. Despite that the staff do not agree
(as Table 119.1), but no one put forward objection, most of the employees regard
that ‘‘whose enterprise, listen to whom’’.

119.3.2.2 Staff Execution

The most critical factor affecting employee execution is whether one’s ability
matched its post or not. Only the employee competence matched its post
requirement can it effectively play staff execution, which is also helpful to
employees’ satisfaction and their improved performance. But the questionnaire to
company W is not ideal. See Table 119.2.

Simultaneously, playing staff executive closely related to the intensity and
effectiveness of staff training [4]. On respect of training, although W had some
degree of training measures, however, due to lack of specialized personnel man-
agement department, most of them become a mere formality when down to
implementation as the company’s requirements.

119.3.2.3 Development

After sorting and classification those questionnaires, the paper started from three
aspects—training, career development satisfaction and selecting system to reflect
W’s development. As Tables 119.3, 119.4 and 119.5 show, what the W’s did in
respects of staff training and Incubation Management are still unsatisfactory,
which cannot make the staff generally feel good and be full of enthusiasm for
work.

Table 119.1 Satisfactory or not to the company’s recruitment methods

Strongly Satisfactory Not much Unsatisfactory

Number 2 31 49 38
Proportion (%) 1.7 25.8 40.8 31.7

Table 119.2 How much the
company personnel matched
the post

Number Proportion (%)

Can fully display personal talents 11 9.2
Can display on Some degree 31 25.8
Can basically play 54 45
Cannot play 24 20
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119.3.2.4 Whether to Retain Key Talent

The deletion in aspects of incentives and positions promotion (Tables 119.4 and
119.5) makes a sense of accomplishment and loss of future about personal
development to part of the staff, which leading to staff turnover. In Tables 119.6
and 119.7, that is reflected from the relationship between work performances and
the rewords or positions promotion, and the resigning intention (see also
Table 119.8).

119.3.3 ITM-Based Human Resource Management
Information Planning for W

119.3.3.1 Broken Down the Organizational Structure by Function

The ITM theory pays attention to the influence of each department to the whole
human resources’ performance. While the organizational structure division in W is
too rough, especially the fuzzy partition of the Office and HR Department, so the
company should add marketing department, logistics department and HR
Department according to developing needs.

Table 119.3 Satisfaction of
the company training effect

Number Proportion (%)

Adapt to the job requirement,
be very useful

13 10.8

Have certain effect, be useful 30 25
Little help to the work 33 27.5
Mere formality 44 36.7

Table 119.4 Staff career
development satisfaction

Number Proportion (%)

The own work be of promising 33 27.5
Be possible of promising 39 32.5
Unclear, have no idea 29 24.2
No promising 19 15.8

Table 119.5 Selection
system satisfaction

Number Proportion (%)

Fair, the capable be on 25 20.8
Relatively fair 31 25.8
Basic fair 45 37.5
Unfair 19 15.8
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After functional subdivision, the organizational structure will be more concen-
trate, much easier to extend and be better for responsibility division and performance
appraisal [5]. In view of company W is expanding import and export to explore
foreign markets currently, the marketing department can recruit some experienced
market analysts to open the foreign markets stably; and the HR Department should
carry out specific plans to form a comprehensive talent management processes
containing recruitment, training, development and retention key talent.

119.3.3.2 Innovative Recruitment Processes and Methods Based
on ITM

In view of the status of nepotism in W, the personalized recruitment site with the
ITM platform can be helpful. The recruitment site can refuse those ‘‘family
relationship’’ effectively when screening resume through a ‘‘threshold’’. Based on
resume integration from various channels, the ITM system will screen candidates
fast and accurately, match and recommend automatically according to the talent
evaluation results, and transfer information more efficiently among the interviewer
and the candidate which may achieve a smooth recruitment process.

119.3.3.3 Innovative Development Design

Effective implementation of the human resources development plays a direct
promoting role to improve organizational effectiveness and profitability, which
also picked up about 15.4 % of the total shareholder return. However, W’s seri-
ously neglected its human resources development.

Table 119.7 Does your job promotion have relationship with your work performance?

Great relationship Certain relationship Little relationship No relationship

Number 15 36 40 29
Proportion (%) 12.5 30 33.3 24.2

Table 119.8 Resigning Intentions survey

Would not departure Up to the opportunity To consider Sure to leave

Number 30 37 34 19
Proportion (%) 25 31 28 16

Table 119.6 Do your salary and incentive have relationship with your work performance?

Great relationship Certain relationship Little relationship No relationship

Number 15 31 41 33
Proportion (%) 12.5 25.8 34.2 27.5
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Based on the ITM system, W’s can screening personnel rapidly according to
post matching analysis, recognize people’s quality, characteristic or potential
exactly, and discover the individual strengths and weaknesses. Then ‘‘Prescribe the
right medicine’’-design and implement effective strategy for talent training, which
may form a talent pool and enable the manager to control talent reserve, plan talent
development, make continuous tracking evaluation, and identify suitable candi-
dates finally [6].

119.3.3.4 Enhance the Staff Execution

As is well-known, looking for experienced, skilled employees is not an easy thing,
which makes the importance of staff execution even more prominent. The most
safe execution management mode is supposing that whether for its current role or
preparation to the future role, all employees own space to growth and development
in the organization.

The ITM-based human resource management can achieve effective connection
of each the functional departments by design and implementation. The integration
and planning of each module enable the competency-based conclusion of other
steps can be invoked in any link so that policymakers can make more clear and
more persuasive decisions.

119.3.3.5 Performance Assessment

Firstly, design the ITM overall index system that close to the actual can complete
performance appraisal process in the shortest, resolve strategic target layers after
layers, grasp core operations, interact and communicate in real-time and adjust
timely as the response and feedback [6, 7].

Secondly, designing associated performance evaluation system be able to
review each other, of which each method should be comprehensive systematic.

Meanwhile, combined with perfect designed ITM website system, the W’s may
achieve evaluate the human resources management or even management of all the
work in each section in 360 �. And then automatically implement evaluation,
questionnaire design and statistical analysis with safety answer mechanism and
reliable results, and conclude professional feedback report finally.

119.4 Conclusion

From the case analysis of W’s, we can get that benefited from its strategic human
resource planning, complete HR processes and effective loss management, ITM
strives to build an integrated talent management ambiance with inter- convergence
function, mutual restraint system and links affecting performance appraisal.
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Apparently, for many Chinese family enterprises like W’s and part of the
under-system state-owned enterprises, the ITM management idea brings them
methods and energy to dredge talent management. Thus, the ITM theory has great
potential and corporate recognition in Chinese market, whether for the companies
with inefficient talent management or enterprises with considerable scale human
resources. The ITM will bring them a talent management revolution.

Every management has its profound sociality. Therefore, managements are
obliged to adapt to their native culture and tradition. Thus in the process of talent
management, companies not only need to learn from others advanced experience,
but also to adhere to its national conditions, to constantly conclude experience in
practice. Then they can make innovation on the basis of reference and absorption
to realize humanistic and scientific talent management gradually.
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Chapter 120
Is Inequality or Deficiency the Real
Trouble?—The Influencing Factors
of the Income Satisfaction of Chinese
Sci-tech Personnel

Yi Yang

Abstract With an increasing gap among current incomes, the Chinese sci-tech
personnel’s income satisfaction does not just depend on the income itself. By
controlling some demographic variants such as gender, age, work seniority, etc.,
this study conducted a thorough analysis of the influence of some factors on the
income satisfaction via optimal scaling regression and some other regression
methods. The influencing factors include the income itself, the income gap, and the
allocation system and so on. It was found that the inter-industry income gap, to
which the income satisfaction is majorly attributed, can more easily cause dis-
content among the sci-tech personnel than the income itself. The allocation system
can exert stronger influence on the income satisfaction among the sci-tech per-
sonnel than the intra-regional income gap, yet not as strong as that caused by inter-
industry income disparity.

Keywords Income � Satisfaction � Income gap

120.1 Introduction

Confucius says that it is the inequality rather than deficiency is the cause of trouble
and it is the instability rather than poverty is the root of disaster. This archaism
implies that compared to low incomes, the disparity among people’s gaining is
more liable to give rise to discontent, wrath and some other negative effects among
people. When it comes to social stability, large income gap and uneven allocation
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rather than low income are what should be worried about. This old wisdom saying,
in plain words but with profound meaning, is worth of pondering particularly when
the current China is undergoing a daily increasing of income gap. The study in this
paper is to thoroughly discuss the income satisfaction from three major aspects.
First, it will compare the income itself and the income disparity to see which factor
can more easily cause discontent. Secondly, in terms of income disparity, it will
explore which factor can exert stronger influence on the income satisfaction, the
inter-industry income disparity or the intra-regional income disparity? Thirdly, it
will try to make clear which one can affect the income satisfaction more between
the income disparity and the allocation system.

120.2 Literature Review

Income satisfaction is the link connecting income and individual behavior, which
is triggered by income and some relevant factors and directly influences individual
working behaviors and working attitude. Since 1960s, foreign researchers have
conducted systematic study of income satisfaction, among which the study of the
influencing factors over income satisfaction is the research hot spot. The research
conducted by American researcher Adams discovers that the absolute value of the
payment of the members in an organization does not have direct or consequent
relations with the members’ working initiative, yet the fairness of allocation can
produce huge impact on employees’ job satisfaction and working initiative [1].
Lawler also finds that if the employee believes there is gap between the actual
gaining and his or her expected payment, the income satisfaction can be impaired,
thereby influencing their working behaviors and working attitude [2]. Heneman
and Schwab conduct more detailed research on income satisfaction and point out
that income level, income increase, welfare, income structure, income manage-
ment and some other influencing factors can all affect people’s satisfaction towards
income [3].

Meanwhile, domestic related researches are not rare to be found and have made
quite achievement in this field. Ye Qin, Dai Dashuang and Wang Haibo analyzed
the questionnaire results by fractional multiple regression method, which aims to
investigating the income satisfaction of the employees in a domestic mobile
communication operator, proving that there is significant correlation between
environmental factors and income satisfaction. Also they analyzed the differenti-
ation effect on income satisfaction exerted by environmental factors and the dif-
ference of the income satisfaction among employees at different ranks [4]. Zhang
Junqin, Li Lianshui and Zang Zhipeng find that non-economic compensation can
exert stronger influence upon income satisfaction than economic compensation
and there is significant correlation between economic compensation and non-
economic compensation after they established hypotheses and studied the relations
between the two kinds of compensation and income satisfaction [5]. Chen Tao and
Li Lianshui conducted a questionnaire survey investigating 12,000 sci-tech
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personnel in 12 cities in Jiangsu Province, China, discovering that there is
significant difference in incentive compensation satisfaction factoring in age,
gender, position and nature of unit [6].

Despite that researchers home and abroad have done quite an exploration in
income satisfaction and its influencing factors, there are three prominent problems
in the research. First, most researches focus on the income and allocation system
within one company or industry, ignoring the external comparison. China is
undergoing a daily increasing of income gap among different industries; therefore,
external comparison of income is with both Chinese characteristics and epic
meaning [7–9]. Secondly, in terms of method, many researches adopt factor
analysis to probe into the influencing factors of income satisfaction from its
internal dimension. Yet factor analysis is easily affected by the observation
parameters set by the researcher; moreover, it is difficult to explore the interaction
effect among the variants via factor analysis. Thirdly, the researches tend to ignore
the influence caused by common method biases which can produce severe inter-
ference to research results.

Therefore, the study presented in this paper will lay emphasis on the influence
brought by income, income gap, etc. on the income satisfaction of the sci-tech
personnel in China while strictly controlling the extraneous variants such as rel-
evant demographic variants, common method biases, etc. [10].

120.3 Research Method

120.3.1 Subject

The study group chose the sci-tech personnel in a certain industry in China as the
subject. With the generous support from the relevant departments in this industry,
totally 18,880 original questionnaires were recovered via e-investigation. To
ensure the accuracy and validity of the data, the study group screened the original
questionnaires grounded on three points, the time spent on answering the ques-
tionnaire, the key questions in the questionnaire being answered, and the consis-
tency of answers to similar questions. After the screening 15,165 valid
questionnaires were left, among which males are 9,281 and females are 5,769,
accounting for 61.7 and 38.3 % of the total samples respectively. This is proper in
terms of gender structure. As far as age is concerned, there are 3,942 investigated
employees under 30, occupying 26.0 % of the total samples; 4,419 from 31 to 40,
taking up 29.2 % of the total samples; 4,491 from 41 to 49, accounting for 29.7 %
of the total amount; 2,293 over 50, holding 15.1 % of the total samples. It gen-
erally fits the normal distribution. When it comes to title, those without titles
account for 9.2 %, those with junior title 33.3 %, those with intermediate title
45.0 %, and those with senior title 12.5 %. Geographically, employees investi-
gated in the eastern areas are 4,257, taking up 28.1 % of the total samples; those in
the central regions 3,700, holding 24.4 % of the total samples; those from the
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western areas 6,381, accounting for 42.1 % of the total samples. Generally
speaking, the data gathered is reasonably distributed in gender, age, title, region,
etc. and is close to the original samples in proportion.

120.3.2 Research Instruments

120.3.2.1 Questionnaire

Many researches employ measurement scale to measure the income satisfaction
[10]. In order to accurately measure the influencing factors of income satisfaction
and the interaction effect among them, the income satisfaction in this study refers
to the overall income satisfaction of the employees, which is measured by the
question ‘‘Are you satisfied with your current payment’’, the answers to which are
scaled into five levels from ‘‘Very dissatisfied’’ to ‘‘Very satisfied’’ [11]. In terms of
absolute income, two indexes are adopted. The first index is average monthly
earnings. Based on the reality in the investigated industry, incomes in this industry
are graded into five levels from those who earn \1600 RMB to those who earn
more than 8001 RMB. The second index is income pressure. Owing to the sig-
nificant disparity of income and price level among different regions in China, this
study particularly introduced the concept of income pressure to measure the
earnings of the investigated employees. Moreover, this study refined the income
comparison, which includes internal comparison and external comparison. The
former is measured by two questions, ‘‘In your company/working unit, can you get
well paid’’ and ‘‘Is the allocation system in your company/working unit fair to
you’’. The latter is also measured by two questions. The first question is ‘‘What
level do you think your income is locally at’’, which is to measure the local income
gap. The second question is ‘‘Compared to similar positions in government and
public institutions, what level do you think your income is at’’, which is to measure
the inter-industry income gap. All the questions are scored by a 5-Likert scale [12].

120.3.2.2 Statistical Analysis Method

This study adopts SPSS16.0 to process the data.

120.4 Research Results

120.4.1 Descriptive Statistics of the Income Satisfaction

In general, the income satisfaction in the investigated industry is relatively low, the
average value of which is 2.26, close to the level of ‘‘Not so satisfied’’. The income
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satisfaction is significantly different factoring in gender (t = 3.746, P = 0.000)
that females are more satisfied with their incomes than males. There is also sig-
nificant difference among different age groups (F = 11.167, P = 0.000) that the
income satisfaction is growing with age. The income satisfaction of the sci-tech
personnel in different regions is distinct as well. Those in the western regions have
the lowest income satisfaction, close to ‘‘Not so satisfied’’, slightly lower than the
income satisfaction of those from the central regions. The highest income satis-
faction comes from the eastern regions [13].

120.4.2 Influencing Factor Analysis

To further detect the relevant factors that might exert influence on the income
satisfaction of the sci-tech personnel and the influencing degree of these factors,
SPSS is adopted to conduct Chi square test and optimal scale regression analysis.
The results are presented as below.

120.4.2.1 Chi Square Test

Eight variants are involved in the Chi square test to explore their influence upon
the income satisfaction of the sci-tech personnel and to see if the influence is
statistically significant. See Table 120.1.

It can tell from Table 120.2 that difference in the income satisfaction of the sci-
tech personnel is statistically significant factoring in region, gender, age, education,
title, position, working rank and working hours. This indicates that all of these
demographic variants can influence the income satisfaction of the sci-tech personnel.

120.4.2.2 Optimal Scale Regression Analysis

The above analysis focuses on the influence that sample characteristics exert on
the income satisfaction of sci-tech personnel. Besides, there are many other factors
which might affect the income satisfaction of sci-tech personnel. In this particular
study, the influence exerted by income gap, allocation system and the income itself
gets most attention. Because questionnaires were adopted in this study, the most
obtained is ordinal categorical data, hence the result will be insufficient if linear
regression is performed. Yet using logistic regression could cost the useful
information in such kind of data. Therefore, this study decides to use optimal scale
regression method. By using some non-linear transform methods, the four aspects,
i.e., the sample characteristics, the absolute income gap, the psychological income
gap and living burden, can be iterated thus to find out an optimal equation.

1 The dependent variables in Equation 1, 2, 3, 4 and 5 are all income satisfaction.
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It can be told from the logistic regression analysis that gender, age, education,
title, working sonority can influence the income satisfaction of the sci-tech per-
sonnel. Therefore, it is these five variants that are under control in the optimal
scale regression analysis. Via stepwise regression, the influence of absolute
income gap, psychological income gap and living burden on the income satis-
faction of the sci-tech personnel is analyzed.

(1) Sample characteristics. In Equation 1, via analyzing and comparing the
influence that the five variants (gender, age, education, title and work
seniority) exert on the income satisfaction of the sci-tech personnel, it is found
that the regulated R2 is only 0.013. Therefore, the model established based on
Equation 1 is not statistically meaningful. Given this Equation 1 will not
entail much analysis.

(2) The income. The average individual monthly income is plug into Equation 2
after eliminating the interference caused by the sample characteristics such as
gender, age, education, title, work seniority, etc. From Equation 2 it can be
told that the income itself can affect the income satisfaction of the sci-tech
personnel to a great extent with the coefficient of estimate reaching 0.36 and
the coefficient of determination reaching 0.123.

(3) The income gap. Equation 3 takes into an extra consideration of the factors
such as the relative income and allocation system to probe into their influence
on the income gap among the sci-tech personnel. The results indicate that the
industry income gap can exert the most influence with its coefficient of
determination being 0.320, which means that the most primary norm for the
sci-tech personnel to compare their incomes is the earnings of similar positions
in similar industries. If the gap is large, it is most probable to give rise to
income dissatisfaction among the sci-tech personnel. Moreover, the sci-tech
personnel care a lot about the allocation system. If they consider it is the
allocation system that causes large income gap, they can be quite irritated.
Last, intra-regional income gap also affects the income satisfaction among the
sci-tech personnel. The coefficient of determination of the intra-regional
income gap is 0.249, which is way larger than the income itself, i.e., the
coefficient of determination of the average monthly income, 0.106. After
plugging the relative income and allocation system into the equation, the
coefficient of determination of the whole equation reaches 0.533, which means
that the three factors above can well contribute to deciphering the income
satisfaction of the sci-tech personnel.

Table 120.1 Chi square test

Variants Region Gender Age Education Title Position Working
rank

Working
hours

Chi square
value

930.527 32.287 39.787 24.578 47.410 242.83 230.253 56.264

P value 0.000 0.000 0.000 0.017 0.000 0.000 0.000 0.000
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(4) Living burden. Equation 4 probes into the influence that living burden exerts
on the income satisfaction among the sci-tech personnel, which includes the
proportion that individual income accounts for of the whole family earnings
and the income and expenses. For example, the family might have a high
income living an affluent life, or the family can only manage to meet the ends.
It can be told from Equation 4 that the proportion that individual income
accounts for of the whole family earnings does not influence the income
satisfaction much. Its estimated coefficient is only 0.065 while that of the latter
(the income and expenses) is as large as 0.51. This indicates that income and
expenses can relatively affect the income satisfaction of the sci-tech personnel
more.

(5) Equation 5 brings into all the independent variants after it gets rid of the
interference from sample characteristics. The results show that compared to
Equation 3, the coefficient of determination is increased from 0. 533 to 0.569,
which indicates that living burden can impact upon the income satisfaction of
the sci-tech personnel yet to a slight extent. Equation 5 again shows that
income gap, especially the industry income gap, is the major influencing factor
of income satisfaction of the sci-tech personnel.

120.5 Conclusion

Via logistic regression method, optimal scale regression method and some other
methods, this study probed into factors that can influence the income satisfaction of
sci-tech personnel. It was discovered that compared with income itself, income gap
is more liable to give rise to dissatisfaction among the sci-tech personnel. Among all
the inequality of allocation, inter-industry income gap can cause the most discon-
tent, followed in order by the allocation system of the working unit, intra-regional
income gap, and living burden. The last influential factor is actually the income
itself. Currently, it is urgent to reform the social allocation system. The results in this
study imply that it might be meaningless to re-invigorate the allocation system just
by increase the income. It is more important to lessen the inequality in allocation,
improve the allocation system in the working unit, and reasonably regulate the
income level based on the actual situation and consumption level in different
regions, thus practically easing the life burden on the sci-tech personnel.
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Chapter 121
Understanding Knowledge Sharing
Willingness in Virtual Academic
Community: A Survey Study on College
Students

Rui Liu and Xiao Shao

Abstract Virtual Academic Community, as a type of Learning Community,
features on the exchange of academic-related ideas, experience, documents,
comments and feedbacks. Although there is a growing interest in Learning
Community and Virtual Communities of Practice, few studies have examined the
influencing factors of knowledge sharing in Virtual Academic Community from an
integrated viewpoint including personal and cultural perspectives. This paper
conducts a survey study on the influencing factors of college students’ knowledge
sharing willingness in Virtual Academic Community. The results indicate that
self-efficacy, personal outcome expectation, guanxi and gaining face have positive
effects on knowledge sharing willingness. Additionally, self-efficacy has a positive
effect on community-related outcome expectation. Finally, research limitations are
drawn and discussed.

Keywords Virtual academic community � Knowledge sharing � College students

121.1 Introduction

Virtual Community of Practice (VCoP) centered upon the communications and
interactions of participants to generate specific domain knowledge that enables the
participants to learn from, contribute to, and collectively build upon that knowl-
edge [1]. The terms Learning Community and Virtual Community of Practice are
often used interchangeably, as both relate to the process of learning and the
socialization that serves to facilitate learning [2]. Learning Communities have
been linked to online education for promoting critical thinking skills and
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facilitating the achievement of learning outcomes [3, 4]. Virtual Academic
Community, as a type of Learning Community, featured on the exchange of
academic-related ideas, experience, documents, comments and feedbacks.
Unfortunately, knowledge sharing among such communities has not lived up to
expectation.

The question of why individuals share their knowledge in Virtual Academic
Community has been examined largely in the context of learning communities.
The researches have proved that students’ heightened sense of belonging has
positive relationship with higher-level thinking and problem solving [5, 6], and
sense of community functions as one critical factor that influences knowledge
sharing [7]. Some researches on academic blog communities reveal that trust and
motivation have positive relationships with knowledge sharing [8, 9]. Related
studies on VCoP have applied Social Cognitive Theory, Social Capital Theory,
Social Exchange Theory, TAM [10–12] to illustrate or test knowledge sharing and
most scholars focus on either personal factors [13–16] or contextual factors
[17–19]. Huang et al. tested how face and guanxi affect knowledge sharing in
general VCoP [20]. However, few studies have empirically examined cultural
factors on knowledge sharing and influence of college students’ knowledge sharing
in Virtual Academic Community remains a critical area on which few studies have
been performed.

121.2 Theoretical Model and Research Hypotheses

In this study, an integrated framework was proposed to develop a more compre-
hensive perspective of the relationships between college students’ knowledge
sharing willingness and its personal as well as cultural influencing factors in
Virtual Academic Community.

Social Cognitive Theory is a widely accepted model for validating individual
behavior [11]. This theory states that an individual will take an action that has
personal cognition in a social environment. Furthermore, individual’s cognition to
act in a certain way has two basic determinants: self-efficacy and outcome
expectation. Therefore, Social Cognitive Theory was used to examine how self-
efficacy, personal outcome expectations and community-related outcome expec-
tations affect knowledge sharing willingness.

In Chinese cultural context, guanxi defines one’s place in the social structure
and provides security, trust and a prescribed role [20]. Guanxi largely reduces the
opportunistic behavior and encourages the commitment from the Chinese coun-
terpart and at the same time enhances the channel performance as well. Closely
related to guanxi is the idea of Face. The claim to face may rest on the basis of
status, whether ascribed or achieved; it may also vary according to the group with
which a person is interacting [21]. Since Virtual Academic Community is rooted in
specific culture and serves as a communication channel involving human inter-
action, cultural factors as guanxi and face may exert influence on knowledge
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sharing. Therefore, Guanxi-Face theory was applied to examine how Guanxi,
Saving Face and Gaining Face affect Knowledge Sharing Willingness. The theo-
retical model is proposed in Fig. 121.1.

Bock et al. examined that self-efficacy influenced knowledge sharing willing-
ness [17]. Kankanhalli et al. considered self-efficacy as an intrinsic incentive and
tested its positive effect in Electronic Knowledge Repositories [10], and this study
included web-based self-efficacy (WBSE) and knowledge creation self-efficacy
(KCSE) for studying self-efficacy. WBSE refers to a learner’s beliefs about his/her
capabilities in using the functions of the website. KCSE refers to a learner’s beliefs
about his/her capabilities in articulating the ideas and experiences, synthesizing
knowledge, and learning from others by embodying explicit knowledge into tacit
knowledge. In our study, knowledge sharing willingness is defined as people’s
intention to share knowledge [17]. Hence, we propose,

H1: Self-efficacy has a positive effect on knowledge sharing willingness.
Following Compeau and Higgins [11], we identified personal outcome expec-

tations and community-related outcome expectations. Studies on Social Cognitive
Theory suggested that individuals would share knowledge with the expectations of
enriching knowledge, seeking support and making friends [22]. Individuals would
also share knowledge with the expectation of helping the VCoP to accumulate
knowledge, continue its operation and grow [16]. Hence, we propose,

H2a: Personal outcome expectation has a positive effect on knowledge
sharing willingness.

H2b: Community-related outcome expectation has a positive effect on
knowledge sharing willingness.

Marakas’ research found that self-efficacy has positive effect on outcome
expectation via individual action performance [23]. Hsu et al. also proved
knowledge sharing self-efficacy positively effects both personal outcome expec-
tation and community-related outcome expectation [14]. Hence, we propose,

H3a: Self-efficacy has a positive effect on personal outcome expectation.
H3b: Self-efficacy has a positive effect on community-related outcome

expectation.
The Chinese word ‘‘guanxi’’ refers to draw on connections in order to secure

favors in personal relations. It contains implicit mutual obligations, assurances,
understanding and governs Chinese attitudes toward long-term social and business

Fig. 121.1 Theoretical model
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relationships. Kotlarsky and Oshri’s research indicated that guanxi promotes
knowledge transfer among companies [24]. Guanxi was also proven to positively
influence trust and knowledge transfer among individuals [25]. Hence, we propose,

H4: Guanxi has a positive effect on knowledge sharing willingness.
Face has two tendencies namely gaining face and saving face. Gaining face

means the establishment of positive self-image; while saving face is avoid of
losing face. The exposure of personal knowledge and mistake can be embarrassing
and disrespectable. In that case, people are less likely to contribute knowledge and
communicate with other in the fear of losing face [21]. Hence, we propose,

H5: Saving face has a negative effect on knowledge sharing willingness.
Chu suggested that gaining face is acquired by self-representation [21]. When

one’s advantage and capacity apply with others’ expectation, recognition and
respect is gained. Hence, we propose,

H6: Gaining face has a positive effect on knowledge sharing willingness.

121.3 Data Analysis and Research Results

In this study, measurement items were adapted from the literature wherever pos-
sible. A pretest of questionnaire was performed by 3 experts in knowledge man-
agement field to assess its logical consistencies, ease of understanding, sequence of
items and contextual relevance. The final questionnaire consisted of 28 items was
conducted after a pilot study, and a five-point Likert scale was adopted with
anchors ranging from strongly disagree (1) to strongly agree (5). The questionnaire
was designed to target on college students’ knowledge willingness on emuch.
Emuch is a Virtual Academic Community in China which gathers 300000 mem-
bers and its subjects cover a large variety of academic disciplines. After data
collection, 230 questionnaires were returned, 11 of which were deemed invalid
resulting in a total of 219 complete and effective responses.

121.3.1 Analysis of Measurement Model

Following the recommended two-stage analytical procedures, we used LISREL
8.70 to first assess the measurement model and then examine the structural model.

Firstly, LISREL8.70 was used to apply confirmatory factor analysis (CFA). For
convergent validity testing, the results in Table 121.1 showed that AVE (0.4472)
and CR (0.6107) of self-efficacy were below the benchmarks, AVE of personal
outcome expectation (0.4560) and AVE of community-related outcome expecta-
tion (0.3275) were also below the accepted thresholds. After theoretical analysis,
X3, X6 and X10 were deleted. Then AVE, factor loadings and CR were above the
thresholds.
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As can be seen in Table 121.2, test of discriminant validity was acceptable.
For convergent validity testing of guanxi, saving face and gaining face, CFA

results showed that loading of X13 was 0.17, AVE of Guanxi was 0.3026. After
deleting X13, AVE of three latent variables exceeded the generally accepted value
Table 121.3.

The Discriminant Validity test results were in Table 121.4.
The CFA results of knowledge sharing willingness can be seen in Table 121.5.

Table 121.1 Convergent validity testing of self-efficacy, personal outcome expectation and
community-related outcome expectation

Latent variable Measure Loading AVE CR Cronbach’s a

Self-efficacy X1 0.73 0.55 0.71 0.70
X2 0.71

Personal outcome expectation X4 0.83 0.64 0.88 0.82
X5 0.76
X7 0.82
X8 0.74

Community-related outcome expectation X9 0.78 0.59 0.81 0.80
X11 0.73
X12 0.82

Table 121.2 Discriminant validity testing of self-efficacy, personal outcome expectation and
community-related outcome expectation

Sqrt AVE Guanxi Saving face Gaining face

Self-efficacy 0.7416
Personal outcome expectation 0.2336 0.8000
Community-related outcome expectation 0.4562 0.6783 0.7681

Table 121.3 Convergent validity testing of guanxi, saving face and gaining face

Latent variable Measure Loading AVE CR Cronbach’s a

Guanxi X14 0.61 0.53 0.64 0.73
X15 0.57
X16 0.64
X17 0.69

Saving face X18 0.72 0.67 0.89 0.76
X19 0.81
X20 0.82
X21 0.73

Gaining face X22 0.95 0.62 0.83 0.82
X23 0.81
X24 0.63
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121.3.2 Assessment of Structural Model

The structural model reflecting the assumed linear, causal relationships among the
latent variables was tested. The model fit indices showed that v2 to degrees of
freedom ratio of 2.24 (v2 = 533.12; df = 238), CFI = 0.96, NFI = 0.93 and
RMSEA = 0.086, suggesting that the model fit the data well.

As expected, the path coefficient of self-efficacy was 0.30 (T = 2.91) indicating
self-efficacy’s positive relationship with knowledge sharing willingness, thus H1
was supported. Personal outcome expectation had a significant positive effect on
knowledge sharing willingness (path coefficient = 0.39, T = 4.48), while com-
munity-related outcome expectation (path coefficient = -0.24, T \ 0) had no
significant influence on knowledge sharing willingness. Consequently, hypotheses
H2a was supported while H2b was not. Contrary to hypothesis H3a, the results
showed an insignificant path between self-efficacy (path coefficient = -0.07, T\
0) and personal outcome expectation, while self-efficacy (path coefficient = 0.27,
T = 2.94) positively affected community-related outcome expectation, supporting
H3b. The results revealed guanxi (path coefficient = 0.32,T = 3.08) and gaining
face (path coefficient = 0.24,T = 2.13) were positively related to knowledge
sharing willingness, providing support for H4 and H6. The result also showed that
saving face had no significant influence on knowledge sharing willingness (path
coefficient = -0.36, T \ 0), thus H5 was not supported.

According to data analysis, self-efficacy and personal outcome expectation
showed significant and positive effects on knowledge sharing willingness. The
findings reveal that college students execute knowledge sharing to be a capable,
superior means of achieving personal objectives, express a high willingness to
share their knowledge in Virtual Academic Community. This is in consistency
with Bock and Kim’s finding [16]. Contrary to our expectations, community-
related outcome expectation did not have a significant impact on knowledge
sharing willingness. According to Purvis et al. [19], the lack of interior regulations

Table 121.4 Discriminant
validity testing of guanxi,
saving face and gaining face

Sqrt AVE Guanxi Saving face Gaining face

Guanxi 0.7280
Saving face 0.3409 0.8185
Gaining face 0.1623 0.7058 0.7874

Table 121.5 CFA results of
knowledge sharing
willingness

Latent variable Measure Loading Cronbach’s a

Knowledge sharing Y1 0.64 0.73
Y2 0.89
Y3 0.82
Y4 0.69
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and incentives in VCoP may hinder members’ willingness to sharing knowledge.
One plausible reason is that, in Virtual Academic Community like emuch,
knowledge sharing activity is not that intense, so members don’t hold the belief
that one should contribute knowledge for community development. This study
provides support that self-efficacy had positively effect on community-related
outcome expectation, but self-efficacy had insignificant influence on personal
outcome expectation. One possible explanation is that web-based self-efficacy was
excluded in our study for good measurement model design, leaving only knowl-
edge-creation self-efficacy for testing its relationship to community-related out-
come expectation. The results indicate that supported hypotheses for web-based
self-efficacy may not apply to knowledge-creation self-efficacy. Study also indi-
cates that guanxi and gaining face had positive effects on knowledge sharing
willingness, while saving face didn’t exhibit a significant negative effect on
knowledge sharing willingness. We infer that the Virtual Academic Community
provides a platform for people to express themselves freely and take off the heavy
burden of maintaining the established face in real world. This is consistent with the
nature of web for easy communication.

121.4 Conclusion

This survey study was targeted on much. Authors tested college students’
knowledge sharing willingness in Virtual Academic Community and found that
self-efficacy, personal outcome expectation, guanxi and gaining face positively
affected knowledge sharing willingness. Also, self-efficacy had a positive effect on
community-related outcome expectation.

Although the findings are encouraging, the present study has certain limitations.
This study examined only one aspect of self-efficacy. Authors did not include web-
based self-efficacy in the measurement model, thus the results could have been
impacted. Further study should include better measures to examine how self-
efficacy influences outcome expectation in Virtual Academic Community.

Acknowledgments Supported by the Fundamental Research Funds for the Central Universities,
Central China Normal University Dangui Project 2010 (120002040304).
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Chapter 122
An Application of Entrepreneurship
Score Model in College Student
Entrepreneurship Education

Guanxin Yao, Jing Xu and Jian Xu

Abstract For avoiding the waste of entrepreneurship resources and resolving the
problem of lacking pertinence in entrepreneurship education, as well as to realize
the value of the limited resources to the greatest degree, fifty students who have
established their own enterprises are surveyed with questionnaires to find the
eighteen main factors influencing the entrepreneurship. Taking the correlation
between these factors into account, the principal component analysis method was
applied and five main components representing the different indicators charac-
teristics of entrepreneurs were filtered out. Finally the score model in college
student entrepreneurship can be constructed. Through this model, entrepreneurial
aspirations of college students and the groups with higher scores can be obtained,
which can improve the pertinence of entrepreneurship education. Therefore, this
model provides a reasonable basis for the effective delivery of entrepreneurship
education resources.

Keywords Entrepreneurship education � Entrepreneurship competence � Principal
component analysis � Scoring model

122.1 Introduction

In recent years, government and society have paid much attention on social
employment, and China has been beset by this problem for many years. Due to the
gloomy employment market, more graduated students determine to become
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self-employed, which is not only in accordance with economic trend, but also a
best way for the realization of students’ human capital value [1], besides it is also
beneficial for national development, social stability and the improvement of each
student’s life quality. It is quite necessary to research the entrepreneurial phe-
nomenon of students, and increasing efforts to support students in starting their
own business particularly in the weak market after the financial crisis. In recent
years, the government gradually increases investment in college students’ entre-
preneurship, and schools have also invested more in entrepreneurial education,
however, the ratio of students who built their own enterprises to all graduate is just
2 %, negligible in compare with the 28 % of United States. The fundamental
reason for this phenomenon is the waste and inappropriate distribution of entre-
preneurship assistance and educational resources, which also directly bring down
the success rate of entrepreneurship. In domestic entrepreneurship education, [2]
and [3] separately conducted theoretical analysis of college students entrepre-
neurship from the perspective of college students’ entrepreneurship consciousness,
capability cultivation and entrepreneurship education innovation. Guoxing [4]
focuses his attention on the evaluation of the students’ entrepreneurial capability,
but limited to the students in the entrepreneurship competition. Kun [5] first
proposed the concept of entrepreneurship endowment, but did not give a specific
calculation method. So designing a selecting method which is suitable for the
college students’ entrepreneurship will not only improve the college students’
entrepreneurial capability, but also promote employment, and it can provide the-
oretical basis for reform of talents education in higher-education institutions at the
same time.

122.2 The Team Heterogeneity Theory

In foreign country, the research and practice of college students’ entrepreneurial
ability originate from the development of entrepreneurship education. Although
entrepreneurship has already drawn much attention, it still lacks a clear definition
until today [6]. Meanwhile many scholars began to focus their attention on
entrepreneurship heterogeneity theory. The study mainly go through three stages:
the first stage emphasizes the effects of external heterogeneity(age, sex, degree of
education, etc.) on entrepreneurship performance; on the basis of the first stage, the
second stage regards enterprise development process as an adjustment variable to
reflect the complexity of the entrepreneurial process requirements; the third phase
of the study cares the impact of external heterogeneity as well as internal heter-
ogeneity (values, cognitive style, experience, background, etc.) on entrepreneurial
performance, and instead of researching separately it considers the interaction
between the two factors [7]. The team heterogeneity theory has become mature in
the continuous development process, the essence of the theory is that different
entrepreneur possesses different entrepreneurial qualities, and their capability of
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resolving the difficulties encountered in the venture are quite different, thus
affecting their entrepreneurial performance.

Recent studies mainly focus on inspiration, development and evolution analysis
[8] of entrepreneurship, while few concern the psychology of college entrepreneur.
There are some studies comparing student who has become self-employed and
those who hasn’t, however most of these studies lack in depth research. Bige
Askun in his studies on entrepreneurship education in Turkish public universities
points out that entrepreneurship courses in public universities in Turkey are not
sufficient to provide skills or mindsets that are required for creating entrepreneurs
that can contribute to economic growth and employment for students [9]. In
conclusion, it is useful and urgent to establish an entrepreneurs’ score calculation
model.

122.3 Calculating Model for Scores of College Students
Entrepreneurship

122.3.1 Sample Selection

Given that it is hard to obtain relevant resources, fifty college entrepreneurs are
surveyed with questionnaires from about ten higher-education institutions in
Jiangsu Province. Sample Characteristics are as follows in Table 122.1.

122.3.2 Analysis of Factors Affecting College Student
Entrepreneurship

College students are not born with the ideas of entrepreneurship. It is influenced by
inner interest and value as well as social environment and school education. Lots
of studies indicate that individual background affects the entrepreneurship aspi-
ration greatly. Brockhaus in his study argues age, sex, degree of education and
parents’ roles are all relevant factors; Krueger and Carsud also consider that the
offspring may have a strong desire to be entrepreneurs if their parents have an
enterprise. Some studies in this field prove educational background is also a key

Table 122.1 Sample
characteristics

No. Male Female Total

Sophomore 3 2 5
Junior 13 7 20
Senior 14 6 20
Master 3 2 5
Total 33 17 50
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factor as well. For example, students in business administration have a stronger
entrepreneurship consciousness than those of engineering subjects. Feng Lei, on
the basis of document analysis, as well as visiting and interviewing, defines factors
which have been generally accepted as entrepreneurship competence, such as
innovation, sociability, risk bearing, teamwork, decision-making, commitment,
self-control and knowledge acquisition [10]. And he also believes these factors
conversely influence entrepreneurship willingness. Besides, students’ entrepre-
neurship psychology are also greatly influenced by their personal characteristics,
including innovation, opportunity, perseverance, leadership, teamwork, desire for
power, self- realization and spirit of adventure. Considering that personal back-
ground are not controllable, therefore, in the formation process of the college
students’ entrepreneurial awareness, cultivating their entrepreneurship thoughts
can only be achieved through the indirect method of changing their living envi-
ronment and education model. Accordingly, factors that reflect inner psychology,
entrepreneurship competence and knowledge are selected as main factors;
Table 122.2 gives specific information of these factors.

122.3.3 Principal Component Analysis of Each Factor

A superficial glance at the correlation coefficient matrix of various factors shows a
strong correlation between the 18 variables. Considering those variable overlaps
with each other, for better exploring those factors’ influence on college students’

Table 122.2 Potential
factors affecting college
students’ entrepreneurial
willingness

Measurable variable (X1*X18)

Factors affecting the
willingness of college
students venture

Confidence of entrepreneur
Perseverance of entrepreneur

Negative mood management
Ability of risk-taking
Communication
Teamwork
Honesty and Faith
Self-control
Opportunity recognition
Available resource
Ability of practice
Basic knowledge of business
Basic knowledge of

entrepreneurship background
Professional knowledge
Knowledge of law and policy
Frequency of extramural

practice or concurrent post
Sense of internship
Level of independence
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entrepreneurial willingness, principal component analysis method is chosen to
select main factors and their contribution. Table 122.3 shows variance contribu-
tion and cumulative contribution rate of each variable, and the latent roots of
previous five are more than 1, so only these five are selected by SPSS. The first
principal component variance accounts for 39.87 % of the total, while the previous
five account for 70.26 %.

Since the five principal components are found, according to factor loading
matrix (not listed due to space limitations), the function of principal component
can be determined, which is:

F1 ¼ 0:865ZX1 þ 0:849ZX2 þ 0:749ZX3 þ 0:474ZX4 þ � � � þ 0:629ZX18

F2 ¼ 0:107ZX1 � 0:004ZX2 þ 0:219ZX3 � 0:454ZX4 þ � � � þ 1:131ZX18

� � � � � �
F5 ¼ 0:110ZX1 � 0:097ZX2 � 0:240ZX3 þ 0:040ZX4 þ � � � þ 0:149ZX18

8

>

>

>

<

>

>

>

:

ð122:1Þ

And then standard function of principal component can be drawn directly
according to the component score coefficient matrix (Table 122.4):

ZF1 ¼ 0:120ZX1 þ 0:118ZX2 þ 0:104ZX3 þ � � � þ 0:088ZX18

ZF2 ¼ 0:063ZX1 � 0:002ZX2 þ 0:128ZX3 þ � � � þ 0:077ZX18

� � � � � �
ZF5 ¼ 0:109ZX1 � 0:096ZX2 � 0:238ZX3 þ � � � þ 0:148ZX18

8

>

>

<

>

>

:

ð122:2Þ

Table 122.3 Total variance explained

No. Total % of Variance Cumulative % Total % of Variance Cumulative %

1 7.16 39.869 39.869 7.176 39.869 39.869
2 1.71 9.511 49.38 1.712 9.511 49.38
3 1.5 8.334 57.714 1.5 8.334 57.714
4 1.24 6.935 64.649 1.248 6.935 64.649
5 1.09 5.607 70.256 1.009 5.607 70.256
6 0.90 5.009 75.265
7 0.75 4.179 79.445
8 0.70 3.912 83.357
9 0.56 3.123 86.48

10 0.49 2.733 89.213
11 0.45 2.5 91.713
12 0.35 1.928 93.64
13 0.31 1.74 95.38
14 0.26 1.44 96.82
15 0.20 1.088 97.908
16 0.17 0.928 98.835
17 0.14 0.773 99.608
18 0.07 0.392 100
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Table 122.4 shows that different factor has different contribution to each
principal component. In the first principal component, the coefficients of X1

(Confidence of entrepreneur), X2 (Perseverance of entrepreneur), X6 (teamwork),
X3 (Negative mood management), X4 (sense of responsibility) and X5 (commu-
nication) are larger, so F1 can be regarded as a composite indicator which reflect
inner quality of the entrepreneur. The coefficient of X11 (ability of practice) is
much bigger than others in F2 and it can be considered as an indicator to reflect the
entrepreneur’s ability of transferring ideas into practice. In F3 the coefficients of
X16 (frequency of internship) and X9 (Opportunity recognition) are larger, so F3

reflects the ability of seizing commercial chances. In the same way, we can
summarize that F4 reflects entrepreneur’s capability of self-control, and F5 reflects
entrepreneur’s knowledge level. Finally, according to formula (3), the score cal-
culation formula can be drawn as:

F ¼ k1

k1 þ k2 þ � � � þ k5
F1 þ

k2

k1 þ k2 þ � � � þ k5
F2 þ � � � þ

k5

k1 þ k2 þ � � � þ k5
F5

ð122:3Þ

In the formula (122.3),

k1 ¼ 7:176; k2 ¼ 1:712; k3 ¼ 1:5; k4 ¼ 1:248; k5 ¼ 1:009

Table 122.4 Component score coefficient matrix

Component 1 2 3 4 5

Confidence of entrepreneur 0.12 0.063 0.156 0.137 0.109
Perseverance of entrepreneur 0.118 -0.002 0.142 0.197 -0.096
Negative mood management 0.104 0.128 -0.002 -0.139 -0.238
Ability of risk-taking 0.066 -0.265 0.064 0.254 0.039
Communication 0.102 0.187 0.053 -0.12 0.116
Teamwork 0.117 0.082 -0.084 -0.073 -0.152
Honesty and Faith 0.065 0.371 0.002 -0.011 0.397
Self-control -0.014 0.187 0.039 0.611 0.055
Opportunity recognition 0.102 -0.128 0.207 -0.2 -0.08
Available resource 0.1 -0.06 0.129 0.097 -0.229
Ability of practice 0.075 0.299 -0.112 -0.065 -0.175
Basic knowledge of business 0.083 -0.269 0.059 -0.122 0.258
Rudiments on entrepreneurship
Background

0.069 -0.148 -0.096 -0.269 -0.13

Professional knowledge 0.053 -0.129 -0.336 0.016 0.604
Knowledge on law and policy 0.087 -0.011 -0.201 0.175 -0.225
Practice or concurrent post -0.023 0.128 0.521 -0.199 0.291
Sense of responsibility 0.104 -0.191 0.131 0.207 0.142
Level of independence 0.088 0.077 -0.283 -0.109 0.148
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122.4 Conclusion

The ultimate purpose of this study is discovering a series of measures, so as to
improve the success rate of entrepreneurship among college students. Numerous
studies have shown that the entrepreneurial capability can be enhanced through
education. Complicate as it is, college students’ entrepreneurship has attracted
much attention abroad in the theoretical and empirical study. Foreign scholars
incline to improve the educational system, method and technique of entrepre-
neurship through case study, role-play, outward bound and visiting, etc., and the
result is quite fruitful in recent years. Domestic study in this field stems from 2000
and some typical entrepreneurship educational type are developed, such as on-
class lecturing of Renmin University of China, entrepreneurship in practice of
Beijing University of Aeronautics and Astronautics and entrepreneurship educa-
tion system of Shanghai Jiao Tong University.

Although the government, society and universities are paying more attention
and investing more than before on entrepreneurship, but most of the entrepre-
neurship education, particularly domestic education, are formalistic and lack of
pertinence These studies only encourage students to participate in business training
which will benefit in short term, but with low efficiency in the long run, and not
conform with the ideas of intensification, detailed management and sustainable
development of modern society.

Resources are limited, students entrepreneurship education unable and unnec-
essary to cover each student. Universities can evaluate students with entrepre-
neurship score model, so as to discover potential entrepreneurs. Universities can
also analyze and improve entrepreneurship skills for students who have strong
willingness but score low. For the students who lack entrepreneurship willingness,
universities can judge whether the potential entrepreneur can develop into a real
entrepreneur or not by analyzing their score. Those who achieve high scores
should be encouraged with certain measures. Universities may also improve the
competence of students with little willingness in entrepreneurship and scoring low,
thus alleviating the problem of employment. In general, by precisely investing the
scarce resources to the true potential entrepreneurs, the entrepreneurship score
model may greatly improve the effectiveness of educational resource investment.
It will increase the success rate of entrepreneurship, and at the same time, it can
boost the student employment level and maximize the benefit.
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Chapter 123
The Research on Teaching Methods
of Object-Oriented Approach
in Management Information
Systems Curriculum

Xianhong Liu

Abstract It is difficult for students who major in economics and management to
learn object-oriented approach based on Unified Modeling Language (UML) in
Management Information Systems (MIS) curriculum. To solve this problem, four
methods about how to teach this approach are offered to teachers as follows.
Summarizing consistency rules helps students to understand logical relationships
between UML diagrams. Defining the core of UML helps students to grasp
emphases. Designing creative experiments helps students to understand concepts
and notations of UML deeply. With the help of specific program codes, abstract
UML diagrams can be explained for students more clearly. These methods are
proved to be effective to teach this approach in MIS curriculum.

Keywords Object-oriented approach �UML �Management information systems �
Teaching methods

123.1 Introduction

There are two basic development approaches of Management Information Systems
(MIS): traditional structured approach and newer object-oriented approach [1]. It is
a growing trend that more and more teachers begin to teach the object-oriented
approach in MIS curriculum. The object-oriented approach represented in this
paper is based on Unified Modelling Language (UML) from the Object Man-
agement Group (OMG). These are some similar researches on how to teach this
approach. Some researchers argue that teachers should combine UML theory with
MIS development practice [2, 3]. Some researchers argue that teachers should
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apply the method of case teaching [4, 5]. Other researchers argue some specific
teaching methods such as project teaching method, goal driven teaching method
[6, 7]. Unfortunately, almost all of these researches are given to students who
major in computer science. Compared to these students, students who major in
economics and management have some obvious disadvantages such as: lack of
knowledge of software engineering, inadequate experience of software develop-
ment, unsatisfactory abilities to think logically. Therefore, these researches aren’t
always to be applicative to students who major in economics and management. I
have taught object-oriented approach in MIS curriculum for over 5 years. I am
glad to share experience with other teachers.

123.2 Teaching Methods of Object-Oriented Approach
in MIS Curriculum

As mentioned above, students who major in economics and management are
different from students who major in computer science. We should apply appro-
priate teaching methods according with their features. Four teaching methods are
represented as follows.

123.2.1 Summarize Consistency Rules to Help Students
to Understand Logical Relationships
between UML Diagrams

OMG defines 13 types of diagrams in UML 2.x which support developers to model
information systems from different angles and levels. This kind of multi-view
modelling way is useful to reduce complexity of models. Unfortunately, it leads to
a problem, the logical relationships between these diagrams puzzle students. Even
if they grasp the concepts and symbols of each UML diagram, they often make
inconsistencies between UML diagrams. How can we judge UML diagrams are
consistent or not? Rules are needed. Therefore, it is necessary to summarize
consistency rules between UML Diagrams. Quite frankly, it is not easy to sum-
marize consistency rules between UML diagrams completely. So far, I gain about
20 consistency rules between UML diagrams. Some of them are listed below.

Rule 01. An object in Sequence Diagrams must be an instance of a normal (not
abstract) class in Class Diagrams.

Rule 02. When the name of a class is modified in Class Diagrams, the name of
the corresponding class must be updated synchronously in Sequence Diagrams.

Rule 03. If an object sends a message to another object in Sequence Diagrams,
there must be a dependency relationship between the two classes that the two
objects belong to respectively. Contrariwise, if there is a dependency relationship
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between two classes, there must be at least one message interaction between the
two objects.

Rule 04. A message of Sequence Diagrams must correspond to an operation of
the receiver (an object), and the operation is visible to the sender (an object).

Rule 05. If a class is deleted in Class Diagrams, the corresponding objects and
messages (corresponding to operations) of the class should be deleted synchro-
nously in Sequence Diagrams.

Rule 06. The same object in Sequence Diagrams and Communication Diagrams
must belong to the same class in Class Diagrams.

Rule 07. An object that State Machine Diagrams describes must correspond to
an instance of a normal class in Class Diagrams.

Rule 08. If a class is deleted in Class Diagram completely (not hid only), all the
corresponding State Machine Diagrams should be deleted.

Rule 09. A state in State Machine Diagrams must be a legitimate value of one
or more attribute of a class in Class Diagrams.

Rule 10. If an action in State Machine Diagrams is to call an operation of a
class, the operation should keep consistent with the definition of the operation in
Class Diagrams, including the name, parameters, etc.

Rule 11. If an activity in State Machine Diagrams is to call an operation, the
operation should be a message in Sequence Diagrams.

Rule 12. A use case in Use Case Diagrams must be assigned to operations of
classes in Class Diagrams.

Rule 13. If an Activity Diagram is used to describe a use case, activities and
swimlanes in the Activity Diagram correspond to operations and classes in Class
Diagrams respectively.

Students are asked to debate these rules with their group to understand them.
Afterward, students are asked to abide by these rules when they model an infor-
mation system. These rules, just as a guide, are very useful for students to grasp the
relationships between UML diagrams. Another paper of mine, identification and
check of inconsistencies between UML diagrams, discusses why these rules are
correct in detail.

123.2.2 Define the Core of UML to Help Students
to Grasp Emphases

UML evolved from the work of many renowned computer scientists, corporation
and other organizations. UML absorbed their respective object-oriented concepts
and notations, fused them into a single, standardized model [8]. As a result, UML
is very complex and enormous. Users often complain that UML is too difficult to
learn and use. Students encounter the same problem. So we should define the core
of UML, tell student what is the key content that they should learn and grasp.
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I divide UML diagrams into two parts: core diagrams and supplementary dia-
grams, as shown in Fig. 123.1. The core diagrams include Use Case Diagrams,
Class Diagrams and Sequence Diagrams. The supplementary diagrams include
Activity Diagram, Package Diagram and other 8 types of diagrams. According to
this result, students should concentrate on Use Case Diagrams, Class Diagrams
and Sequence Diagrams. Why? Although UML provides wide support on all kinds
of users from different fields, our students are these who are learning MIS cur-
riculum. The goal of our students is to grasp the process and technology of
information systems analysis and design. So they should learn the most frequent
UML diagrams in this domain. Use Case Diagrams are an important requirement
model which helps developers to capture and represent behaviors of information
systems. So Use Case Diagrams are indispensable. It is accepted that Class Dia-
grams are the heart of object-oriented models. Sequence Diagrams are a useful tool
to find out the operations of classes. It can also provide developers with direct
bases of coding programs. So Sequence Diagrams is also a necessary.

Therefore, Use Case Diagrams, Class Diagrams and Sequence Diagrams are the
core of UML in the domain of information systems analysis and design. They
deservedly become the emphases of student in MIS curriculum. So I concentrate
on teaching these diagrams, and ask students do a great of corresponding exercises.

123.2.3 Design Creative Experiments to Help Students
to Understand Concepts and Notations
of UML Deeply

Teachers provide students with detailed guides to an experiment, and then students
complete the experiment step by step according to the guides. Most experiments
are completed in this way. In the process above, students are passive. They only do
what teachers ask them to do. They don’t think and do anything farther. In order to
solve this problem, I design some creative experiments. Creative experiments
define that only an experiment title is given to students, and they are asked to work
out an experiment scheme by themselves. No guides or directions are provided by
teacher. Students themselves do all the things needed in experiments such as

Fig. 123.1 The core of
UML
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collecting information, installing software, analyzing data and so on. Some
creative experiments are listed as follows.

Experiment 1. Secondary development of UML modelling tools based on open
source software.

Experiment 2. Represent three-tier architecture using UML and code corre-
sponding C# programs .

Experiment 3. Represent design patterns using UML.
Experiment 4. Test the functions of checking inconsistencies between UML

diagrams of UML modelling tools.
Experiment 5. Test compatibility of UML modelling tools with windows 8.
Experiment 6. Test cross-platform features of UML modelling tools.
Experiment 7. Analyze performance of UML modelling tools based on web

explorer.
Experiment 8. Test and compare domestic UML modelling tools.
Experiment 9. Install and use UML plug-in modules.
Students are asked to complete these experiments in their spare time. Let’s take

experiment 1 as an example. I only provide students with the experiment title:
Secondary development of UML modelling tools based on open source software.
I don’t tell them how to complete this experiment. They may first open http://
sourceforge.net or http://www.oschina.net, then download source codes of soft-
ware such as StarUML, Smartuml, C# Uml Designer, ArgoUML, afterward
modify these codes using Pascal, C#, Java or other program languages. Eventually,
they submit reports to me.

Compared to traditional experiments, creative experiments can motivate crea-
tivity and autonomy of students. Although it’s full of difficulties and frustrations,
students gain deep cognizance in the process of overcoming them.

123.2.4 Explain Abstract UML Diagrams Using Specific
Program Codes

Generally speaking, MIS curriculum is more abstract than programming curricu-
lum. Because of this, most students who major in economics and management find
it is hard to learn UML in the beginning. Although modeling and programming are
belonging to two different phases in MIS development, it can’t be denied that there
is a close relation between them. In the process of MIS development, they can’t be
completely separated. So it is helpful to explain the concepts and models of UML
using program codes.

For example, an Include Relationship and an Extend Relationship are two
important parts of Use Case Diagrams. An Include Relationship means that a use
case includes the behavior defined in another use case. An Extend Relationship
defines that a relationship from an extending use case to an extended use case that
specifies how and when extending use case can be inserted into the behavior
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defined in the extended use case [9]. They are very similar. Many students confuse
them. It is easy to explain the differences between them using program code. I take
two types of promotion information as an example: 20 % discount for all goods,
20 % discount for goods priced above 200 RMB. I regard ‘‘pay’’ and ‘‘discount’’
as two use cases, and code two programs as follows to simulate them. In the left
program, ‘‘pay’’ calls ‘‘discount’’ unconditionally, which represents the Include
Relationship. In the right program, ‘‘pay’’ calls ‘‘discount’’ conditionally (price C

200), which represents the Extend Relationship.

By running the program and comparing the results, students can understand the
similarities and differences between them. It is helpful for students to understand
them. Other UML diagrams can also be explained using program code.

123.3 Conclusion

The object-oriented approach based on UML is an important content of MIS
curriculum. This paper summarizes teaching methods of this content in MIS
curriculum. These methods are proved to be effective and efficient. I hope they are

A program to simulate the Include
Relationship:

public class coat
{

public string name;
public double price;

public coat(string x, double y)
{

name = x;
price = y;

}

public string pay()
{

discount();
return ‘‘payment:’’ ? price;

}

public void discount()
{

price = price * 0.8;
}

}

A program to simulate the Extend
Relationship:

public class coat
{

public string name;
public double price;

public coat(string x, double y)
{

name = x;
price = y;

}

public string pay()
{

if (price [ = 200)
discount(0.8);

return ‘‘payment:’’ ? price;
}

public void discount(double x)
{

price = price * x;
//x: discount rate

}
}

1112 X. Liu



helpful to other teachers who teach this content to students who major in eco-
nomics and management. Teachers should pay attention to that students must gain
enough object-oriented knowledge before MIS curriculum. Thus, curriculum
structure may be optimized.
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Chapter 124
Engineering Material Management
Platform for Nuclear Power Plant

Zhifeng Tan, Zheng Zhang, Liqing Hu, Shan Chen and Zhijun Wang

Abstract The materials are the basis of the nuclear power plant construction.
Effective nuclear power engineering material management can accelerate the
construction and reduce project cost of the nuclear power plant. In order to put
the design of the source data into engineering material management, regulate the
process of material procurement management and provide material procurement
data and design drawings data in real-time for site management, this paper pro-
posed the solution of the engineering material EPC (engineering, procurement,
construction) based on VPRM system and SAP system and finally realized it. This
solution also solved the main problems existing in engineering material manage-
ment business of the nuclear power plant construction, and meets the meticulous
management concept at the same time.

Keywords Nuclear power plant � EPC � Material management � VPRM � SAP

124.1 Introduction

The materials throughout the whole process of the nuclear power plant life cycle
are the basis for nuclear power plant construction. Effective nuclear power engi-
neering material management can accelerate the construction, shorten the duration,
reduce project cost and increase the profit of the nuclear power plant. The process
of the nuclear power plant construction is complex. In addition, the nuclear power
plant building is a ‘tri-ongoing’ (three things at the same time) project, so the
process of engineering material management is much more complex [1].
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The process of the nuclear power plant building is as following: since design,
procurement, construction have the characteristic of long cycle and high cost [2], it
is not suitable if the pattern is designed and then purchased, purchased and then
constructed. It must be the executive of design, procurement and construction in
parallel, while the biggest problem of the pattern is easy to cause independent
work of EPC, lack of linkage, and bring the following issues: procurement data is
not entirely comes from the design; construction materials cannot be purchased
timely, the alteration of design and procurement and construction cannot com-
municate and exchange in time; the Lack of the uniform material code and code
system through the whole process of the engineering material [3]. This paper
focused on the building of the engineering material management platform based
on the VPRM and SAP system. The paper is organized as follows: Sect. 124.1:
Brief introduction. Section 124.2: Introduce engineering material code and the
process of material management. Section 124.3: Propose a solution of the engi-
neering material EPC based on VPRM and SAP system. Section 124.4: The
deployment and implement of platform. Sect. 124.5: Some related works.
Concluding remarks are added.

124.2 Nuclear Power Plant Material Management

The whole process of EPC in nuclear power plant engineering material manage-
ment included two parts: engineering material code and the process of material
management.

124.2.1 The Engineering Material Code

In the nuclear power plant, the engineering material is mainly divided into three
categories: the material of equipment items, the material of tags items and the
material of bulk type [4].

The Material of equipment items: the equipment items which are all distin-
guishable and uniquely identified by a unique label (called Process Tag). The Pro-
cess Tag contains information on functional aspects of the equipment for per unit
number of the nuclear power plant (number of unit, type of equipment, system it
belongs to, sequence number) which give indications on what the equipment is and
what its purpose is, for example: 1RCP1001PO. This type and its related manage-
ment process are generally applied to main and not numerous equipment items.

The Material of tags items: The material of tags is a tagged type, applied to
numerous and identical (‘‘identical’’ meaning of the same type or model) items.
For example, tags items are identified by a unique tag at the design stage. How-
ever, as they might be very numerous, the tags are ignored during the purchasing
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process where the type or model is preferred to identify them. The purchasing
process can manage them as bulk material, and the quantity of items needed for
one kind is defined as the total number of items of this kind (example: N tagged
valves of a given kind will be supplied as one item with the quantity ‘‘N’’). By
consequence of this definition, the tags of items are unique when they are tagged
but multiple when they are treated as bulk and their units of measure are also the
piece. The type is also called ‘‘Bulk Equipment’’ or ‘‘Itemized Equipment Type’’.

The Material of bulk type: This type material called ‘‘Bulk Material’’ is applied
to all undistinguishable untagged items. Namely pipes, fittings, plates, cable trays
or cables are bulk material, as any piece of it is undistinguishable from another one
(of the same type or model). The management of bulk material requires the def-
inition of a catalogue, which is simply the list of all types of a material, plus some
technical attributes defining each type. The number and the nature of these attri-
butes vary in the kind of material described. The bulk items are then simply
defined through the identifier of the type within the catalogue, plus their variable
dimension if any (ex: length for a pipe or a cable), or just their number when there
are pieces (ex: tees, elbows). Their units of measure are the physical unit of their
variable dimension (‘‘m’’, ‘‘m2’’, ‘‘kg’’ …) or ‘‘piece’’, which is also called ‘‘Bulk
Material Type’’.

124.2.2 The Process of Engineering Material Management

The process of engineering material management is the whole process tracing
management for the engineering material from making the BOM (bill of material)
of equipment and material procurement according to the design of the nuclear
power engineering to the delivery and fix of site material. The main process have
produced procurement technical specification and BOM, divided into procurement
package, registered project, selected supplier, bidding, contract, purchase order,
expediting, equipment Inspection, packing, dispatch, traffic, site material receipts,
stores, issued material, tracking management of site material application and so on
[5, 6].

Upwards just display the process of project material management and the actual
business of project material management process is very complex. It not only
needs to monitor supplier equipment production and delivery, but also to under-
stand the actual site material demand, adjust material delivery plan in time and
avoid inventory overstocking.

After investigation and research, materials cost account for more than 60 % of
the project cost, plus transport charges. It may be more than 70 %, therefore, to
ensure the smooth progress, reducing cost and improving economic efficiency for
engineering material management plays an important role [7].
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124.3 The Whole Process of Project Material Management
EPC Technology Solutions

Material management of the nuclear power engineering related to the design,
procurement, construction, had the characteristic of high technical, long duration
and complicated process. To feed back the process information and results to the
upstream and downstream in the process of engineering material management, it
requires the use of information systems. The following would provide the whole
process of project material management EPC technology solutions based on
VPRM system and SAP system.

124.3.1 VPRM System

Vantage Project Resources Management (VPRM) contains seventeen functional
modules. According to the nuclear power plant engineering material classification
features, the following modules would be frequently-used. VPRM modules cov-
ering design, procurement and site phase, see the Table 124.1.

In addition, during the design phase, VPRM realizes the professional engi-
neering material extraction and summarization by the data interface.

VPRM, VPE and PDMS relationship diagram can be seen in Fig 124.1.
AVEVA provided date interface between VPRM and other design platforms,

such as VPRM and Vantage Project Engineering (VPE), VPRM and Plant Design
Management System (PDMS). These interfaces would import data automatically
from VPE database that included equipment, valves and instrumentation with EDF
Code System (ECS) encoded items, and also realized the piping material automatic
data import in PDMS pipe model.

Table 124.1 The function modules in VPRM

Phases Modules Functions

Design phase ADMIN Administration Administration and equipment management
MCAT Material

catalogue
Material catalogue

SPEC Specification Piping specification
MTO Material take-

off
Engineering material extraction, including PMTO and

GMTO
REQ Requisition Engineering material requisition

Procurement
phase

VDB Vender
database

Supplier information

PROC Procurement Inquiry, purchase orders, inspection, packing
Site phase SITE Site Material site management, including transport, cargo,

warehousing, material issue
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124.3.2 SAP System

Material management (MM) is the function modules of SAP system related to the
material management, which has the following functions:

• Material master data management. All of the enterprise material data integrated
in a single material database, eliminated data redundancy problem and realized
the data-sharing among the departments;

• Vendor master data management. It integrated all of the supplier information
that supplied for the enterprise, and also realized the data-sharing;

• Procurement master data management. It included all kinds of master data
which it was related to the procurement activities, for example: transaction
information recording, source list, quota agreement, framework agreement,
contract, order and delivery schedule, price terms, etc.

• Procurement management. It used to be the purchase of material and service,
also included the function of confirming the supply of goods, purchase order and
the control of account payable.

• Stock management. It focused on the material receipt, transfer, issue, the
material quantity, the amount of money management and inventory, etc.

124.3.3 The Design of the Platform Framework

After investigating the situation of company informatization, understanding the
function of VPRM and SAP, analyzing the problems existed in the business, the
project had proposed building the engineering material management system which
was the whole process management of EPC [8, 9]. Figure 124.2 shows the
framework of the engineering material management platform.

VPD & PMDS
General Layout

3D Model

VPD

PMDS

VPE
Fluid System Design

2D Model

VPRM
Material Management

XL MCAT interface XL MTO interface

VPE 

Workbench

VPRM

« ENSC0_  » 
interface

Piping 
Material 
Classes

VPD/PMDS 
« Gateway  » 

VPE P&ID

Fig. 124.1 The relationship diagram among VPRM and design platform
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It could be seen from the Fig. 124.2, the platform is composed of VPRM and
SAP system, through the interface development to realize the data transmission
between the two systems. The platform made full use of the VPRM system func-
tion, used the MCAT module unified the engineering material code, created a
database of material; then it used the MTO module to take off the material data from
engineering design tools, for example PDMS and VPE, and provided the data
support for the REQ module to create the BOM; it used the REQ module to produce
the material requisition and used the PROC to manage the process of purchase
order, expediting, inspection, packing, dispatch, and so on; At last, it used the SITE
module to receive the MTO data to make the plan of material issued.

SAP system received the material code from VPRM MCAT module by the
interface, received the BOM and completed the project registry and approval; In
the SAP system carried out the management of bid and contract, according to the
data of purchase order and packing realized the data synchronization of procure-
ment management between VPRM and SAP which completed the management of
progress payment and material receipts in SAP system.

The platform made full use of the advantages of VPRM system and SAP
system, achieved the whole process management of engineering material in EPC,
provided the individuation function and filled up the lack of VPRM by SAP. The
platform promoted the realization of uniform code system, integrated the design
outcomes of the design department into the engineering material supply chain, and
provided the data support to procurement and construction, which is convenient
for them to deal with the relative work depending on the design data.

124.4 The Implement of Engineering Material
Management Platform

The implement of the platform includes three parts: first is the requirements
development; second is the interface development; the third one is the configu-
ration of the operation parameter.

Fig. 124.2 The framework of the engineering material management platform
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The platform realized the EPC process of the material management. It related to
the tools of design, the system and function of procurement and construction
material management [10]. VPD and VPE are the tools of design. The platform
used VPRM system and SAP system to realize the procurement and site material
management. The workflows of engineering material management platform see
Fig. 124.3.

The details of the workflows are stated as follows: VPRM system utilizes the
MCAT module to create the uniform codes for the bulk material, and transmits the
uniform material codes to the SAP system via the interface between VPRM and
SAP. And then the SAP system generates the material master data on the basis of
the uniforms material codes from the VPRM system. In the process of the VPRM
system, SPEC module extracted the data from MCAT module according to the
requirement of design and transmits it to the design tools such as PDMS. The
design engineer selected the related components based on the material data and
completed 3D design in PDMS, transmitted the sheet of material that generating in
PDMS to VPRM MTO module, transmitted the equipment data that generating in
VPE to VPRM ADMIN module. In the VPRM system, REQ module created the
MR (material requisition) depending on the data of ADMIN and MTO. The SAP
system created the register project after receiving the MR data from VPRM REQ
module, accomplished the bidding and contract. The VPRM system created the
purchase order and packing, and transmitted the data to SAP MM module. The
VPRM SITE module received the data from PROC and MTO, created the
scheduling and allocation of construction and transmitted it to the SAP store
management, and carried out the management of store value.

Fig. 124.3 The workflow of engineering material management platform
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124.5 Conclusion

The building of the engineering material management put the design of the source
data into engineering materials management, established and realized the uniform
material code system.

The platform involved many departments and business and it is also complex. It
does not show the platform had been built after the platform development has been
finished. It also needs to guide the users to use the platform to complete related
work. When the system process and the actual business process do not match
completely, users need to be guided to change and regulate the related business
process or change the corresponding system process according to the requirement
of actual business. Thus the platform played a greater role in the engineering
business and would made greater contribution for the nuclear power plant engi-
neering construction.
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Chapter 125
An Analysis of IT Customer Service
Quality System

Yongrui An

Abstract As today’s society is experiencing a rapid progress, it is far more
important for customers to pursue better service than other factors like price, taste,
etc. at the same premise. So it is obvious that the establishment of customer service
system is a top priority for any company. And enhancing the quality of service for
each customer is a crucial segment because it will directly affect the finance
situation of any company. Thus, it is quite necessary to set up an effective
customer service system for enterprises under the help of continuous improvement
and development of social and economic system. The focus of this paper is how to
improve the quality of customer service on the base of working experience in the
Large Enterprise Group and the current trend of modern society.

Keywords Quality of service � IT customer service quality

125.1 Introduction

Nowadays, the fierce competition is pushing every company to enhance
customer’s satisfaction so as to improve its own competitiveness. In a word, a
company has to constantly improve its measures to enhance customer satisfaction
in this modern market economy system which is also an indispensably inevitable
product under the modern markets economy system. This not only reflects the
macro control of modern economic system, but also reflects today’s economy
development up to an unprecedented height [1].

With the development of science and technology, modern city is entering a
highly electronic and informational age, electronic will replace everything [2].
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And improving the customer satisfaction is playing a particularly important role in
clean energy technology which is characterized by high-quality, high precision and
advance. All control system and operating system are under electronic control
which will bring about a higher request for the quality of IT customer service. As
clean energy industry is characterized by high risk and high quality, IT customer
service will not allow any error which will bring IT customer service for clean
energy industry to a much higher level, not only to meet the daily needs, but also to
improve the ability to handle the emergency. Thus clean energy power industry
will be more reliable on the IT customer service. Moreover, IT customer service
will set up a new role as backbone in clean energy industry. In other words, IT
customer service is playing a more important role in perfecting the quality of IT
customer service.

125.2 Significance

To build up an effective IT customer service system is much needed; good service
quality does not mean searching the highest service level. So pursuit of qualified
service must be clearly understood by most companies.

The service can be undertaken after the user’s demand was settled and exam-
ining of that was finished. And the most important aspect is to meet the continual
requests of users which will inevitably bring constant changes to service content.
Also the needs of customer are stratified, so this requires us to adapt to the
changing trend step by step and ensure the service continuity which is one of the
basic requirements of service quality. It emphasizes that any organization should
provides high quality service at any time and any place. And for group enterprise,
there is a most tough question to handle which is the result of different professional
technology level of each division. And this will definitely mislead decision-
making of top leaders. So it is quite necessary to provide training courses and
evaluating them at a regular interval to avoid such situation to satisfy different kind
of requests from customers so that to ensure the continuity of service. And this
continuity service must be functional, economic, safe, and timeless and comfort
which imply that the organization should response to the demands of customer.

125.3 Overview on IT Customer Service Quality

What exactly service quality is? And how to have a full understanding of this
major economic reform direction and put it into implementation? The answers are
below. First of all, the definition of service quality must be clearly understood;
secondly, the company should fully understand the significance of setting up the
customer service quality system. Last but not least, definite the elements individual
character of customers that interfere the quality of service.
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For now, the Large Enterprise Power Group has used a lot of effective methods
and introduced many successful IT service support process to improve the IT cus-
tomer service quality. And this indeed plays an important role in IT customer service.

1. Introduction of a functional desk
A functional desk is introduced to connect the operating system and business at

operating system level. As a result, the functional desk becomes the primary
source of commutations on terminal service, operation and infrastructure. The
mainly purpose of introduction a functional desk is to solve problems, coordinate
normal operation of the repair service thus to minimize the impact on business.

2. Event management
Event management, mainly use necessary means to rehabilitate the user service

which can reduce the influence of business events when interruption occurred in
service [3]. These necessary means include log definition, recording and solving
process to make business go back to normal and to reduce the negative effect of the
business operation, thereby maintain the highest service quality usability.

3. Problem management
Problem management with characteristic of forward looking, and the focus of

which is more on problem prevention than on emergency treatment. Problem
management use problem prevention and fast repair to support event management,
not just for solving events.

4. Configuration management
Configuration management is used to the IT department have a good under-

standing about how the infrastructure equipment, components link with each other
to support the business processing and functioning smoothly [4]. And it is also in
charge of organizing all IT assets (framework) that it serves including maintain
record and verify configuration items. And all these will build up a solid foun-
dation for emergency management, problem management, change management
and release management.

5. Change management
Change management is used to reduce IT service interruption in hardware,

network, system software and application software etc. [5]. caused by unautho-
rized and not coordinating changes. The aim of change control is to improve
infrastructure and services, therefore to minimum the service interruption.

6. Release management
Release management, mainly is committed to combine the service development

with service operation to ensure that all the authorized technology can be managed
through ways of an appropriate check list or sighed by a relevant member [6]
(Fig 125.1).

125.3.1 Definition of Service Quality

The service quality refers to the service characterized by satisfying all the potential
demands of customers, and satisfies the demand of customer to better degree. It is
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also the lowest service level that a company can provide for a customer and
consistency degree that a company should maintain.

125.3.2 Factors Infect Service Quality

In the modern service market, if a company wants to succeed, not only it has to
meet the needs of customers but also has to pay more attention to the methods in
the process of serving. So establishing an effective IT customer service system is a
necessity. And the following factors and requirements must be fully concerned
about.

1. Reliability. This means the engineer has to provide customer a reliable and
accurate promise according to one’s own characteristics and ability. This is the
so-called think before you say, do it after you say it and write it down after you
make it. And this is what the customer expecting for.

2. Response. The service department has to response to the users who propose the
demands and solve the problem at the first moment. On the other hand, it will
reflect whether the company has paid enough attention on this service or not.
And this is one of the most important ways for a customer to find out whether
the service is satisfying or not.

3. Professional skill. This requires the service personnel should have certain
technical skill and ability to solve problems. Also the service personnel have to
be polite and confident to let the users believe that the personnel have ability to
tackle with problems. And all of above have service consciousness and good
communication skills.

4. Ability to think from customers’ situation. The customers will express their
dissatisfaction when their rush demands are not immediately met. So the ser-
vice personnel have to arm with good service consciousness and the ability to
think from the customers’ situation. The service personnel should try best to be
nice to the customer and avoid the sensitive problem so that the personnel and

Fig. 125.1 The introduction
of IT service process
technology
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customers can better cooperate with each other to tackle the problem until the
customers are satisfied.

5. Thoughtfulness. This is what the customers expecting for. So it is very
important to improve the quality service level.

125.4 Promotion of Service Quality

125.4.1 Ways to Promote Service Quality

The world most famous management guru Peter F. Drucker has put forward an
important theory that affects the development of world economy.

By which the importance of service in the modern economy system is pointed
out: enterprise separated from society can not make profit, society can not develop
without the support economy, and economic market can not normally function
without high quality service. Providing a good service is the top priority of a
competitive company [7]. But how to improve service is a hard nut to crack.
Following are summarization of effective ways proved by facts.

1. Set up service system to improve customer satisfaction. As a big company
owning emerging nuclear source, the Large Enterprise Group is struggling to
build perfect IT customer service quality system, how to improve the customer
satisfaction and how to serve customers effectively all of which are the top
priority of a group enterprise. Generally speaking, if a company has a variety of
projects, plenty of production bases and multiple customers can make a specific
strategic plan according to its own situation to satisfy customer. And then a
company must combine an organic integration of service concepts and service
standards from different zones to collect all kinds of demand information so as
to fulfill the contentment of customers and to help bolster the business. And by
means of which the company can gain an edge in the project and economy
market and develop a personalized operation system.

2. Aware the market dynamics and assess the demands of customers. A company
full of energy must update and stretch advantage its advantages and take an
objective view of development towards all changes in market and grow an
insightful opinion about the market so as to reply to the changing and harsh needs
of customers. Only fully aware that the demands and direction of market can a
company makes a most timely and effective feedback to customers, at the same
the company has ability to lead the market trend and does better to optimize the IT
customers’ service quality system to fulfill the overall needs of customers.

3. Think highly of customer in a correct attitude. A decrease in service quality and
without a reasonable advice from customers will put a company into a danger
of elimination by economy market. So think highly of customers in correct
attitude is one of the most important things that guide our group.
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4. Strengthen supervision and inspection. The behavior and emotion of service
personnel will be varied from length of service time and the number of cus-
tomers. In facing with the dynamic change of customer service on the spot, the
service personnel have to be flexible to strengthen the supervision and
inspection on every factor. Also the service personnel are required to have the
ability to please the customers and the ability to adapt to any uncertainty while
providing service.

5. Pay more attention to details. Details are always vital in the modern service
concept. Every company and individual will accomplish a qualitative leap if
they pay enough attention to details. And a successful company would not
neglect any dullest detail so as to ensure every process go smoothly so that
every customer will get the most economical and comfortable service.

6. Organize training and upgrade service skills. In the world of digitalization and
e-management, the sound operation of company increasingly relies on the
construction of IT support team and the upgrading of service skills. In the fierce
commercial competition, the most important factors affecting the position of a
company are whether the service system is advanced or not. And this will
thanks to the training causes and skills promotion in all-round to meet the needs
of customers fast and quickly.

7. Introduction is a perfect assessment system. A perfect assessment system can
be introduced to evaluate all the service spots reward the good and punish the
bad through of which a better internal competitive atmosphere can be formed.
Encouraged by which every department can nurture a unique working style
with a purpose to meet the need of customer and perfect the customer service
quality through a way of constant innovation and flexible adoption for the
requests raised by both customer and market.

8. Implementation of flexible management. The supervisor should administrate
the entire service member in a flexible manner all the way with an aim to
update the on spot management and try best to make sure that if a request
emerges, there will be a person guided by a leader to solve it; make sure that the
most positive and effective treatment will be brought out at the first moment
when there is a problem.

125.4.2 Support by the System

ITIL can provide an object, rigorous, amortizable standard and norm. IT depart-
ment and its final users can choose the services at different degrees by themselves
in terms of their capability and needs, and formulating the basic frame and the
service management reference to ITIL can ensure a better support to the business
operation of the company by the IT service management. For the company, the
most significance is the combination of the IT service and the business operation,
thus the return of IT investment is maximized.
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It is already 10 years since the ITIL theory was introduced into the Large
Enterprise Group in 2001. In this decade, the Large Enterprise Group has formed
the ITIL theory with features and realized to improve the service. The following is
the chronology of the IT operation and maintenance platform of the Large
Enterprise Group (Table 125.1).

125.5 Conclusion

The current IT maintenance service related to clean energy industry faces steep
challenge of service quality for the more requirements, fussy procedures, pressing
time, and more and more difficult tasks. Nationwide information-based situation
makes it significant to enhance technique and improve the service quality.

The Large Enterprise Group is oriented at co-existence of many projects and
many plants, and at the marketing economic trend. All the staff is constantly to
improve its IT customer service quality, by which to lay a solid foundation for
clean energy at the process of social economic mechanism evolvement. Enhancing
its service quality level is always the soul of company survival. It is a key point
cannot be neglected.

Table 125.1 The chronology of the IT operation and maintenance platform of the large
enterprise group

Years Name of the IT
operation and
maintenance
platform

Description Purpose

2002 System called
computer on line

Abbreviation of
computer on line-
one stop service
system

For a customer to register a repair list,
service list; for a information
center to process and trace work
list; to record and manage IT assets

2004,
2009

Help system, Service
system

Online support center Accept information consultancy,
distribute COL lists, coordinate
and handle complaints and pay a
return visit. Ensure the desk of the
dispatch center, the command
center of the role

2006,
2009

OVSD system
OVSM system

HP products Connector of computer on Line used
for distributing work list. Increased
problems with management,
configuration management, change
management, knowledge
management module

2011 COL second system Reformed COL system
which is running
now

User-oriented, the original function is
re-developed and knowledge base
is introduced to handle system
failure fast, and convenient for a
customer to track
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Chapter 126
The Research and Application of IT
Room Monitoring System in Nuclear
Power Plant

Li-Xuan Ye and Yang Jiao

Abstract With the purpose of solving the lack of real-time monitoring of nuclear
power business problem and controlling the resources operational state, four layer
model of monitoring system is designed. In accordance with the computer room,
system equipment, safety equipment, network equipment, application system of
specialization, it realizes the centralized monitoring and integrated display of the
dependent elements of nuclear power station service system. The design and
application of the monitoring system can provide a lot of equipment monitoring
and operation monitoring index. Aiming to greatly improve the fault timely
discovery rate and running trend and to predict the hazard events, this paper
includes focus on the improvement of reliability and serviceability of monitoring
center and provides an all-around centralized control mode for the future of
monitoring center of electric power companies.

Keywords Computer room � Monitoring � Monitoring systems

126.1 Introduction

With the enterprise information network infrastructure building and expansion step
by step, the network of information system has extended to various production
departments of enterprises. As the bearer of enterprise core system and the
important foundation of network equipment, the comprehensive monitoring
system of computer room plays an indispensable role in the information and
network management. Power supply and distribution, UPS, air-conditioning, fire
equipment, security systems, are essential important equipment in the room [1].
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These devices are in a high degree of correlation, and provide the necessary
reliable safeguard for the normal operation of the computer systems. With higher
mutual coordination of equipment, a set of data center computer room monitoring
systems must be established, which are used to monitor closely the operational
aspect of the equipment and to deal with various faults alarm situation and possible
warning situation in time to guarantee of the data center computer room normal
operation.

126.2 Technical Characteristics of the Room
Monitoring System

The monitoring system is the product of the development of the computer room.
With the development of system technology, the monitor and control has entered
the unattended operation phase. It’s necessary to use reliable control systems to
monitor the overall situation of the computer room [2].

The computer room monitor system has achieved the following five objectives:

(1). Provide reliable monitoring information resources of the stable operation of
the various systems and equipment in the computer room;

(2). Reduce the management costs and human resources in the computer room
operation;

(3). Ensure to improve the efficiency of the computer room work and to provide a
safe and comfortable room environment;

(4). Monitor the operation of the computer room equipment comprehensively and
generate early warning in time;

(5). Adapt the development needs, provide a scalable room environment and also
provide a secure computer room environment.

126.3 The Present Sitution of Monitoring System
of the Nuclear Power Plant

The data center computer room of the nuclear power is deployed in the Nuclear
Power Plant at present. According to different functions it’s divided into supply
and distribution area, the network area, server area, communication area, safety
equipment area, the duty area.

Supply and distribution areas provide energy support for the entire room, made
of main distribution cabinet, UPS, etc. Network area provides the access to the
entire core network, made of core switches, etc. Server area is the key area of the
center room, all services provided by the production environment servers are
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placed in this area. Communications areas are the stored-program control
exchange and other conventional communications equipment storage area. The
firewall, Internet traffic monitoring, Trojan detection, intrusion prevention and
other safety equipment are placed in safety equipment area. Duty area is the work
office space for the staff on duty. At present plant control system has solved the
problem of the environment monitoring, and provided a stable, reliable, com-
fortable and safe room environment. It’s the development trend of nuclear power
plant control to integrate the current respective independent monitoring system
into a comprehensive set of computer room monitoring system, to deal with failure
alarms and early warning. Meanwhile, it’s the necessary to prevent risk effectively,
and establish the computer room early warning mechanism.

126.4 Design Principle of Monitoring System of The
Nuclear Power Plant

The monitoring system software adopts four layer model, divided into a display
layer, application layer, communication and data collection layer for the conve-
nience of the engine room equipment for efficient unified management [3].

The data acquisition layer is the lowest level and most basic of the entire system
module, including the server data acquisition software, the temperature and
humidity sensor module, temperature sensor, fire system monitoring module,
leakage detection systems, distribution systems and other related equipment [4].

Communication layer mainly execute the change of the data from the layer
collection, and sending these data to the application layer.

The application layer is the key processing layer of the entire system. It rec-
ognizes the abnormal data and classifies the related data based on pre-set
parameters, and sends fault information and early warning information to the
presentation layer through analyzing and processing the data from the communi-
cation layer.

The presentation layer consists mainly of management views, performance
report and fault tips, and provides management view, print failure report, main-
tenance personnel knowledge-based systems.

In Fig. 126.1, the entire plant control system is divided into server system
monitoring, network monitoring, security devices, and monitoring computer room
environment.

Integration of the four computer room monitoring software, you can use Web
services to achieve the four monitoring software access granted to different users
with different access control permissions. Users can access the internal network of
any machine login the management console, real-time monitoring of the computer
room situation.
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126.5 Application and Realization of Monitoring System
of the Nuclear Power Plant

The computer room monitoring system can help us to keep abreast of the opera-
tional status of the computer room equipment, and detect of anomalies. For the
example of nuclear power, the center room is located in the first floor of the
building, divided into distribution area, network equipment area, servers area,
security devices area, communications areas and duty area. The monitor function
can be divided into four parts: environment monitoring, server monitoring, the
safety equipment monitoring and network monitoring according to existing
equipment.

126.5.1 Environment Monitor System

The computer room environment is the basis of ensure the normal operation of the
center room. In environmental monitoring, detailed monitoring of the power
supply and distribution, temperature and humidity, precision air conditioning, fire
and other equipment of the computer room, are shown in Fig. 126.2.

At the bottom of monitoring software-the data acquisition layer, data modules
are deployed to monitor different environments parameters, which obtain real-time
parameters and alarm information from the communication card.
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Fig. 126.1 Architecture of room monitoring system
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126.5.2 Server Monitoring System

The server is the core part of the center room, it is divided into two parts:
The hardware parameter monitoring, we use ITIMS software on the server to

monitor. CPU utilization of each server, memory, disk space data are in monitor.
The software monitoring, a different server service are monitored, focused on

the database and some special software services. For other software services, we
focused on the software usability, session situation monitor to ensure the normal
operation of the server.

126.5.3 Network Monitor System

Network system has a direct impact on the operation of the whole system as an
important part of the data center room [5]. Monitoring of network systems is
divided into three platforms, the basic platform, monitor platform and process
platform. Probes of the data have been deployed on the base platform to read the
real time data from network equipment and communication lines; The column
charts about number of information events, warning events, fault events will be
seen in comprehensive event; network performance can be a complete display of
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Fig. 126.2 Environmental monitoring system
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the relevant parameters of the network equipment port, such as state protocol,
bandwidth, traffic, the IP address of; the dynamic network topology shows the
current composition of the whole network system equipment interrelated [6].

126.5.4 Safety Equipment Monitoring System

Safety equipment, as the interface of the entire information systems to the outside
world, is both the first line of defense against external invasion, and the first pass to
control user access [7]. The monitoring of the safety equipment can be divided
into:

IDS/IPS security Monitor: availability, extranet illegal scan, and so on;
Firewall security monitor: availability, unauthorized access, spoofing attacks;
Anti-virus security monitor: availability, virus outbreaks, virus inhibition

failure;
Anti-Trojan security monitor: availability, Trojan activity state, killing.

126.5.5 Other Features of The Computer Room
Monitor System

Room monitoring system not only provides real-time data monitoring for the
current situation of the center room, also provides historical data query and gen-
erate relevant reports in accordance with the needs of users, and export Excel file.
In operation of computer room monitoring system alarm management, the mon-
itoring system can be linked to a number of different monitoring devices or sub-
systems, especially at some serious events [8].

126.6 Development Tendency of Monitoring System
of the Nuclear Power Plant

126.6.1 Business Monitor

The data center of nuclear power plant is to provide the information service, as
well as the operation service. Therefore, the solution of future monitoring room
require much more from the business and service level and take closely rela-
tionship between a separated physical device and a real business, which finally will
form business equipment views and make the availability of each device to reflect
that of business.
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126.6.2 Virtual Cloud Control

The trend of center future data room is virtualization. It is difficult for the mon-
itoring system to distinguish that the monitoring sever is a physical machine or a
virtual machine, and also difficult to know hardware system whether plays
potential impacts on the server availability or not. The availability of virtualization
platform affects directly the availability of virtual server which is running over it.
Therefore, the high availability solution of virtual cloud environment will be one
of the future trends [9].

126.6.3 Dependence Analysis Model

The basis of business service monitoring and virtual environment can establish a
clear management relationship between each different device and then form net-
works between device and device. All of that need to build CMDB (Configuration
Management Database), which describe the attribute information of each device
and the relationships between the devices. The Fig. 126.3 is the effect of modeling
carried on a nuclear power plant operation system:
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Core Switch

Access Switch

Availability of Power 
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Web Server
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Fig. 126.3 Analysis model of dependence of power plant operating system
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126.7 Conclusion

From the current service condition of nuclear data center room, the use of com-
puter room monitoring system helps IT operation and maintenance departments
solve a lot of monitor cases. Automated and intelligent management of equipment
in the computer room are executed with the help of the room monitoring system.
Manpower and material resources are economized effectively. Stable and reliable,
efficient, convenient, safe and comfortable room environments are provided. Room
monitoring system is providing the reliable and first-class technical support means
for the normal operation of the data center room.
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Chapter 127
Communication Resource Management
Technology of Nuclear Power Plant

Yanliang Zhou and Tianjian Li

Abstract In the information environment, resources of communication equipment
become increasingly varied and complex. Except for common information
management systems, equipment resources can be organized in connection.
Equipment resources can form a work order. The work order has at least one object
and can be broken down into smaller ones. So the work order can be separated into
large numbers of subtasks in order to form hierarchical structure. The Management
System is designed to break down these tasks and assign its task nodes. As a result
of decomposition, all equipment resources can be managed by this system.

Keywords Nuclear power plant Communication resource management � Interface
layer � Network � Software architecture

127.1 Introduction

At present, there is a great deal of systems in the Nuclear Power Plant. These systems
are independent and not connected to each other. In the information environment,
the Nuclear Power Plant requires a more powerful and efficient management system.
This article discusses a communication resource management system which
manages tens of thousands of terminal equipment of which data are shared.

The system capacity is increasing while the Nuclear Power Plant is expanding.
The distributed management model is not fit for the operating requirements and
management requirements. In order to remedy this deficiency, an integrated
management system need to be established, and a unified and intelligent resource
information management platform are needed to be created. It can produce plat-
form optimization and efficiency improvement.
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127.2 Communication Resource Management Description

127.2.1 Definition of Communication Resources

What is communication resource? Communication resources can provide strong
operational capacity and dispatch combined equipment. These relationships are
linked by the physical resource. Communication resources change their cycle in
the process, and the equipment resources can be accessed and maintained.

127.2.2 Communication Resources of the Nuclear
Power Plant

The Nuclear Power Plant communication equipment can be divided into three
categories: the private branch exchange (PBX) communication resources; the
emergency communications resources; and the electricity network communication
resources.

The communication resources systems include messaging platforms, billing
systems, mobile terminals, carrier system, broadcast system, monitor system,
sound alarms system and microwave system. There are a huge number of complex
relationships and line resources among these devices.

127.3 Communication Resource Management
System Design

127.3.1 Software Architecture

The system architecture of communication resource management employs three-
tier software architecture. The level of software design is of good scalability [1].
The system is divided into three layers: user interface presentation layer; operation
logic processing layer; data access processing layer.

The following is the introduction of each layer:
The following is the introduction of each layer:

(a) User Interface Presentation Layer
The main function of the layer is representing data. In the second layer of oper-

ation logic, the user interface layer requires the core service to display the results.

(b) Operation Logic Processing Layer
The operation logic is managed by the middleware of the system. The layer

manages customer services and customers’ requirements. The operation logic layer
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can directly have access to the data from the data access layer. In order to use a
variety of logical services, the results can return to the customers.

(c) Data Access Processing Layer
The data access processing layer constitutes the third layer of the model. The

layer mainly uses the relational database. It is responsible for managing the data
resources and completing the data manipulation. The relational database is easy to
maintain. The integrity of the database is the entity integrity and the referential
integrity and the integrity of the user-defined. As a result of the model, the system
greatly reduces the data redundancy and inconsistency [2].

127.3.2 System Hardware Architecture

The database server employs hot standby, and uses cluster architecture for its
application. The storage server adopts the disk array (RAID 5). The hardware
structure is shown in Fig. 127.1:

127.3.3 System Interface Design

The resource management system is not an isolated system, which need integrating
existing management system and unified management. The interface figure and
interface agreement are shown in Fig. 127.2:

(a) Telephone Yellow Pages System (TYS) Interface
The communication resource management system is one-way synchronization

the TYS Yellow system.

(b) IT Server Management (ITSM) System Interface
In the communication operation process, the resource management system

interface adopts the ITSM system for real-time transfer by TCP \ IP protocol. The
results are transmitted back to the ITSM [3, 4].

(c) IT One-stop Service Platform Interface
The resource management System, which is merged into the IT one-stop service

platform, provides the required operating platform for the IT one-stop service
platform.

(d) Message Platform Interface
The message records are passed to the resource management system. In order to

achieve unified billing management, the message platform interface uses TCP\IP
protocol.
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127.4 Functional Design

127.4.1 Communication Resource Management

There are a large number of types of communication resources in the Nuclear Power
Plant. The communication resources are divided into four categories: line resources,
equipment resources, equipment connected relationship, equipment spare.

(a) Line Resource Management
The line resource management includes the PBX port, cable, transfer boxes,

connecting cables, junction box, extension installed location and extension
information point [5]. The line resource management deals with this information.
With this information, users can check each usage and query system information.
The system information is the total number and the using of the number and the
idle quantity and the number of faults.

Fig. 127.1 System hardware architecture
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(b) Equipment Manager
The main equipment information includes the equipment name, the equipment

ID, the model, the specifications and the installation site. The equipment can be
easily collected statistics through the information. The equipment resources include
equipment management, equipment maintenance and document management.

(c) Equipment Connection
Communication equipment uses a complicated communication system to link

all equipment in the communication resource management system. The system can
use Visio system to display relationship among the equipment, through which
graphical data and list data can be transformed.

(d) Spare Parts Management
There is a range of communications systems in the Nuclear Power Plant. The

module mainly complete the database management and timely process the spare
parts.

127.4.2 Billing Management

This system uses intelligent caching system. It connects Voice switches and reads
the calls data of the voice switch. The billing data processing computer receives the
processing data. The system can achieve real-time billing. Billing management
includes billing parameter management, billing records management, billing
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Fig. 127.2 External interfaces
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inquiries, billing data table, billing statistics and other functions. The billing system
adopts calls data of different departments and different permissions of the user.

127.4.3 Work Order Management

At first, the computer communication system (CCS) receives the request from the
user. The request, which is installed, dismantled and moved by telephone. The
event orders are repaired and the fax repaired by the telephone. The communi-
cation resource management system class work orders through ITSM communi-
cations. Then, these work orders convert into the resource management system.
When the work orders are processed, they will automatically update to the ITSM
[6, 7]. The structure of work order management is shown in Fig. 127.3:

127.4.4 Decision-Making Management

Through the communication resource management system, it will provide historical
data. The historical data can be analyzed accurately. Users can grasp the equipment
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resource information. The information includes the total system capacity, free
numbers and damaged numbers. When users know the equipment resource infor-
mation, they can protect the normal operation of the system, and provide the spare
parts for installation and adjustment.

127.5 Key Technologies and Innovation

127.5.1 Operation Processes

In the process design of the system, each work order is independent. The process
uses the state machine design pattern in software design. It can achieve high
flexibility and high scalability for the system. All work orders are cycling through
the corresponding ‘‘state’’ in the system. The system will automatically track work
orders state to place in a new work order status, until the work order is completed.
This design pattern can ensure the correctness and greatly improve the scalability
of the system. When the work order processes are changed, users can achieve the
change of the process [8, 9].

127.5.2 C/S and B/S Two Modes

The Client Server(C/S) and Web Client Server (B/S) are used for different users. In
general, the system administrator uses C/S mode. Users install specific client to
login in. When users login in, they need to go through a stringent certification
process and use a graphical interface to complete all operations. For an ordinary
user, the system provides the B/S model for management. The user does not need
to install the client, who can use a native browser to login in [10, 11].

127.6 Conclusion

The communication resource management system uses computer technology,
network technology and database technology. The system creates an intelligent
information management platform and achieves centralized management equip-
ment for the Nuclear Power Plant. The system architecture of communication
resource management employs hierarchical structure. It can create platform opti-
mization and high efficiency. The system implements these functions such as
equipment information input, query, modification, and user management. It
improves the management level of the equipment and relieves the manager’s
burden.
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Chapter 128
Institutional Factors Analysis of Listed
Company’s Equity Financing Preference:
Based on the Latest Data of Listed
Company in Manufactory Industry

Jianqiang Guo, Hang Zhang and Hongna Wang

Abstract In order to analyze the influence of institutional factors on listed
company’s equity financing preference, this paper collects the data of manufac-
turing companies during 2003–2010 in China’s A-share market, which has begun
to take shape after several years of rapid development. The paper mainly analyzes
the role of control properties, equity structure and price earnings ratio in the
company’s financing preference. The statistical regression results show that dif-
ferent control property will result in different financing preferences of the listed
companies. And only equity structure and price earnings ratio are combined with
control property. They would play a role in company’s financial structure. It argues
that this is mainly because of the main body of the listed company is restructured
state-owned enterprises, which are controlled by state capital. So the choice of
financing mode reflects the will of the managers. This paper provides important
reference to the whole stock market and capital market.

Keywords Financing preference � Control property � Equity structure

128.1 Introduction

The financing structure of listed companies in developed countries generally fol-
lows the pecking-order theory of Myers and Majluf (1984). A firm’s financing
order is retained earnings, debt and equity. Based on the study of Chinese listed
companies’ financing preference, scholars found that Chinese listed companies
prefer equity financing rather than debt financing. The formation of the equity
financing preference of listed companies in China is strongly linked to institutional

J. Guo (&) � H. Zhang � H. Wang
School of Business, Shandong University, Weihai, China
e-mail: gjq939@163.com

W. E. Wong and T. Ma (eds.), Emerging Technologies for Information
Systems, Computing, and Management, Lecture Notes in Electrical
Engineering 236, DOI: 10.1007/978-1-4614-7010-6_128,
� Springer Science+Business Media New York 2013

1147



constraints in our country including the development of securities market and
listed companies’ characteristics and so on. Therefore, this paper mainly analyses
the reasons of equity financing preference of listed companies in China from the
point of institutional factors.

Under the study of papers on financing behavior of the listed companies and
capital structure, the author found that some scholars had analyzed the formation
mechanism of listed companies’ financing behavior and done some empirical
analysis from the institutional factors. But the previous research has ignored the
systematic analysis of institutional factors. This paper will attempt to overcome
this defect. From the view of institutional factors on China’s special background,
the research and its conclusions have directive meanings to the whole stock market
and the efficiency of resources allocation of capital market.

128.2 Literature Review

Some foreign scholars pointed out that the main factor which influences the choice
of corporate finance is the enterprise features including firm’s size, growth, value
of asset-backed, profitability, non-debt tax shields and others [1]. While through
the study of financing behaviors in developing countries, other scholars paid
attention to the institutional factors gradually. Rejan and Zingales pointed out that
institutional differences lead to differences between countries companies’ financ-
ing structure [2]. Sing (1992–1998) stated briefly that the pecking order of the
listed companies in developing countries is significantly different from the
developed countries due to the particularity of the degree of market and financial
system in developing countries [3]. In short, the order of financing is equity
financing, debt financing and internal financing in developing countries.

Domestic scholars who do research on financing preferences of Chinese listed
companies mainly focus on internal characteristics, the cost of financing, equity
structure, corporate governance structure and other factors according to Chinese
unique conditions. Based on the empirical analysis of Lu Zhengfei and Xin Yu, the
corporate capital structure and corporate profitability have negative correlation,
and the corporate capital structure is not related to the firm size, the value of asset-
backed and growth factors [4]. However, Hong Xixi and Yi Feng got the opposite
conclusion: asset-liability ratio has a significant positive correlation with size and
profitability of company [5]. Lv Changjiang and Han Huibo concluded that cor-
porate debt ratio was negatively correlated with the profitability, current ratio, and
fixed assets ratio, and was positively correlated with the size and growth of the
company [6].

Before 2005, our stock market was split with outstanding shares and non-
tradable shares. The company of the corporate shares was more prefer to equity
financing. Wu Jiang and Ruan Tong pointed out that the company was more
inclined to equity financing as the dual equity structure made the cost of equity
financing less than the cost of debt financing and the non-tradable shareholders can

1148 J. Guo et al.



obtain financing return from the equity financing [7]. Xiao Zuoping and Hong
Zheng explicitly pointed out that the equity structure was an important factor in the
company’s capital structure [8].

Huang Shaoan and Zhang Gang pointed out that there were internal control
problem in the listed companies [9]. Managers will choose equity financing in
order to obtain control benefits and avoid the risk of bankruptcy. And because of
the proportion of managerial ownership is very low or even zero, managers choose
equity financing would not affect their control, and would protect them from the
‘‘hard constraints’’ of liabilities [10].

Recently, scholars are interested in the institutional factors more and more. This
paper will provide a systematic analysis of the equity financing preference from
the view of institutional factors on China’s special background.

128.3 Research Design

128.3.1 Variables Set

This paper selects debt-to-long capital ratio as financing preference proxy variable,
or explained variable (represented by Debt). In addition, we apply institutional
factors proxy variable as explanatory variable. The following variables are mainly
included: (1) PE ratio (represented by Pe). Despite the low PE ratio is worth to be
invested for people, however, from the shareholders and managers’ perspectives,
high PE ratio is more suited to their interests. Therefore, this paper forecasts PE
ratio and debt-to-long capital exert negative correlation. (2) Ownership concen-
tration and level of managerial share ownership. Governance structure of our listed
companies is not perfect, mainly reflected by serious phenomenon that one
shareholder or a few shareholders control stakes. This paper forecasts the first large
proportion of shareholding and debt-to-long capital exerts negative correlation.
From the view of benefit maximization, low level managerial share ownership
(represented by Manage) leads company manager to prefer equity financing. So
this paper forecasts the coefficient is positive. (3) Actual controller property
(represented by Contrl). This paper introduces the dummy variables of actual
controller property. 1 stands for state-owned capital holding, while 0 stands for
other capital holdings. This paper cannot forecast symbol, only data can illustrate
the problem. Finally, according to the research conclusions of domestic and for-
eign scholars, we select five control variables to regulate the impact of other
factors on equity financing preference in empirical research, they are company size
(represented by Size), profit rate to net worth (represented by ROA), tangible asset
rate (represented by Tang), increase rate of business revenue (represented by
Gr_oi), actual income tax rate (represented by Tax). The paper forecasts there is
positive correlation between debt-to-long capital ratio and actual income tax rate,
debt-to-long capital ratio and tangible asset rate. As for other variables, only data
can illustrate the problem.
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128.3.2 Model Design and Research Hypothesis

(1) Model Design. The purpose of this study is to investigate whether there is any
influence exists between actual controller properties of listed company and
finance preference. So we constructed multiple regression model, to facilitate
comparison, we introduce two cross variables, they are actual controller
properties and equity structure, actual controller properties and PE
ratio. (model shown below)

Debt = a+b1Pe ? b2Manage ? b3Centrl ? b4Size ? b5ROA ? b6Tang ?

b7Tax ? b8Contrl ? b9Gr_o ? b10Pe*Contr ? b11Manage*Contrl ? b12Cent-
rl*Contrl ? u

In the model, a represents a constant, u is a random variable.

(2) Research hypothesis. We propose the following null hypothesis and alternative
hypothesis.

H1a Financing preference of listed companies controlled by different nature
capital don’t exist significant difference

H1b Financing preference of listed companies controlled by different nature
capital exist significant difference

H2a Equity structure of listed companies controlled by different nature capital
don’t exist significant difference

H2b Equity structure of listed companies controlled by different nature capital
exist significant difference

H3a Companies’ PE ratio of listed companies controlled by different nature
capital don’t exist significant difference

H3b Companies’ PE ratio of listed companies controlled by different nature
capital exist significant difference

H4a Financing preference of listed companies and actual controller properties,
equity structure PE ratio have no correlativity

H4b Financing preference of listed companies and actual controller properties,
equity structure PE ratio have correlativity.

128.3.3 Data Selection

We select listed company in manufactory industry as the initial sample,
2003–2010, a total of 8 years of the company’s data for research, which is mainly
from the GTA database.

Sample selection is guided by the following principles: (1) the company must
be listed before 2003 and continuing operations until the end of 2010, (2) Exclude
ST and PT class companies and incomplete data.
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128.4 Empirical Research and Analysis

128.4.1 Variable Descriptive Statistical Analysis

This paper use EVIEWS 5.0 software to do empirical analysis. From Table 128.1,
we use the results of variable descriptive statistical under different controller to
illustrate the above hypothesis, including mean and standard deviation, it can be
concluded:

From the numerical comparison, debt-to-long capital ratio of listed companies
controlled by state-owned capital is higher than listed companies controlled by
non-state-owned capital. Financing preference of listed companies controlled by
different nature capital exist significant difference supporting the hypothesis 1b.

From the number of the mean and standard deviation, equity concentration of
listed companies controlled by state-owned capital is higher than listed companies
controlled by non-state-owned capital. Managerial ownership is higher than the
latter. So equity structure of listed companies controlled by different nature cap-
itals exist significant difference. Support the hypothesis 2b.

Meanwhile, PE ratio of listed companies controlled by state-owned capital is
higher than listed companies controlled by non-state-owned capital. Companies’
PE ratio of listed companies controlled by different nature capital exist significant
difference supporting the hypothesis 3b. As for other variables, results of multiple
linear regression can give better answers.

128.4.2 Multiple Linear Regression Results and Analysis

Through validating, the selected data in this paper does not have heteroscedasticity
and self-correlation.

Table 128.1 Variable descriptive statistical of different controller

Variables Mean Standard deviation

1 0 1 0

Explained variable Debt 0.130215 0.109101 0.150054 0.131468
Explanatory variables Pe 53.46059 52.01222 188.3963 164.254

Manage 0.087698 0.000426 2.171436 0.001928
Contrl 44.9547 34.93484 15.47918 14.01239

Control variables Size 21.86222 21.82674 1.330735 0.977027
ROA 0.053211 0.059306 0.060447 0.048345
Tang 0.970623 0.957912 0.039234 0.040834
Tax -0.11684 0.999909 6.089479 13.57966
Go_oi 0.29344 0.21714 1.071168 0.414061
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Table 128.2 shows the model of multiple linear regression results, debt-to-long
capital ratio of listed companies and actual controller properties, equity structure
PE ratio have correlativity. So support the hypothesis 4b.

According to the results, we can analyze the influencing mechanism between
explained and explanatory variables. The coefficient of actual controller properties
is positive, which means relying on the relationship between government and
bank; listed companies controlled by state-owned capital are easy to achieve long-
term loans from the bank. The coefficient of level of managerial share ownership is
negative; the conclusion seems to be explained by the study of Jensen and Mec-
kling (1976). However, the explanation does not apply to listed companies in
China, the conclusion that based on perfect corporate governance. Furthermore,
the coefficient of level of managerial share ownership is negative, which contrary
to the paper forecasts. But this does not mean the research is wrong, because in the
analysis, the paper has made it clear to the premise that listed companies con-
trolled by state-owned capital. The coefficient of cross variable between actual
controller properties and equity structure is positive in the model, proving the
analysis of paper. Listed companies controlled by state-owned capital, the lower
the level of managerial share ownership, the lower of debt-to-long capital ratio and
the listed companies preference for equity financing.

The coefficient of the first large proportion of shareholding is positive, which
contrary to the paper’s analysis and forecast. The reason is as same as the level of
managerial share ownership does not match the forecast. The coefficient of cross
variable between actual controller properties and ownership concentration is
positive, which is contrary to the paper forecasts. It can also uses the above reasons
to explain it. The coefficient of PE ratio is positive, which is contrary to the paper
forecasts. This may be because the higher the PE ratio, the company’s share price
is overvalued, which can cause the ingredients of bubbles. The value of investment
decreases compared to the companies with low PE ratio. So this will affect the
company’s equity financing effect. The coefficient of cross variable between actual
controller properties and PE ratio is negative, which contrary to the paper
forecasts.

Table 128.2 The results of least square estimation

Variables Coefficiency Standard deviation T-value

Pe 3.85E-05 4.13E-05 0.932295
Manage -2.291235 3.512028 -0.6524
Centrl 0.000225 0.000484 0.465396
Size 0.057566 0.004271 13.47693
ROA -0.835113 0.088755 -9.4092
Tang -0.163824 0.118507 -1.3824
Tax 0.000257 0.000429 0.597635
Contrl 0.004881 0.024675 0.197794
Gr_oi 0.027199 0.010274 2.647469
Contrl*Pe -2.84E-05 4.94E-05 -0.57615
Contrl*Manage 18.18025 9.113277 1.994919
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In conclusion, if the actual controller property were different in the listed
company, neither would be their financing preference. The influence of equity
structure and PE ratio on the listed company’s preference financing should be
combined with the actual controller’s nature. For the control variables in the
model, there is a significant positive correlation between debt-to-long capital ratio
and actual income tax rate, increasing rate of business revenue and company size.
However, there is a negative correlation between debt-to-long capital ratio and
tangible asset rate, profit rate to net worth.

128.5 Conclusion

To sum up, the conclusions of this paper have important theoretical and practical
significance. Firstly, financing behavior of listed companies in China has become
an important part of the domestic capital market, so their financing preferences
will have obvious and far-reaching impacts on the whole stock market and the
efficiency of resources allocation of capital market. Secondly, the paper analyses
financing preference’s mechanism and influencing factors of listed companies in
China, which has important theoretical and practical guidance that is significant to
improve the efficiency of China’s capital market financing.

References

1. Titman, Sheridan, Wessels, Roberto: The determination of capital structure choice. J. Finance
43(3), 17–40 (1988)

2. Rajan, Zingales: What do we know about capital structure? some evidence from international
data. J. Finance 6(6), 65–76 (1995)

3. Sing, A., Hamid J.: Corporate financial structures in developing countries. Finance Corp.
Tech. 1, 4–7 (1992)

4. Lu, Z., Yu, X.: Empirical analysis of the determinants of capital structure. Account Res
8, 131–138 (1998)

5. Hong, X., Shen, Y.F.: Empirical analysis of the impact of the capital structure of listed
companies in China. J. Xiamen Univ. 3(2), 172–197 (2000)

6. Lv, C., Wang, K.: Empirical analysis of the dividend policy of listed companies. Econ. Res.
J. 12(8), 121–153 (1999)

7. Jiang, Wu, Tong, Ruan: Equity trading structure and financing behavior of listed companies
in China. J. Finan. Res. 6, 35–41 (2004)

8. Xiao, Z., Zou, H.: The determinants of capital structure and equity financing preference in
listed Chinese companies. Econ. Res. J. 6, 110–114 (2008)

9. Huang, S., Zhang, G.: Equity financing preference of listed companies in China. Econ. Res.
J. 11, 89–96 (2001)

10. Bin, Liu, Weiming, Yi: Capital structure and financing preferences of China’s listed
companies in the post-crisis Era. Enterp. Econ. 7(2), 48–60 (2011)

128 Institutional Factors Analysis of Listed Company’s Equity Financing Preference 1153



Chapter 129
Empirical Analysis of Positive Feedback
Trading in Chinese Stock Market

Jianqiang Guo, Qian Yang and Qi Li

Abstract The paper aims to research positive feedback trading behaviour and its
effect on the market fluctuations in Chinese stock market, and the relation between
the level of market fluctuations and autocorrelation coefficient of market yields.
It uses the data of daily close price of Shenzhen Component from August 22, 1996
to May 16, 2012 and finds severe boom and slump in Shenzhen stock market,
notable non-normal distribution and ARCH effect. By combining the positive
feedback trading model and EGARCH Model, the ARCH Regression result
suggests: (1) there exists positive feedback traders in Chinese stock market who
makes market returns fluctuate severely; (2) the relation is negative between the
market fluctuation and autocorrelation coefficient of market yields; (3) the
asymmetry and leverage effect will make Chinese stock market have greater
fluctuation during descendant periods than rising periods.

Keywords Positive feedback trading �Chinese stock market �Market fluctuations �
Autocorrelation coefficient � Leverage effect leverage effect

129.1 Introduction

In stock market, positive feedback trading means buying one stock as the price
rises and selling one stock as the price drops. Due to Herd Behavior and the
portfolio strategy using extrapolating expected method, large numbers of positive
feedback traders exist in stock market. Their trading behavior can aggravate the
fluctuation of securities’ prices, increase the deviation degree between price and
value, and even cause systemic risk in stock market. Thus, it is of great theoretic

J. Guo (&) � Q. Yang � Q. Li
School of Business, Shandong University, Weihai, China
e-mail: gjq939@163.com

W. E. Wong and T. Ma (eds.), Emerging Technologies for Information
Systems, Computing, and Management, Lecture Notes in Electrical
Engineering 236, DOI: 10.1007/978-1-4614-7010-6_129,
� Springer Science+Business Media New York 2013

1155



meaning to research positive feedback trading in stock market. As we know,
Chinese stock market is a new capital market with a short history. It has some
features different from the mature markets. For example, investors’ immature
cognizance results in irrational investment and behavior bias. In Chinese stock
market, nevertheless, it is still unclear whether there is positive feedback trading,
an important form of irrational trading strategy. Therefore, on the empirical
analysis of Chinese stock market, this paper examines the existence of positive
feedback trading in this market and analyzes its influence to stock prices. More-
over, the author attempts to answer the following questions which are of enormous
controversy in current academia: what is the relation between market fluctuation
and autocorrelation coefficient of stock yield rate, and whether there exists
asymmetry and leverage effect in Chinese stock market.

129.2 Literature Review

The research on positive feedback trading is based on the evolution of noise
trading model. De Long et al. (1990) propose the noise trading model DSSW1.
It points out that the investors in stock market can be divided into two classes:
rational investors and noise traders. Noise traders can be affected by ‘‘noise trader
emotions’’ and the mood is systematic and unpredictable [1]. This forms
sustainable system risk in stock market and makes the deviation between stock
price and its value. Moreover, because the rational arbitragers are risk averse and
thus tend to reduce trading their securities, the deviation between price and value
will persist. De Long et al. (1991) comes up with a new noise trading model
DSSW2 that regards noise traders as a whole and claims that they can exist for a
long time in stock market [2]. Afterwards, De long et al. put forward the positive
feedback trading model, proving that the noise traders in stock market may use
positive feedback trading strategy to invest—buy one stock when its price rises
and sell one stock when its price falls. There are abundant empirical analyses on
positive feedback trading behavior in stock market. Sentana and Wadhwanix
(1992) provide evidence that the daily return and hourly return from stock market
have positive (negative) autocorrelation when the fluctuation of stock price is low
(high) [3]. Odean (1999) find investors tend to buy shares with extreme realization
and if a stock can cash best or worst in the past, investors are more willing to buy it
[4]. Ozdenoren and Yuan (2008) conclude that strong positive feedback trading
can lead to excessive volatility of the stock market from the perspective that
positive feedback trading affects asset prices and asset prices affect companies’
cash flow [5].

The research on positive feedback trading starts later in China as Chinese stock
market is in primary stage. The previous papers have used foreign theoretical
models to test the existence of positive feedback trading in China and analyze the
relationship between fluctuation of stock price and that. For example, Tang Yu
et al. (2001) analyze the link between the positive feedback trading rules and the
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autocorrelation of the Shanghai composite index’s daily earnings. The results show
that the positive feedback trading will lead to a negative autocorrelation of returns
and the absolute value of correlation coefficient will be large with the fluctuation
increasing [6]. Li Shaoping and Gu Guangcai (2007) also reach a similar
conclusion by establishing an asymmetric EGARCH model [7]. Zhang Enzhong
(2009) selects all the daily earnings data of Shanghai composite index from the
establishment date of Shanghai Stock Exchange (December 19, 1990) to the date
emerging highest point of 6124 (October 17, 2007). By using the GARCH model,
the results show that positive feedback trading behavior does exist in the Shanghai
stock market, but not very serious [8]. Luo Ying and He Xiaofeng (2005) conclude
that the amplification effect of positive feedback trading deviates securities prices
from their value and makes securities prices are very unstable [9]. Moreover,
Su Yanli and Zhuang Xintian (2008), Chen Zhuosi et al. (2008) and Wang Meijin
(2005) respectively take the view of securities investment fund behavior, institu-
tional investors’ behavior and investors’ disposal effect to research the institutional
investors’ trading. They find that positive feedback trading behavior does exist in
Chinese stock market and increases the volatility of stock price.

From the literature review we can see, China’s research mainly uses the foreign
positive feedback trading model for reference and the sample interval is generally
short. Most papers just analyze positive feedback traders’ behavior for a period
time not for a long-term trading time. Thus, this paper will select a longer series
data to analyze the three problems: (1) the existence of positive feedback trading
behavior in Chinese stock market; (2) the relationship between the autocorrelation
of market yields and the volatility of stock prices; (3) the existence of asymmetry
and leverage effect in Chinese stock market under the premise of (1).

129.3 Research Design

129.3.1 Empirical Model

Positive feedback traders make investment decisions in line with stock’s previous
performances, then the present stock yield is related with the previous one and the
autocorrelation will exist. Sentana and Wadhwani (1992) proposes a positive
feedback strategic model, presuming that there are two kinds of investment traders
in the stock market—positive feedback traders and rational traders. Positive
feedback traders make the current investment decision using stock’s previous
yields, while rational investors decide their present investment by constructing a
risk–benefit model including stock’s expected return and stock market fluctuations.
Empirical results from this model suggest that, when positive feedback traders and
rational investors are both in the stock market, the autocorrelation exists in stock
yields and will become more significant as the market fluctuates. This paper quotes
the model and the demand function of positive feedback traders is as follows:
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S1;t ¼ cRt�1 ð129:1Þ

In this equation, S1;t is the ratio of positive feedback traders’ demand
accounting for the total market demand during t period. Rt�1 is the stock’s
previous yield.cis to distinguish the type of feedback traders, when c[ 0; the
major feedback traders in stock market are positive ones, and the demand increases
when the previous stock price rises and decreases when the previous stock price
falls; when c\0; the major feedback traders are negative ones, changes in the
demand are opposite with positive feedback traders. The demand function of
positive feedback traders is as following:

S2;t ¼ Et�1 Rtð Þ � a½ �=ut ð129:2Þ

Et�1 Rtð Þ is the expected stock return of rational investors, who can make
reasonable expectations, meaning: Rt ¼ Et�1 Rtð Þ þ et; ut is stock risk parameter
related with stock fluctuations, r2 is a linear function of stock’s conditional
variance: ut ¼ u2 r2ð Þ½ �; a is risk-free rate, the demand of rational investors is
positively correlated with stock’s expected return, and negatively correlated with
stock’s risk premium. When the market is in equilibrium:

S1;t þ S2;t ¼ 1 ð129:3Þ

Taking the Eqs. (129.1) and (129.2) into the Eq. (129.3), the result is:

Et�1 Rtð Þ ¼ aþ ut � cutRt�1 ð129:4Þ

Rt ¼ aþ ut � cutRt�1 þ et ð129:5Þ

The above equations suggest that the stock return is related with risk-free rate,
risk premium, previous stock yield and the type of traders. When the feedback
traders are positive ones c[ 0;ð Þ then the autocorrelation coefficient �cut\0;
meaning that stock yields are positively self-correlated; when the feedback traders
are negative ones c\0ð Þ;�cut [ 0; meaning that the feedback traders are positive
ones. Moreover, to describe the relationship of market fluctuations and positive
feedback trading, Sentana & Wadhwani (1992) substitute the linear expression of
ut for the coefficient of Rt�1:

Rt ¼ aþ u r2
t

� �

� c0 þ c1r
2
t

� �

Rt�1 þ et: ð129:6Þ

The Eq. (129.6) shows that when the market fluctuations are low (the value of
r2

t is small), then self-correlation coefficient is decided by c0;, when c0\0\c1;
meaning negative feedback traders are dominant, market yields are positive
autocorrelation. But as the fluctuations strengthen, the autocorrelation coefficient is
influenced by c1; then positive feedback traders are dominant and market yields
are negative self-correlation.
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129.3.2 EGARCH Model and Data Selection

While analyzing financial time series, the autocorrelation of series data is usual.
Some researchers (Kraft,1983) find that, the stability of disturbance variance in the
time series model is weaker than the hypothesis—heteroscedasticity. ARCH
(autoregressive conditional heteroscedasticity) models are supposed to describe
the variance correlation. This paper adopts EGARCH model (Nelson, 1991),
which can test the asymmetry of fluctuations and leverage effect. The supposed
model is as follows:

log r2
t

� �

¼ xþ b log r2
t�1

� �

þ h
tt�1

rt�1

�

�

�

�

�

�

�

�

þ d
tt�1

rt�1
: ð129:7Þ

The left is logarithm of conditional variance and its estimated value can’t be
negative. If d 6¼ 0; then conditional variance is asymmetry, the leverage effect can
be tested by the hypothesis d\0; meaning that bad news can induce lager
fluctuations than equal amount of good news.

This paper chose daily yield rate of Shenzhen Component as the sample data,
the sample period is from August 22, 1996 to May 16, 2012 and its number is
3,795. The data sources is Yahoo Finance (http://finance. yahoo.com/). And the
daily yield rate is calculated by:

Rt ¼ 100 � ln Pt � ln Pt�1ð Þ: ð129:8Þ

Here, Rt is the daily yield rate of Shenzhen Component in t period, Pt is the
daily close price of Shenzhen Component in t period.

129.4 Empirical Analysis

129.4.1 Variables Descriptive Statistics

This paper uses EVIEWS 5.0 software to do empirical analysis. The descriptive
statistics of Shenzhen Component daily yield rate during the sample period is
shown as Fig. 129.1, suggesting the series distribution characteristics. The mean is
0.035705, the standard deviation is 1.921179, and the skewness is -0.296313(\0),
meaning that the shape of the series distribution is left skewness compared with
normal distribution. The kurtosis is 6.560051 higher than that of normal distri-
bution whose kurtosis is 3, meaning that the distribution of yield rate series is saber
and fat-tail. Jarque–Bera statistics is 2059.062, and P value is 0.000000, implying
that the distribution of yield rate series is notably non-normal distribution. The
statistic results suggest that there are sharp boom and bust in Shenzhen stock
market, the times of below the average of yield rate are more, and the distribution
is notably non-normal.
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Moreover, to test whether the sample time series is stational, this paper made
ADF stationary test and the t statistics value is -25.63828, P value is 0.000000,
suggesting that the series is stational. Furthermore, this paper tests the autocor-
relation and partial autocorrelation of the series, and the result suggests that the
series is significantly autocorrelated at 5 % significant level, showing ARCH
effect, meaning that the market fluctuations are influenced by the history ones and
there exists concentration of fluctuations.

129.4.2 Empirical Model Regression Results and Analysis

The result is shown in Table 129.1 after ARCH Regression for Eqs. (129.6) and
(129.7). It suggests that, a is significant in statistical sense, suggesting that there
are rational traders in Chinese stock market; c0\0; c1 [ 0; meaning that there are
positive feedback traders in Chines stock market and they can largely influence
market fluctuations.(The coefficient of estimated c1 is not significant, because this
paper doesn’t distinguish the rising and falling period of the market, and the
existing research suggests that positive feedback trading behaviors in both periods
are different.) When the level of market fluctuations is low (the value of r2 is
small), the autocorrelation coefficient is more than zero c0 þ c1r

2
t

� �

[ 0
� �

and the
market yield rate is positively autocorrelated. However, when the level of market
fluctuation strengthens (the value of r2 gradually increases), the autocorrelation
coefficient is largely influenced by c1 and the negative feedback traders become
dominant in the market, the yield rate is negative autocorrelation. In a word, the
market fluctuation is negative correlated with the autocorrelation coefficient of the
yield rate.

Fig. 129.1 Time series distribution
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The result shows that d 6¼ 0; it means that the market fluctuations is
asymmetric; d\0 confirms the leverage effect which suggests that the equal
amount of bad news can induce lager scale market fluctuations than good news.

129.5 Conclusion

This paper uses daily close price data of Shenzhen Component from August 22,
1996 to May 16, 2012. The descriptive statistics of the time series of daily yield
rate and the autocorrelation and partial autocorrelation test of the series confirm
sharp boom and bust in Shenzhen stock market. The distribution is notably non-
normal and the series has ARCH effect due to more frequencies below the average
yield rate. By combining the positive feedback trading model of Sentana and
Wadhwani (1992) and EGACH Model and using EVIEWS 5.0, this paper finds
that there are both rational traders and feedback traders in Chinese stock market,
and the latter largely influence the stock market fluctuations. Besides, negative
relationship between the market fluctuation and autocorrelation coefficient of stock
yield rate is also found. Finally, this paper points out that the asymmetry and
leverage effect will make Chinese stock market experience greater fluctuation
during descendant periods than rising periods.

The conclusion is of both theoretical and practical significance for the Chinese
investors and government. Firstly, there are many irrational factors in Chinese
stock market and the irrational traders don’t make investment decisions according
to the truly initial value of stocks. They make decisions by following the irrational
strategies of buying when rising and selling when falling. The behaviors will
aggravate the stock market fluctuations and reduce the market effectiveness. This
finding is opposite to the conclusion of the efficient market hypothesis. Secondly,
the behaviors of irrational traders may bring about stock bubbles, largely damage
Chinese virtual and real economy and heavily influence the development of stock
market. The government and relevant agencies should pay more attention to it.
Thirdly, there are many reasons causing the behaviors, such as the current insti-
tution of the stock market, the information disclosure mechanism, the quality of

Table 129.1 Arch regression result

Parameter Estimated value Z statistics P value

a -1.886106 (0.015453) -122.0539 0.0000a

c0 -0.084938 (0.032225) -2.635821 0.0084a

c1 0.018848 (0.014286) 1.319299 0.1871
x -0.699809 (0.062947) -11.11738 0.0000a

b 0.874066 (0.874066) 46.02965 0.0000a

h 0.827953 (0.071566) 11.56905 0.0001a

d -0.140710 (0.034699) -4.055120 0.0000a

a indicates statistical significance at the 1 % lever
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the listed companies and so on. These are important factors that can’t be ignored.
Future research on positive feedback trading may pay attention to how to control
these behaviors.
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Chapter 130
Asymmetric Foreign Exchange Rate
Exposure of Listed Commercial Banks

Chi Xie and Liangqiu Zhou

Abstract This study investigates the impact of asymmetry foreign exchange risk
on listed commercial banks and makes a comparative analysis on differences of
foreign exchange rate exposure between introducing asymmetry and not intro-
ducing. Firstly, foreign exchange rate exposure of single bank is studied by
GARCH model. Moreover, using unbalanced panel model to study the entire
banking which includes both the exchange rate variable and the market variable.
Empirical results indicate that listed commercial banks and the whole banking
industry show different exchange rate exposure, while facing different exchange
rate changes. For both single banks and the whole banking, the exchange rate
exposure becomes more significant after asymmetry is considered. Exchange rate
exposure can be described more accurately after considering asymmetry.

Keywords Exchange rate exposure � Asymmetry � GARCH model � Panel data

130.1 Introduction

The results of many early researches in the foreign exchange risk exposure show
insignificant, the possible reason for this phenomenon maybe that researchers do
not consider the asymmetric foreign exchange risk exposure, such as Adler and
Dumas (1984), Jorion (1990), Griffin and Stulz (2001) and so on [1–3]. Subse-
quently, a large number of scholars study the foreign exchange risk exposure in
different sectors. For example, Luo Hang and Jiang Chun (2007) analyze the
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foreign exchange risk exposure of Chinese listed companies after the exchange
rate reform [4]. Empirical research shows that the companies’ foreign exchange
risk exposures of the two markets are low. Ding Hui et al. (2008), from the
perspective of short-term and long-term, explore the impact of the RMB exchange
rate on corporate value [5]. In addition to the financial sector, other sectors’
foreign exchange risk exposure shows insignificant. Neglecting asymmetry may
result to miscarriage of justice in the foreign exchange exposure.

Later studies have found that most of companies’ foreign exchange risk
exposure is not significant are actually not true, ignoring the asymmetry of foreign
exchange risk exposure that will reduce their risk exposure significance. For
example, the Tai (2005), the Koutmos and the Martin (2003), they report that the
asymmetry of the foreign exchange risk exposure is mainly due to the company’s
behaviors [6, 7]. Their researches provide a theoretical and empirical support for
the asymmetric foreign exchange risk exposure.

Some researchers use the OLS method or the regression model to study
asymmetry of the foreign exchange risk exposure, such as Carter et al. (2003), they
find the U.S. multinational foreign exchange risk exposure is nonlinear [8]. Pan
and Liu (2012) use regression model to examine the asymmetry of the foreign
exchange risk exposure of 20 U.S. manufacturing [9]. The empirical results show
that long-term level of foreign exchange risk exposure is more obvious. Overall,
these researchers do not consider the conditional variance of returns on assets.

Considering that capital return errors are conditional heteroskedastic, Júnior
and José(2012) take the nonlinear STAR model and find the Brazilian non-
financial sector’s U.S. dollar foreign exchange risk exposure is asymmetry [10].
Muller and Verschoor (2006) find that ignoring the asymmetry causes foreign
exchange exposure insignificant [11]. Brooks et al. (2010) show that Australian
utilities sector’s foreign exchange risk exposure is time-vary asymmetry, the
technology sector’s foreign exchange risk exposure is asymmetry [12]. Koutmos
and Martin (2007) use a vector GARCH model and the dollar index to research
asymmetry foreign exchange risk exposure of stock market returns [13]. The above
researchers only consider a single exchange rate or exchange rate index on the
value of the company, but some ignore foreign exchange risk exposure under the
circumstance of different exchange rates.

Therefore, from the asymmetry point of view, this article attempts to study the
listed commercial banks’ foreign exchange risk exposure under the conditions of
different exchange rates, expecting to fill the gaps of the field, more accurately
revealing the listed commercial banks’ foreign exchange risk exposure.

130.2 Model

Choi, Elyasiani and Kopecky propose a multi-factor model [14]:

Rit¼bi0 þ bimRm;t þ bisDSt þ eit ð130:1Þ
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where Rit is stock return of bank i in day t, Rm,t is market portfolio index m in the
day t, and generally take the market portfolio index returns as control variables to
explain the impact of macroeconomic factors on stock returns, DSt is the changes
of exchange rates in the day t, eit is stock return residuals of bank i in day t. bim

means the impact of market factors on it, bis is the exchange rate risk exposure
coefficient of bank i in the sample during. Considering the foreign exchange risk
exposure of asymmetry, Eq. (130.1) can be extended as follow:

Rit¼bi0 þ bimRm;t þ ðbis þ biDDi;tÞDSt þ eit ð130:2Þ

where biD is the coefficient of asymmetric foreign exchange risk exposure, Di,t is
dummy variables, when DSt \ 0, Di,t = 1, otherwise, Di,t = 0.

The presence of conditional heteroskedasticity may lead to dependency, and
will result in insignificant parameter estimate and biased test statistics. Therefore,
this article will set the residuals et obey the GARCH (1, 1) process:

he;t ¼ ae;0 þ ae;1e
2
t�1 þ ae;2he;t�1 ð130:3Þ

where a0, ae,1 and ae,2 is non-negative parameter. ae,1 ? ae,2 is the persistence of
fluctuations, and ae,1 ? ae,2 \ 1

130.3 Results and Analysis

Data are selected from 16 listed commercial banks on the Shanghai and Shenzhen
stock market. The sample time period of banks that listed before exchange rate
system reform was from the date of July 26, 2005 to April 20, 2012, The sample
time period of banks that listed after exchange rate system reform is from the date
of the listing date until April 20, 2012, sample data are all daily stock return data.
Yield data of the market portfolio index is selected from daily yield data of the
Shanghai A-share index returns and the Shenzhen A-share index returns, corre-
sponding to the A-share listed companies in Shanghai and Shenzhen A-share listed
companies. The sample time period of exchange rate data and market portfolio
index data is selected from July 26, 2005 to April 20, 2012, including the RMB
against the U.S. dollar, Euro and Japanese yen exchange rate daily data.

Figure 130.1 shows the return of RMB exchange rates, we can see that the
fluctuation of RMB against U.S. dollar is the most obvious one, and the fluctuation
of other two exchange rates keep relatively stable.

130.3.1 Foreign Exchange Risk Exposure of Single-bank

Because of the difference of size, mechanism, and capital adequacy ratio, every
single listed commercial bank’s degree of exchange rate risk exposure shows
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different when facing exchange rate changes. Table 130.1 lists the 14 listed
commercial banks’ foreign exchange exposure coefficient (excluding two banks
that its listed years are short). Table 130.2 shows the coefficient after considering
asymmetric foreign exchange risk exposure.

Viewed from the RMB against the U.S. dollar, Euro foreign exchange risk
exposure of Table 130.1 (excluding two banks of short time to market), the
existence of foreign exchange risk exposure of listed commercial banks account
for 28.57 %, RMB against the Japanese yen exchange rate risk exposure is the
most obvious one which up to 71.43 %. It can be seen that the listed commercial
banks face a certain degree of foreign exchange risk exposure, and the RMB
against the Japanese yen foreign exchange risk exposure is the most striking one.

From the view of asymmetric coefficient of the listed commercial banks in
Table 130.2, the proportion of listed commercial banks is 21.43 % according to
the RMB against U.S. dollar asymmetry foreign exchange risk exposure. The
proportion of facing RMB against Euro asymmetry foreign exchange risk exposure
accounted for 28.57 %. The RMB against Japanese yen asymmetry foreign
exchange risk exposure accounted for 64.29 %. It can be seen that the foreign
exchange risk exposure of listed commercial banks have significant asymmetry.

It can also be seen from Tables 130.1 and 130.2, since facing different
foreign exchange changes, listed commercial banks’ foreign exchange risk expo-
sure varies according to the ‘‘industry’’. After the asymmetry is considered, sig-
nificance of foreign exchange exposure of the commercial banks which listed here
is increasing to some extent. Thus, it is helpful for the listed commercial banks

2006 2007 2008 2009 2010 2011 2012
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0

0.2
return of RMB against the U.S. dollar foreign exchange

2006 2007 2008 2009 2010 2011 2012

-2
0
2
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Fig. 130.1 Return of RMB exchange rates
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more clearly to understand foreign exchange risk that they faced and take more
rational foreign exchange risk prevention and response measures.

130.3.2 Whole Banking Sector’s Foreign Exchange
Risk Exposure

We take the unbalanced panel model to study the whole banking sector.
Table 130.3 lists the parameter values of the banking sector’s foreign exchange
risk exposure and its asymmetries. From the situation of foreign exchange risk of
the banking industry, the RMB against the U.S. dollar, RMB against the Euro
foreign exchange exposure coefficients are not significant, while only the RMB

Table 130.2 Asymmetry foreign exchange risk exposure of single listed commercial bank

Bank name RMB/USD RMB/EUR RMB/JAP

bs bD bs bD bs bD

SDB -0.0071 0.0094 -0.00002 0.0022 -0.0044*** 0.0036*
BONN -0.0086 0.01328 -0.0003 0.0028 -0.0019** 0.0080***
SPDB -0.0100 0.0311** -0.0011 0.0017 -0.0012 0.0005
HXB -0.0033 0.0072 -0.0022** -0.0020 -0.0016* 0.0027
CMSB 0.0010 -0.0100 -0.0024*** 0.0030** -0.0039*** 0.0049***
CMB -0.124 0.0213* 0.0002 -0.00085 -0.0011 -0.0007
BONJ -0.0143 0.0134 -0.0021*** -0.0019** 0.0018*** 0.0032***
IB -0.1534 -0.0222 -0.0017 -0.0022 -0.0019* -0.0030
BOBJ -0.2833*** 0.0457*** -0.0019* -0.0022 -0.0017** 0.0025*
BOC -0.0008 0.0057 0.0003 -0.0017 -0.0021** 0.0025*
ICBC -0.0083 -0.0056 -0.0007 -0.0022* -0.0021*** 0.0019*
CCB -0.0068 -0.0065 -0.0006 -0.0019* -0.0019*** 0.0021*
BOC 0.0027 -0.0028 -0.00007 -0.0001 -0.0019*** 0.0015*
CCTC 0.0049 -0.0025 -0.0039*** 0.0071*** -0.0022*** 0.0004

Note *, **, *** denote 10, 5, and 1 % significance level respectively

Table 130.3 Banking Industry’s Foreign Exchange Risk Exposure Parameter

Exchange rate b0 bm bs bD

1 Rmb/usd 0.0005*** 0.9772*** 0.0011 –
Rmb/eur 0.0052*** 0.9771*** -0.00002 –
Rmb/jap 0.0005** 0.9706*** -0.0012*** –

2 Rmb/usd 0.0009*** 0.9772*** -0.0067* 0.0123**
Rmb/eur 0.0011*** 0.9761*** -0.0013*** 0.0023***
Rmb/jap 0.0013*** 0.9692*** -0.0027*** 0.0029***

Note The number 1 indicates the situation of foreign exchange rate exposure without asymmetry.
The number 2 indicates the situation of foreign exchange rate exposure considering asymmetry
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against the Japanese yen foreign exchange exposure coefficient bs is significant at
the 1 % level.

Taken into account of asymmetric foreign exchange risk exposure, the RMB
against the U.S. dollar asymmetric foreign exchange risk exposure is the strongest
one, the asymmetry of the RMB against the Euro foreign exchange risk exposure is
relatively weak and the entire banking industry’s foreign exchange risk exposure is
asymmetric. Therefore, the whole banking sector’s foreign exchange risk exposure
significantly increases after considering the asymmetry.

130.4 Conclusion

With the degree of liberalization of the foreign exchange market continuing to
accelerate and the banking industry in the context of the status of the national
economy being increasingly important, listed commercial banks’ foreign exchange
risk exposure is becoming more and more prominent. The empirical study finds that:

After taking into account of asymmetry, foreign exchange risk exposure of
listed commercial banks is significantly improved in addition to the RMB against
the dollar. The number of listed commercial banks which facing RMB against
Japanese yen foreign exchange risk exposure is the largest. Besides, after con-
sidering asymmetric foreign exchange risk exposure, the significance of whole
banking sector’s foreign exchange risk exposure improved significantly, especially
the RMB against the U.S. dollar foreign exchange risk exposure.

Therefore, the innovation of this paper lies in: on the basis of considering the
characteristics of asset returns sequence, the asymmetrical characteristic of the
foreign exchange exposure is added in empirical model. It comparatively analyzes
exchange rate risk exposure between different exchange rates and contributes to
providing a new perspective for study of RMB exchange rates’ foreign exchange
risk exposure.
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Chapter 131
Influence of Highway Construction
on Foreign Trade Based on Multivariate
Regression Analysis

Rui Hua

Abstract Foreign trade contains business flow activities and logistics flow
activities. With rapid e-commerce growth, the impact of logistics on foreign trade
is increasing. As the infrastructure of logistics, the importance of highway is self-
evident. Based on Heilongjiang’s highway construction and foreign trade situation,
the paper used the method of multiple regression analysis and analyzed the impact
of highway construction on foreign trade in Heilongjiang and discussed the
highway construction direction in Heilongjiang under the premise of enhancing the
level of foreign trade, according to the analysis of paper, highway has a very
important influence on total volume of imports and exports.

Keywords Multiple regression analysis � Highway construction � Foreign trade

131.1 Introduction

With the development of economy and transportation infrastructure progressing
elaboration, the development of highway transportation is more and more quick.
Highway transportation is flexible and rapid. With the dynamic flexibility and the
fast of highway transport and strong adaptability, highway expands the scope of
the commodity exchange and raises the speed of circulation of commodities.

High grade highway construction can shorten the time of commodity circula-
tion, which actually the commodity circulation space distance is shortened rela-
tively. Thus, it created conditions for enlargement of commodity circulation scale
and development of trading market. Good transport condition can reduce the
quantity of goods in transit and reserve, the number of goods in circulation, save

R. Hua (&)
School of Management, Harbin University of Commerce, Harbin, China
e-mail: hsdglxyhr@126.com

W. E. Wong and T. Ma (eds.), Emerging Technologies for Information
Systems, Computing, and Management, Lecture Notes in Electrical
Engineering 236, DOI: 10.1007/978-1-4614-7010-6_131,
� Springer Science+Business Media New York 2013

1171



capital, improve economic benefits. The strength of regional economic relations
broke closed state of the regional economy, so commodity can circulate in a
broader space. High grade highway construction project can effectively reduce the
circulation cost, narrow regional price differences. The phenomenon of price
marked the smooth of the commodity circulation [1].

In recent years, with the formation of China Import and Export commodity
distribution and logistics center and the rapid development of Heilongjiang
Province ports trade, there appears a number of professional commodity wholesale
market and service industry, but all of these are not lack of transportation
development. In the initial stage of the development of frontier trade, the highway
infrastructure is relatively backward after the trade development need, and railway
transportation as the dominant mode of transport in trade development has made
tremendous contributions.

Along with strategic partnership development between the China and Russia in
the twenty-first Century, trade between the two countries and friendly exchanges
continued to expand. Heilongjiang Province port transportation always upward
momentum, according to this development tendency, railway transport is afraid
very difficult to adapt to the further development. In order to avoid the traffic
conditions of transport becoming bottleneck of trade development, excess capacity
will be transferred to highway transportation. Therefore, the traffic condition and
storage facilities are of great significance for border trade of Heilongjiang Prov-
ince, and promote the development of local economic [2].

131.2 Current Situation of Foreign Trade in Heilongjiang
Province

Heilongjiang Province as China’s trade ‘‘bridgehead’’ with Russia has most border
crossings in China. There are 25 the first ports allowed to open to the outside world
in Heilongjiang Province, and 15 River Ports, 4 Port Road, 4 Aviation port
Suifenhe port and Dongning port are most busy in the 25 port [3].

This makes the rapid development of Heilongjiang Province’s trade with
Russia. For decades, Heilongjiang Province to Russia trade always accounted for
about 50 % of the total amount of foreign trade, accounting for about 20 % of
Russia’s national trade. In 2007, trade between Heilongjiang Province and Russia
topped $10000000000 and reached a record of $11016300000000 in 2008 [4].

In recent years, the foreign trade of Heilongjiang Province has got rapid
development. In 2009, the province’s foreign trade had a brief period of decline,
and began to rise again in 2010 and the total import and export volume exceed the
2008 peak, which showed a good development trend [5].

From the composition analysis of export and import products of Heilongjiang
Province’s foreign trade, we can find that agricultural products, textile clothing and
footwear are the most and timbers are the most from the Russia [6].
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131.3 Empirical Analysis of the Impact of Foreign Trade
on Highway Construction

131.3.1 Estimation Model of the Total Import and Export
as the Explained Variable

(1) The establishment and estimation of the model

Selecting each city’s total import and export volume as the dependent variable
JCK in Heilongjiang Province from 2006 to 2010, and checking Heilongjiang
Province Branch highway mileage and road network density on Heilongjiang
Province export total effect, we selects the representative index for highway
mileage and road network density as independent variables. Specific indicators are
as follows total mileage of highway ZLC, expressway mileage GS, highway
mileage YJ, two highway mileage EJ, and road network density MD [7, 8].

According to the hypothesis, we set the following econometric model:

JCK ¼ aþ b1ZLC þ b2GSþ b3YJ þ b4EJ þ b5MDþ l ð131:1Þ

According to the highway construction drawings and the recent year’s related
data, we calculated the value of the dependent variable. According to the data from
Statistical yearbook of Heilongjiang Province, we used Reviews software to
estimate the model and get the results.

(2) Model checking and correction

In this model, ZLC and MD are not significant, coefficient C is negative and it
does not meet the economic significance, so we shave it and get Table 131.1.

In the model, R2 ¼ 0:66; after adjusting R2, we get R2 ¼ 0:64: Coefficient of
determination is higher and model fitting degree is better.

Table 131.1 Adjusted Eviews regression results

Method: pooled EGLS (period weights)

Linear estimation after one-step weighting matrix
Variable Coefficient Standard error t-Statistic Probability
GS 253.9422 50.54896 5.023687 0.0000
YJ 206.2615 99.01711 2.083089 0.0425
EJ 91.77879 13.88232 6.611200 0.0000
Weighted statistics
R-squared 0.662794 Mean dependent var 245073.2
Adjusted R-squared 0.649030 S.D. dependent var 273929.7
S.E. of regression 165504.9 Sum squared resid 1.34E ? 12
Durbin-Watson stat 2.206427
Unweighted Sstatistics
R-squared 0.126811 Mean dependent var 141241.7
Sum squared resid 1.98E ? 12 Durbin-Watson stat 1.777422
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In the model, estimation results uses period weighting, estimation results of
unweighted model R2 ¼ 0:1268; and weighted effect is obvious.

131.3.2 Estimation Model of the Total Export
as the Explained Variable

(1) The establishment and estimation of the model

Selecting each city’s total import and export volume as the dependent variable
JCK in Heilongjiang Province from 2006 to 2010, and checking Heilongjiang
Province Branch highway mileage and road network density on Heilongjiang
Province export total effect, we selects the representative index for highway
mileage and road network density as independent variables. Specific indicators are
total mileage of highway ZLC, expressway mileage GS, highway mileage YJ, two
highway mileage EJ, road network density MD.

According to the hypothesis, we set the following econometric model:

JCK ¼ aþ b1ZLC þ b2GSþ b3YJ þ b4EJ þ b5MDþ l ð131:2Þ

According to the highway construction drawings and the recent year’s related
data, we calculated the value of the dependent variable. According to the data from
Statistical yearbook of Heilongjiang Province, we used Reviews software to
estimate the model and get the results.

(2) Model checking and correction

In this model, the constant C, ZLC and YJ were not significant, so we shave it
and get Table 131.2.

Table 131.2 Adjusted Eviews regression results

Method: Pooled EGLS (Period weights)

Linear estimation after one-step weighting matrix
Variable Coefficient Standard error t-Statistic Probability
GS 96.16703 22.85831 4.207092 0.0001
EJ 88.58881 14.60158 6.067069 0.0000
MD 209.5814 80.16910 2.614241 0.0118
Weighted statistics
R-squared 0.708223 Mean dependent var 198527.2
Adjusted R-squared 0.696313 S.D. dependent var 219600.1
S.E. of regression 108813.3 Sum squared resid 5.80E ? 11
Durbin-Watson stat 2.526274
Unweighted statistics
R-squared 0.041773 Mean dependent var 101575.2
Sum squared resid 8.91E ? 11 Durbin-Watson stat 1.740467
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In the model, R2 ¼ 0:70; after adjusting R2, we get R2 ¼ 0:696313: Coefficient
of determination is higher and model fitting degree is better.

In the model, estimation results uses period weighting, estimation results of
unweighted model R2 ¼ 0:041773; and weighted effect is obvious.

131.3.3 Estimation Model of Total Imports as Explanatory
Variable

(1) The establishment and estimation of the model

Selecting each city’s total import and export volume as the dependent variable
JCK in Heilongjiang Province from 2006 to 2010, and checking Heilongjiang
Province Branch highway mileage and road network density on Heilongjiang
Province export total effect, we selects the representative index for highway
mileage and road network density as independent variables. Specific indicators are
total mileage of highway ZLC, expressway mileage GS, highway mileage YJ, two
highway mileage EJ, road network density MD.

According to the hypothesis, we set the following econometric model:

JCK ¼ aþ b1ZLC þ b2GSþ b3YJ þ b4EJ þ b5MDþ l ð131:3Þ

According to the highway construction drawings and the recent year’s related
data, we calculated the value of the dependent variable. According to the data from
Statistical yearbook of Heilongjiang Province, we used Reviews software to
estimate the model and get the results.

(2) Model checking and correction

Table 131.3 Adjusted Eviews regression results

Method: pooled EGLS (period weights)

Linear estimation after one-step weighting matrix
Variable Coefficient Standard error t-Statistic Probability
GS 184.4357 16.84515 10.94889 0.0000
YJ 133.0711 36.96428 3.599992 0.0007
EJ 4.785062 1.510952 3.166920 0.0027
Weighted statistics
R-squared 0.833191 Mean dependent var 102158.8
Adjusted R-squared 0.826383 S.D. dependent var 161298.5
S.E. of regression 76753.84 Sum squared resid 2.89E ? 11
Durbin-Watson stat 1.590585
Unweighted statistics
R-squared 0.225016 Mean dependent var 49160.67
Sum squared resid 4.20E ? 11 Durbin-Watson stat 2.105440
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In this model, coefficient of C, ZLC and MD is negative and they do not meet
the economic significance, so we shave them and get Table 131.3.

In the model, R2 ¼ 0:833; after adjusting R2, we get R2 ¼ 0:826383: Coeffi-
cient of determination is higher and model fitting degree is better.

In the model, estimation results uses period weighting, estimation results of
unweighted model R2 ¼ 0:225; and weighted effect is obvious.

131.4 Conclusion and Suggestions

In conclusion, highway has a very important influence on total volume of imports
and exports, imports, which proved that highway as a main line of highway traffic,
its effect was very important, and construction of highways also will promote the
development of foreign trade. Level 1 highway has significantly influence on
imports, but not significant influence on exports, which may be decided by product
features of Heilongjiang import and export. Level 2 highway as the main body of
the port road had the influence on total exports than that on the total import, which
shows commodity export transit is more dependent on highway transportation than
import transit and means that the port road construction can promote export
growth. Because the export commodities are agricultural products, textile and
apparel products, highway density had large influence on the export.

Through the above theoretical and empirical analysis, in order to promote
foreign trade in Heilongjiang Province, paper gives the following suggestions.

(1) Accelerating the construction of Expressway

Highway as traffic trunk road has very important influence on import and
export. The construction of highways can make the relationship between ports
more closely and make the goods materials circulation quicker, turnover bigger,
lower, which has a positive meaning to promote the regional economy and foreign
trade.

(2) Building products processing zone of highway and first class road as the core

At present, lumber resource is main imported products in Heilongjiang Prov-
ince, and these products of high cost, large transportation quantity need high grade
highway to transport. From the model, the constructions of the highway and level 1
road have main impact on import and export. Due to the limited resources, it is
impossible to build high grade highway in a relatively large range of Heilongjiang
Province. So researchers make highway, level 1 road as the core, and build pro-
cessing area to reduce the cost of transportation and promote local economic
development with the advantages of industrial clusters.

(3) Increasing the construction of port road, and appropriate the level of port road

In the analysis of total export, the influence of the level 2 road is very signif-
icant, which shows Port Road as the main body has an important effect on foreign
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trade. Increasing port road construction can promote the port of the material
circulation and the development of foreign trade. At the same time, from the
contrast between the total volume of imports and exports of level 2 highway
mileages, researchers find that import is less dependence on level 2, but more on
railway transit.
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Chapter 132
Construction of Heilongjiang Forest
Products Processing Industry
E-Commerce Platform

Ying Cao

Abstract Judging by the fact that the forest product information features strong
timeliness and other characteristics, the integration of existing e-commerce system
has become the key to the development of forest product processing industry. In
this paper, SOA employed to reorganize the existing resources in the manner of
services. And loosely coupled architecture will be designed so as to tackle with the
problems occurring in the forest product processing e-commerce system.

Keywords SOA �Web service � Forest products processing industry e-commerce
platform

132.1 Introduction

As one of the largest forestry provinces in China, Heilongjiang Province has been
endowed with the unique advantages of resources in developing forest products
processing industry. In recent years, the forest products processing industry cluster
began to take shape in Heilongjiang Province. The construction of Forest products
processing industry e-commerce platform is conducive to the information of
integrate forest products and the expansion of marketing channels, and is also the
inevitable trend to adapt to the economic development.
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132.2 SOA

The definition of SOA given by OASIS standards organization in reference model
is that SOA (Service Oriented Architecture) is a software architecture model,
which can organize and use distributed functions under the control of different
owners. There are various perspectives in understanding SOA. In technical per-
spective, SOA is an architecture and it describes a kind of IT infrastructure, which
makes it possible to exchange data with each other in different business services,
participate in business processes and complete the specific business operation
through a flexible way in collaborate with each other [1]. The business services are
independent of the programming language, the implementation method and the
operating environment. It combines the functionality and the quality of service
organically, as shown in Fig. 132.1.

132.3 The Role of Forest Products Processing Industry
E-Commerce Platform

Forest products processing industry e-commerce platform helps to create coop-
eration opportunities for domestic and foreign corporations with products pro-
duction, trade, procurement, processing and downstream products, and make fair
businesses with ultimate customers. The advantages can be included in the fol-
lowing aspects:

Fig. 132.1 Architecture element of SOA
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132.3.1 Information Disclosure

The platform makes it possible to convey the information without geographical
restriction and the disclosure of information for forest products is open and
transparent.

132.3.2 Fair Trade

The deal made on the same platform according to the principle that the products
with best quality and the most preferential price comes first on the basis of dif-
ferent brands of forestry products, so it can avoid unfair bidding phenomenon.

132.3.3 Simple and Convenient

Because it is beyond geographical restriction, it makes it possible to achieve the
long-distance trade in a short period of time, avoiding the inconvenience of tra-
ditional spot trading, and reducing the time cost significantly [2].

In short, forest products e-commerce platform plays a neutral role in both
supply and demand parties, improves the credit of forest products in the market,
and promotes the sustainable development of the forest products processing
industry cluster.

132.4 The Design of the Forest Products E-Commerce
Platform in Heilongjiang Province

132.4.1 Architecture

The e-commerce system architecture is divided into four levels: the presentation
layer, the business layer, the service layer and the application layer, as shown in
Fig. 132.2.

(1) Presentation layer: It is responsible for interacting with users, receiving users’
input information from the application subsystem through browser and passing
the information to the business level [3].

(2) The business layer: It is mainly responsible for categorizing related infor-
mation according to specific business requirements and classifying and
organizing services as workflow, and conveying the business information to
the service layer.
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(3) Service layer: This layer has such functions as management, organization and
implementation of various services, including registration services, demanding
for distribution services and location-based services and so on.

(4) Application layer: It is responsible for integrating the existing e-commerce
platform and the service requirements of the Web service, and then providing
the usage of e-commerce platform to the services layer, in the manner of Web
service to realize and employ the e-commerce platform which is designed by
SOA [4].

132.4.2 System Function

According to the basic requirements of the e-commerce system, the whole system
can be divided into following functional modules, namely user management
module, security management module, supply and demand information manage-
ment module, trading services module and repository support module, as shown in
Fig. 132.3. Specific module functions are as follows.

Fig. 132.2 Architecture figure
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132.4.2.1 User Management Module

The user management module mainly manages the user’s information which can
be divided into the user registration, common user management, hierarchical
administrative privileges control, merchant management and so on [5].

132.4.2.2 Security Management Module

Security management module is mainly responsible for the management of
security measures which can be divided into hierarchical user access control,
security access control.

132.4.2.3 Supply and Demand Information Management Module

The key to the e-commerce platform design is to release supply and demand
information and to establish trading relationship, which requires the publisher must
be sure of the authenticity and accuracy of the published information, and the
publisher must register. In addition, the supply and demand information should
include forest products names, grades, quantities, unit price, origin places, contact
information and relevant quality inspection certification when necessary. Procur-
ing information includes forest products names, grades, quantities, prices and
contact information. In addition, any users can have access to the supply and
demand information in the validity time [6]. The platform provides two query
methods: simple query and advanced query. For simple query, the user just needs
to input the vegetable names, while the advanced query allows users to query
combined information of multiple conditions, the obtained results are more
accurate and more in line with the needs of users.

Fig. 132.3 Architecture of system function
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132.4.2.4 Business Service Module

The forestry product’s e-commerce platform integrates the scattered forestry
products commerce together in Heilongjiang province so as to form a virtual
agricultural products market and a ‘‘virtual forest products market ‘‘on the Internet.
The services that the platform can provide for trading parties are mainly online
purchase, seller’s delivery, buyer’s receipt, the capital flows depending on the third
party payment platform and so on. Online purchase services provide a chance for
the customers to negotiate prices according to the needs of supply and demand of
both parties and form electronic orders and electronic contract after negotiation,
and pay the money to a third party in order to ensure the security of the trans-
actions. The seller delivers the product when the third party receives the payment.
Then the seller prepares for the relevant supply in accordance with the contract,
and gives the products to the logistics enterprises that are responsible for trans-
porting and at last sends the delivery information to the platform [7]. Buyer’s
receipt services means testing the quality of the received goods. If the products
conform to the requirements of the contract, the buyer receives the goods and puts
them in the stock, otherwise refuses warehousing and leaves the deal to logistics
companies and the seller. The services of the capital flows depending on the third
party payment platform can adequately guarantee the security of capital flows of
both buyers and sellers.

132.5 Key Technologies

The key to implementing the forestry products e-commerce platform is to realize
the information integration and interaction by means of Web Services as well as
establishing the architecture of the Web Services. NET platform fully supports
Web services and employing the built-in Web services development functions can
easily develop Web services. Moreover, in the development process, the devel-
opment of logic module and the generation of WSDL service definition file can be
completed through the NET platform. Web services are established on the basis of
the industry-standard, such as SOAP, XML and WSDL. Web services can solve
the message interoperability problems on the Internet by means of SOAP, which
adopts two widely used protocols: HTTP and XML. HTTP is used for SOAP
message transmission, while XML is the encoding mode of the SOAP. When the
information and data interchange between systems, you can output the data in the
database for the WSDL document that conforms to the XML standard, and then
bind the WSDL with the SOAP, finally complete the communication by HTTP-
GET/POST agreement. Obviously, as long as the client sends a compliant SOAP
message according to the format of the service description, then the client can use
the Web service that has been released. After completing the Web services
development, it also needs to be registered on the Internet for the discovery,
application and integration of other subsystems.
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132.6 Conclusion

The forestry product e-commerce design integrates the features of Web Services
technology and SOA architecture, thus unifies existing e-commerce systems.
Thanks to loose coupling, coarse-graining, strong mutual interoperability and other
features of the SOA structure system, the system is of good scalability, compat-
ibility and adaptive capacity. It also effectively integrates the dispersible resources
of forestry products.
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Chapter 133
Multiple Case Studies of Global
Enterprise System Implementation
in China

Roger L. Hayen and Zhenyu Huang

Abstract This study examines and compares multiple global enterprise operations
in China. Business ownership arrangement, business products and services, and IT
support for those agreements and products are considered. Findings indicate
business ownership as a moderator impacts the relationship between business
processes and IT support choices. All global enterprises in the study were found to
use the SAP enterprise software for their transaction processing and reporting.
Furthermore, enterprises also use proprietary software in the creation or delivery
of their primary product or service. Wholly-owned businesses are more likely to
use proprietary software for their key businesses or specialty.

Keywords Global enterprise � Information technology � China, business
ownership � SAP � Enterprise software � Transaction processing software �
Proprietary software � Case studies

133.1 Introduction

No country in the world has seen greater expansion in its automotive industry over
the past 25 years than China. Vehicle sales grew by 32.37 % year-on-year to 18.06
million in 2010, making the country the world’s biggest auto market for the second
consecutive year [1]. The number of state-owned companies in China is
decreasing. State-owned companies account for just over a quarter of the total
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number of companies. However, they produce 45 % of China’s industrial values
and more than half of the industrial profits [2]. Foreign companies make up 20 %
of the total number of companies producing nearly 60 % of China’s exports. Every
one of China’s top twenty companies, measured by revenues, is state-owned [2]. It
is in this environment that global enterprises must operate in China.

A global enterprise is a legal entity that does business around the world. It has a
world-wide presence. Global enterprises amplify the complexity of many different
kinds of business partnerships. Each venture is different so different information
technology (IT) support is needed. Business organizations and operations are
considered in examining the environment in which enterprises deploy IT resour-
ces. This view provides insight to underlying requirements for IT support [3]. It is
important to understand business organizations’ operations when comprehending
the association of IT support to its business processes [4]. This study examines
core business processes together with their observed IT support. The analysis is
conducted using a case study approach. A framework of the analysis is presented
followed by the research methodology. This is applied to three global enterprises
in China. The alignment of the framework is presented to summarize the obser-
vations of the operations and IT support of global enterprises in China.

133.2 Framework

Tse [2] presents a product-market-freedom matrix for China. This matrix has a
classification scale from restricted to free for business segments. None of the
global enterprises examined are in the restricted product market or have restricted
ownership, as these are Chinese government controlled ventures. Applying Tse’s
framework, global enterprises fall into two categories: joint-venture or wholly-
owned. Ownership type is considered and compared to this framework for each
company studied. A question to be answered in assessing IT deployment is
whether ownership has an observed impact on a company’s IT and how this
ownership status impact IT support choices.

IT software used by global enterprises in China can be categorized as global or
local. Global is generally software used by many different companies and in many
different countries. Local is the software used by a single company, but leveraged
in many different countries. Enterprise software (ES) exemplifies global, while
local is unique, proprietary software, such as that used in manufacturing control.
Within ES, its deployment may be categorized as separate instances, separate
clients, or same clients. The use of separate instances means that application link
enabling (ALE) is needed for sharing data [5].

1188 R. L. Hayen and Z. Huang



133.3 Methodology

The case-based research method is followed in this study. The approach used
examines characteristics and features of the business, corporate environment, and
IT deployment. Case-based research provides a channel for investigating phe-
nomenon in information systems and is particularly appropriate for exploratory
studies [6]. Applied to IT and global enterprises, case-based research affords a
schema for studying application characteristics. According to Voss, Tsikriktiss [7]
and Meredith [8], case-based research is one of the most powerful methods for
generalizing conclusions about a field of study. Results from case-based research
can have a very high impact that leads to new and creative insights with a high
validity for practitioners—the ultimate user of research.

The companies selected in this study were based on global enterprise personal
contacts through the Information Systems Advisory Board at the authors’ uni-
versity. The varied membership of this Advisory Board provided a random
selection of global enterprises. Each site visit was uniquely organized for this
study with a particular focus on both facility operations and their IT deployment.

The data collection method was personal site visits to facilities of each selected
enterprise in the Shanghai, China area [3, 4]. The visit duration was approximately
one-half day and included both a facility tour and a meeting with managers
including those in IT. Three locations were visited: Shanghai GM final assembly,
Delphi China manufacturing, and Coca Cola China administration and bottling.
The time period for these visits was during the 1-month period from mid-May to
mid-June. 2011. Data describing each enterprise is reported and analyzed here.

133.4 Global Enterprise Cases

Three global enterprise case applications are presented here to gain an under-
standing of their organization and IT support. The company cases are Shanghai
GM, Delphi China, and Coca-Cola China.

133.4.1 Shanghai GM

The site visit to Shanghai GM (SGM) took place at their South Plant facility
located in JingQiao Town, Pudong District, Shanghai. It began at the SGM IT
building and was conducted by a member of the SGM IT team. The tour con-
centrated on the final vehicle assembly area where the manufacture of a car is
completed.

SGM has 13,000 employees within China [9]. It is a joint venture of General
Motors Company (GM) and Shanghai Automotive Industry Corporation (SAIC).
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SAIC is unusual in the Chinese auto industry in that it is a state-owned enterprise
of the Shanghai city government. Most other auto companies in China are owned
by or a joint venture with China’s central government. SGM began assembling the
venture’s first vehicle, the Buick Regal, in Shanghai, China in 1999 [10].

In 2010, GM sold more vehicles in China than in the US [11]. In the first half of
2011, SGM saw sales jump 25 % from the prior year to a record 600,002 units.
Strong demand for the Buick brand jumped 28 % to 324,919 vehicles [12]. The
Buick brand in China is exceptionally strong. Approximately two Buicks are sold
in China for every one sold in North America. To supply this demand, SGM final
assembly has a production rate of approximately 40 vehicles per hour. It runs two
shifts per day and frequently operates 6 days a week. None of the vehicles pro-
duced at SGM are exported outside of China. The demand for vehicles is so great
in China there is no reason to export them.

SGM is one of the most advanced vehicle manufacturing operations on the
planet with its advanced flexible manufacturing system. At the time of the visit,
four different vehicle models were being assembled on the same final assembly
line. The model types were intermixed in any combination. These vehicle models
are premium brands that include Buick. It is in this business environment that
SGM IT provides software support.

SGM deploys the SAP ECC ES as the overall transaction processing applica-
tion. This software handles the build schedule of products. However, the actual
final assembly operation is processed using separate proprietary software on the
manufacturing floor. This software is unique to GM and is provided and supported
by a third-party consulting organization. The software is shared with other GM
assembly plants, which leverages the deployment of this specialized software.

Final assembly is divided into 60 major work centers. A work center is a place
on the assembly line where a significant and measurable operation takes place.
Final assembly receives a completed vehicle body from the body build and paint
shop. The attachment of a physical paper document to the hood of the vehicle is
the first operation. This document contains bar codes used for unique vehicle
identification including the vehicle identification number (VIN). The VIN is the
ultimate vehicle identifier throughout its entire life cycle. At this first station, the
doors are removed from the body to be completed in a separate assembly operation
and will later be placed back on the same vehicle. The bar code confirms arrival of
the vehicle body.

At each work center, a bar code reader is used to collect the VIN and to identify
the part(s) being added to the vehicle. Some parts have unique identifiers, such as
the engine or transmission. This unique number is recorded and included in the
vehicle build record. For batches of parts, such as headliners, then the batch
number is recorded. A complete record is created of all parts going into the final
vehicle assembly. For a future warranty, parts can then be traced back to the
individual subassembly or batch. Clearly, without IT support for vehicle assembly
it would be impossible for SGM to build a vehicle. Bar code collection is first, and
actual assembly of the part is second.
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As vehicles are ‘‘born’’—they are started and driven from the assembly line.
During inspection, vehicles with any identified problem go to a holding area for
remediation. The last final assembly work center is the water test. Completed
vehicles are driven into a special car wash. It is then inspected inside and outside
for any water problems. A repair area also exists for this final inspection. However,
it was observed that few vehicles require repair and many occurred quickly.

Overall, GMS IT support encompasses caring for the SAP ECC ES and the GM
proprietary software used in vehicle assembly. The finally assembly software is the
pillar of flexible manufacturing and its related activities. GM leverages this pro-
prietary software by using it throughout its global operations.

133.4.2 Delphi China

The site visit to Delphi Packard Electric Systems Co., Ltd., commonly known as
Delphi China (DC), occurred at their Anting Town, Jiading District, Shanghai
facility. Hosting was by a business planning associate and included the operations
director, IT director, and toolroom manager.

Delphi operates 17 wholly owned entities and joint ventures in China with
about 12,000 employees. DC is one of China’s largest auto parts producers. It
supplies almost all automakers in China, including SGM, Shanghai Volkswagen,
Ford, Toyota, and Chery. Delphi produces three major product lines in China
including the electronic/electric distribution system manufactured at the Anting
facility [13]. SGM and other GM manufacturing plants consume only about one-
fourth of Delphi’s production capacity. Only about 5 % of DC’s production is
exported to North America. Most is consumed in China or elsewhere in Asia and
in Europe.

The Anting facility is a wholly owned operation. It does plastic injection
molding, metal stamping, and assembly operations. Furthermore, one of the most
advanced tool making operations in the world is located here. Plastic injection
molding machines make vehicle electrical connectors and fuse blocks (panels).
Metal stamping machines produce the blade connectors used with printed circuit
boards in fuse blocks. Fuse blocks are assembled using injection molded outer
cases and printed circuit boards. The plastic injection molding machines are all
computer controlled with a single operator monitoring up to six machines. Com-
pleted parts are automatically ejected with the sprue and runner (a channel through
which plastic is poured into a mold) re-ground and re-used at the same machine.
The metal stamping machines are similarly controlled with these machines oper-
ating at the rate of up to 8,000 strokes per minute. Eight thousand parts can be
produced per minute. Very high precision is required when metal stamping occurs
at these speeds.

DC runs its operations using the SAP ECC ES. SAP is configured to integrate
Delphi’s operations globally in a single instance. A most interesting point was
viewing a web-based screen showing the current production status of injection

133 Multiple Case Studies of Global Enterprise System 1191



molding machines and stamping machines globally—a strategic enterprise man-
agement application. The operations director displayed the screen reporting the
status of every machine in Delphi’s world operations—not just one plant. Was that
machine in production, down for changeover, or down for maintenance? This was
most impressive and illustrates how ES is deployed to monitor global manufac-
turing operations in real-time. Clearly, this underscores the need for global busi-
nesses to exploit world-class ES for transaction processing and reporting.

DC is the home to one of five of the most advanced robotic toolrooms in the
world. A toolroom is a place where tools and dies are made. For example, when
doing plastic injection molding, a metal mold is the tool which is made for that
process. Liquid plastic is injected into the mold (tool) and then cooled to form the
desired part. Vast numbers of plastics items use molds of this kind. DC’s toolroom
makes their molds. A robotic machine exploiting computer-aided engineering
(CAE) is housed in toolroom for making molds. Square corners are a challenge in
making electrical connectors. Many tools used to make molds are round cutters. It
is difficult to make a square corner with a round cutting tool. So, a method of
electrical discharge creates square corners with the robotic CAE machine. This
applies a special language to control tool making. Delphi finds it difficult to hire
individuals with this specialized skill. Nonetheless, in China, individuals will do
self-study and learn to write CAE programs. In general, they do not find a similar
situation for North American skilled workers. Hence, producing tooling in China is
easier for Delphi. The DC toolroom produces tooling used in 80 % of Delphi’s
operations world-wide. Approximately 40 completed tools per month are shipped
from DC to other Delphi plants.

Overall, DC uses the SAP ES in managing its day-to-day operations. Delphi has
configured the SAP software to provide global monitoring of their production
resources. Special purpose software is used in the control of production machines,
while proprietary software is used in creating production tooling.

133.4.3 Coca-Cola China

The Coca-Cola Company (TCCC) is celebrating 125 years of producing their star
beverage Coca-Cola. This site visit of the Coca-Cola Bottling Investment Group
China, commonly known as Coca-Cola China (CCC), was at their Shanghai
headquarters in Jinqiao Export Processing Zone, Pudong New District, Shanghai.
Hosting was by the group head of public affairs and communications and included
one of eight group managers and the IT manager.

Unlike the other enterprises visited in Shanghai, CCC was unique in that it
contains a Coca-Cola museum with an auditorium for greeting visitors. That is,
CCC is more open to visitors than the other enterprises. However, their visits are
typically limited to the museums and the bottling lines. Our visit was customized
and specialized with the management meeting.
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The CCC facility is a wholly-owned business enterprise of TCCC. However,
TCCC also has many joint-venture operations in China. TCCC has arranged China
into fundamentally three areas. The southeast with Shanghai is the CCC area. The
northeast with Tianjin is a joint-venture with the Chinese government. And, the
west is a special arrangement with a non-governmental Chinese company. TCCC
is a direct majority partner in four bottling joint ventures: one in Shanghai, two in
Tianjin, and one in Hainan Province. However, to maintain control over the
ingredients and formulas of its drinks, TCCC produces the concentrates for its
international-brand soft drinks at CCC, the wholly foreign-owned factory in
Shanghai and home to the company’s China headquarters [14].

TCCC is committed to the China market with 1.3 billion consumers. The CCC
bottling plant produces about 3 billion bottles of Coke product a year. This is only
about 10 % of China’s consumption of these products and one and a half days of
Coke’s global production. In China, the current per capita consumption is only 32
bottles of Coke products annually. This compares with a consumption of 150 in
Hong Kong and more than 500 in the US. Clearly, the China market has out-
standing growth potential for TCCC with the soft drink industry growing at a
12.8 % compounded annual growth rate [15].

At the bottling plant visited, each different beverage is produced on a separate
bottling line. There is one line for Coca-Cola and another for Sprite and so on for
each of the other products. There is one exception and that is with Coke Light
(China’s equivalent of Diet Coke) and Coke Zero which may be produced on the
same bottling line because of the similarities between them. No changeover of a
bottling line occurs for drink flavors. Demand variations are satisfied by running a
bottling line for longer periods of time. It is common to run the bottling operations
6 days a week during the summer months—peak demand time. CCC produces
beverages packaged in plastic containers. Blank plastic bottles are made at this
plant for use in product packaging. The final forming of plastic bottles occurs
during a blow molding operation at the beginning of the bottling line. This allows a
common size blank, for example for a half-liter, to be used for all different
products. That is, the form of a Coca-Cola bottle is different form a Sprite bottle.
However, the same blank bottle can be used for each of these drinks. This sim-
plifies the production of bottles.

CCC deploys the SAP ECC ES as the overall transaction process application.
This software is used in managing their bottling operations. As a wholly-owned
business there is a tight integration of SAP ES. TCCC and CCC are included in the
same SAP client. This indicates a highly integrated, one-company global opera-
tion. Using the same client leverages the IT support at the corporate level.
However, this requires the processing of the CCC transactions on the same
instance (computer system) as those of TCCC. Distances and time differences
between these facilities present a challenge with a single client implementation.
For example, a 2:00 a.m. system up data at TCCC headquarters occurs at
2:00 p.m. at CCC, a prime processing time there. With SAP implementations a
common arrangement for global enterprises is to use separate clients when they
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have disparate legal and reporting requirements in different countries and
encounter time zone issues.

Overall, CCC IT support encompasses support for the SAP ECC ES that shares
the same instance and client of TCCC. Deployment with a single client delivers a
very tight integration among global enterprise operations. On the other hand, time
zone issues present situations that must be considered by IT managers in the
utilization of ES.

133.5 Analysis and Discussion

All the global enterprise operations in this case research were found to use the SAP
ECC ES for their core business processing and reporting requirements. Two of the
operations also exploited proprietary software to support overall business
requirements (Table 133.1). In this study, SAP ECC ES is categorized as global,
whereas the proprietary software is local. Observation of the deployment of pro-
prietary software found it to be a primary IT resource in the enterprise’s product
manufacturing or service delivery. Or, that software had a very specialized use,
such as in the robotics toolroom operations of DC. Proprietary software deployed
by SGM and DC is of particular importance as it is fundamental system by which
their product or service is produced. The proprietary software is used to support
their key or specialty business. Generally, IT support for these enterprises is
diverse and requires a vision and provision for more than just ES.

Based on the product market and ownership matrix of Tse [2], the expected
relationship for the enterprises in this study is shown in Table 133.2. CCC requires
additional consideration. Table 133.3 shows the observed product market and
ownership relations of the global enterprises in this study. The business units
visited support that was proposed by Tse. However, the entire operations of TCCC

Table 133.1 Software
deployment

Enterprise Deployment

SAP ECC (global) Other (local)

Shanghai GM X X
Delphi China X X
Coca-Cola China X –

Table 133.2 Expected
product market and
ownership

Enterprise Ownership

Joint venture Wholly owned

Shanghai GM X –
Delphi China – X
Coca-Cola China – X

1194 R. L. Hayen and Z. Huang



in China are much more intricate than the site visited in Shanghai. Like a spider
web, it is a complex intertwining of wholly-owned operations, joint-ventures with
Chinese companies, and joint-ventures with the Chinese government. This places
TCCC’s China operations in a partially restricted product market and ownership
position, rather than in the free position indicated by Tse. Nonetheless, overall,
there is general alignment between expected results and observed results.

Enterprise ownership is important because of its impact on the relationship of
business processes with IT support choices. Business processes overall determines
the IT choice. For example, due to the scale and diversity of business and logistic
processes, global enterprises have to count on robust enterprise systems like SAP
ECC to help manage daily transaction. This is especially critical as it relates to the
necessary reporting and legal requirements of the enterprise. The relationship
between business processes and IT choices is moderated by ownership status. The
role of the Chinese government in some, but not all joint ventures appears to add
complexity to the reporting and legal requirements, which in turn impacts the IT
choices. This is evidenced by the deployment of separate SAP ECC instances in
the case of SGM. CCC is more difficult to assess as the whole of business in China
by TCCC is a combination of wholly-owned operations and joint-venture
arrangement. However, the wholly-owned operations, which include the head-
quarters for China operations, are tightly integrated with TCCC’s operations
through the single client arrangement within the SAP ECC ES. The observed
impact of ownership on IT support is summarized in Fig. 133.1.

Table 133.3 Actual product market and ownership

Enterprise Ownership

Joint venture Wholly owned

Shanghai GM X –
Delphi China – X
Coca-Cola Chin X X

Business
 Processes

Product Market
Ownership

IT Support Choice

Fig. 133.1 Path to IT support
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133.6 Conclusion

The delivery of IT support in global enterprises in China is complex. This com-
plexity emanates from the ownership arrangements within that business environ-
ment. The global enterprise pact in China may be wholly-owned, a joint-venture
with a government Chinese entity, a joint-venture with a non-government Chinese
entity, or some combination of these business relations. Different agreements
foster varied reporting and legal requirements. The enterprises surveyed all use the
SAP ECC ES, which is driven by the complexity and need of global business
transactions.

This study is useful for students learning about IT deployment in organization
with a particular focus on global enterprises. It should help them better understand
the environment in which IT is delivered together with an appreciation for business
issues that impact that IT utilization and career preparation.

Considering this study’s findings, future research may take two directions. The
first is a more in depth study of an individual global enterprise, such as all of
The Coca-Cola Company’s various ownership relationships and their IT support.
The second is a more comprehensive study across a larger set of global enterprises
operating in China and including the framework put forth here.

The study presents three case studies. However, the global enterprises chosen
for this study are based on the authors’ personal connections. These enterprises,
though convenient samples, represent three different industries and present valid
and adequate information for the case studies. They provide significant values for
scholars to investigate the IT choice and the effect of market product ownership
status.
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Chapter 134
Service-Based IT Management Model
with Emphasis on Existing Outsourcing
Areas

Michal Sebesta and Jiri Vorisek

Abstract Ensuring effective business/IT alignment is considered a critical task for
the contemporary IT managers. One of the ways to achieve better results is to use a
service-based approach. However, existing methods such as ITIL or Enterprise
Architecture frameworks are very extensive and broadly oriented. General lack of
appropriate methods and tools limits the use of the approach among organizations.
This paper presents a service-based IT management model named SPSPR which
represents a lightweight solution suitable for a variety industries and business
segments including the small and medium-sized enterprises. The main goal of the
proposed model is to assist with aligning business and the IT within the whole
organization, and to enable effective IT support of business processes using ICT
services. This paper describes a view on outsourcing areas and on their relation to
the presented SPSPR model. Within the analysis, it maps these areas onto specific
layers and thus supports the potential use of the SPSPR model within organizations
that decide to utilize outsourcing in any of its available forms.

Keywords Outsourcing � SPSPR � Business process � ICT service � Business/IT
alignment

134.1 Introduction

Growing complexity of enterprise IT demands methods and tools that could be
used to effectively manage resources while reflecting related business processes.
Aligning business strategy with IT strategy, reviewing business processes, and
subsequently rearranging resources is crucial and has been discussed by a number
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of researchers such as Henderson and Venkatraman [1], Chan et al. [2], or Duncan
[3]. Effective business/IT alignment can be from our viewpoint ensured by uti-
lising the service-based view of the organization and its IT.

Service-based IT management1 is a concept that is slowly but surely gaining its
place within the contemporary management practice. A good definition of the
concept is provided by Bon et al. [4] who state that it is ‘‘a management of all
processes that cooperate to ensure the quality of live IT services,2 according to the
levels of service agreed with the customer.’’ Moreover, they add that the ‘‘Initi-
ation, design, organization, management, provision, support, and improvement of
IT services tailored to the needs of an organization are addressed.’’

Recent example of a service-based approach currently used in practice can be
the Information Technology Infrastructure Library (ITIL).3 The ITIL [5] intro-
duced several methods around the service-based view and is popular especially
within the segment of large enterprises. However, the ITIL approach itself is very
broad, demanding in terms of resources, and therefore not very suitable for small
and medium-sized enterprises (SMEs). Other approaches including Enterprise
Architecture (EA) frameworks4 in most cases share a similar attribute of exten-
siveness and over-complexity. Due to these factors and due to subsequent high
overhead costs associated with the use of these approaches, we can expect their
future use mainly within the segment of large enterprises. From our viewpoint, the
lack of available approaches for small and medium enterprises is currently a
significant gap within IT management research.

Our long-term aim is therefore to develop a model for service-based IT man-
agement that might be useful for organizations from a variety of segments. Special
emphasis should be put on efficiency and clarity of such model in order to enable
its use within the growing SME segment.

Important part of our model is the area of ICT services that we primarily discuss
in the first part of our paper. The reason why it is important is that the perception
of ICT service significantly affects understanding of our presented service-based
IT management concept.

In the second part of our paper, we present our concept named SPSPR,5 which
provides a hierarchical view of the position of ICT services within organizational
architecture. This concept provides a global view on strategy, processes, ICT
services, ICT processes, and ICT resources of the whole organization. It also helps
with identification of the possible interconnections between objects from various
layers in the hierarchy. Together with the model, we present a taxonomy of ICT

1 Sometimes referred as IT Service Management.
2 In this paper, we will use the terms IT services and ICT services interchangeably.
3 Currently in its version 3 (ITIL V3) [5].
4 An example of contemporary EA frameworks could be TOGAF [6], DoDAF [7], or FEAF [8].
5 Model of business and IT alignment, which divides the business and IT management into five
layers: S—Strategy, P—Business Processes, S—ICT Services, P—ICT Processes, and R—ICT
Resources.
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services according to service content summarizing the service types that might be
used within the ICT services layer.

Third part of the paper is devoted to an analysis and mapping of the outsourcing
areas to the presented SPSPR model. Main aim is to summarize existing areas of
outsourcing and outline their relation to particular layers of the hierarchy. Iden-
tification of these areas and the associated layers is crucial. Decision-making about
outsourcing within various layers of the model is built on different principles.
Clear differentiation of the possible outsourcing areas within the SPSPR model can
help organizations with maintaining a better picture of the organizational archi-
tecture. Most importantly, it can provide a sound base for the decision-making
about outsourcing.

Our main aim within this paper is to:

• Briefly discuss the ICT service definitions (Sect. 134.2).
• Describe our approach to service-based IT management—the SPSPR model

(Sect. 134.3).
• Outline classification of ICT services used within the model (Sect. 134.3.1).
• Present outsourcing areas and describe their relation to particular layers within

the model hierarchy (Sect. 134.4).

134.2 ICT Services

In the service-based IT management, ICT services play a central role as a com-
munication interface between business and IT. Therefore, it is of high importance
to discuss the term ICT service in more detail.

We think that defining the ICT service primarily requires clarification of the
general definition of service. The concept of services has been discussed for a
number of years; for instance, Lovelock [9] provided a comprehensive analysis of
the term and presented a general classification of services. For our aim, we have
identified several useful definitions. For example, Kotler [10] defines the service as
‘‘a deal, which one party may offer to the other party and which is basically
immaterial.’’ We may further deepen the definition. For instance, Booth et al. [11]
define service as ‘‘an abstraction of some source, which is represented by source
capability of task processing with coherent functionality from the point of view of
service provider as well as of service consumer, where in order to use the service it
must be realized by a particular provider’s agent.’’

The aforementioned definitions provide necessary space for a separate ICT
service definition, which is essentially its subtype that bears specific attributes.
From the definitions we analyzed the most suitable seem the ones introduced by
Vorisek [12], Skala [13], ITIL [5], Gala et al. [14], and Schekkerman [15].

For instance Vorisek [12] presents that ‘‘an ICT service is represented by
activities and/or information provided by an ICT service provider to ICT service
consumer.’’
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Schekkerman [15] defines the ICT service as ‘‘an implementation of well-
defined business function, which is executed independently of the state of any
other service defined in a system.’’

On the other hand, some of the definitions are aimed more on the hierarchical
aspect of ICT services where Skala [13] defines the ICT service as ‘‘a particular
functionality, provided by ICT service provider that enables execution of a par-
ticular business process.’’ As added by Gala et al. [14] in order to use the ICT
service, it must be realized by a particular provider‘s resource.

Finally, the ITIL [5] mentions that an ICT service is based on ICT use, and that
it supports organizational business processes. Moreover, they present that an ICT
service is created by people, processes, and technology and should be specified in a
service level agreement (SLA). This perspective is also supported by Schekkerman
[15] where he also mentions that ‘‘services present a well specified set of interfaces
and are executed based on agreement between service client and service provider
that is specified beforehand.’’ Also from our viewpoint, the existence of SLA is a
very important aspect that benefits especially the monitoring and control of the
organizational ICT services.

According to our view on ICT services, we could summarize our own definition
of ICT services as follows:

ICT service is represented by coherent activities and information delivered by ICT service
provider to service consumer. ICT service is implemented by ICT processes, which con-
sume ICT resources (hardware, software, data, people, etc.) during their execution.
Service is realized on the basis of agreed business and technological conditions.

This definition is a cornerstone of our perception of service-based IT man-
agement that we depict within the following section.

134.3 Service-Based IT Management Using the SPSPR
Model

After presenting our definition of ICT services, we can further describe our
approach to service-based IT management, the SPSPR model.

The preliminary concept of the SPSPR model was introduced in 2001 by Vo-
risek and Dunn [16] and was further developed by Vorisek et al. [17]. The model
itself can be used for solution of the relationship between enterprise process
management and IT management. Especially, it is distinctive in its hierarchical
approach to the organizational architecture, where it uses five interacting layers.

These layers are namely:
S Strategy,
P Business Processes,
S ICT Services,
P ICT Processes,
R ICT Resources.
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The hierarchy and particular layers can be seen in Fig. 134.1 where we present
the basic concept of the SPSPR model. Its primary aim is to ensure effective IT-
business alignment while maintaining integrity of the global architectural solution.
Essentially, the decisions about organizational architecture should be connected to
a certain business and IT strategies that should influence other architectural
decisions. While defining and managing business processes, it also provides their
interconnection with the relative ICT services.

The role of ICT services in this model is significant, because they are defined as
an interface between business and IT departments (in Fig. 134.1 this interface is
represented by the bold line). Important aspect is that the ICT services support
individual business processes or their partial activities.

ICT service may be delivered internally or externally. In case of internal service
provision, the IT department has to provide both ICT processes for service
delivery as well as all the necessary ICT resources (hardware, software, data, and
people). In other words, it has to provide ICT resources needed for execution of the
particular ICT process or processes. External service provision usually means
buying the service on particular ICT service market. In this case, the provision and
management of ICT resources and ICT processes needed for the particular ICT
service delivery is under the responsibility of an external service provider.

Bring it either choice of service provision, there exist certain possibilities to
measure performance, quality, volume, efficiency, and further characteristics.
Within the model, we have also indicated locations suitable for measuring these

Fig. 134.1 The SPSPR model
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characteristics using clock images. These measurements support decision-making
concerning the service, process, and resource outsourcing.

In the SPSPR model, ICT processes support ICT services. Unlike business
processes, these ICT processes are not directly connected with the business, are
rather connected with ICT operations, and utilisation of the ICT resources.
Examples could be specific methods used within the IT management field such as
ITIL or COBIT. Subsequently, ICT resources are a base layer that is directly
connected to ICT processes. These resources might be hardware, software, data,
infrastructures, but also employees operating particular ICT process.

134.3.1 Types of ICT Services in the SPSPR Model

In order to use the model in practice, an organization needs to be aware of the
existence of various ICT services. Due to the fact that the model aims mainly on
the business/IT alignment, only certain ICT services can be considered to be
directly involved within the model.

In this regard, we can identify various classifications of ICT services. A tax-
onomy that we deem interesting and that covers a number of aspects is the one
introduced by Jelinek et al. [18]. They distinguish five different classifications
based on: service content, methods of service consumption, types of service
consumer, types of service provider, and on required resources and knowledge.

For SPSPR model, we consider the classification based on service content the
most crucial. As we have expressed earlier the main aim of SPSPR model is an
effective management of business/IT alignment. The importance of the mentioned
service content classification is caused by its orientation towards the actual thing that
is delivered by service provider to service consumer, and also towards relationship
of delivered service to the business of the consumer. From the viewpoint of service
content, the ICT services can be from our viewpoint classified into two categories:
Business oriented ICT services, and ICT development oriented ICT services.

• Business oriented ICT services are services that directly support business pro-
cesses and end-users. This fact is emphasized in the SPSPR model with the
interconnections between business processes and ICT services. This category
includes various service types, which we briefly discuss further in this section.

• ICT development oriented ICT services are services used for advancement of
current ICT services or for development of new ICT services and are not
directly consumed by the business. This category includes a number of services,
especially software development, application implementation, integration,
technology infrastructure advancement, and consulting. Their full inclusion
within the model can be spotted specifically in case of software development
organizations as in that case their main aim is to support the main (core)
business processes of such organizations. However, in case of customer
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organization, role of these services can be considered peripheral and their
inclusion in the model should be therefore only partial.

The SPSPR model is capable of operating a variety of ICT services from both
categories. However, the primary orientation of the SPSPR model is on the
business side of ICT (business/IT alignment), and therefore the ‘‘Business oriented
ICT services’’ can be considered the most important in this particular case. As we
already mentioned, these services can be further divided into several groups:
information services, application services, infrastructure services, supporting ser-
vices, and mixed services.

• Information services

Service provider delivers specific information to the service consumer. Infor-
mation should be delivered in a required structure, data format, and an agreed time
(or time intervals). The received information could be subsequently used by the
customer organization in its business processes that require information to support
particular decisions. The service provider is responsible for information quality such
as information relevant to a certain business process. An example of such service
could be current stock price, exchange rate, weather forecast, map retrieval, image
recognition, or legal case search. Specific features that can be identified are mainly:
potential service replication with low cost, existence of service legal restrictions (i.e.
Intellectual property law) for the service consumer, irrelevance of software appli-
cation by which it is delivered and aim on the service content.

• Application services

Service provider delivers specific functionality of business application. Such
applications could be accounting, asset management, customer relationship man-
agement, business intelligence, human resource management, or enterprise content
management. There exist three models of data ownership; Data processed by the
application may be owned by the organization, by the provider, or bear a combined
ownership model. Generally, the service provider is responsible for data trans-
formation provided by the application functionality, whereas the data owner is
responsible for the quality of the input data. The application service may support
one or more activities of business process depending on the service granularity and
related functionality. Application service may often be delivered as a whole
together with supporting services such as user training, service support, or possible
customisation. When we link this category to the cloud computing classification
presented by Mell and Grance [19], the application services are represented by the
Software-as-a-Service (SaaS) concept.

• Infrastructure services

Service provider delivers infrastructure required for application processing and
its proper operation. The delivery usually consists of implementation and delivery
of the ICT infrastructure. Such infrastructure can be for instance servers, networks,
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operating systems, or databases. This category is also mentioned by Ross and
Weill [20], where they also further divide this category into several groups.
Essentially, we may identify several subcategories. One of them could be services
ensuring technological resources administration that according to the mentioned
authors ensure provisioning and administration of end-user devices, and operation
of platform for new business application development and implementation.
Another group could be from our viewpoint a unified subcategory of communi-
cation services that typically include management and integration of all electronic
communication channels, and provisioning of communication and networks
between places and/or applications. Specific subcategories are data administration
services, which provide an environment for data management6 independent of
applications, and risk/security management services that are used to ensure
specified levels of information security.

Example of infrastructure services within the mentioned cloud computing
classification as mentioned by Mell and Grance [19] could be the Platform-as-a-
Service (PaaS) concept, and Infrastructure-as-a-Service (IaaS). Specifically the
PaaS concept includes services together with development platform and integra-
tion tools, whereas IaaS concept includes services without development platform
and integration tools.

• Supporting services

Activities performed by the service provider in order to support information,
application, and infrastructure services can be defined as supporting services. They
include namely user training, implementation, application customisation, inte-
gration, help desk services, consulting services concerning service design, or
service contract generation.

• Mixed services

Often the above-mentioned services are tightly connected in practice, resulting
in mixed services. Examples could be for instance specific cloud computing
environments providing application service for activities such as data adminis-
tration, or integration of the services, together with the necessary ICT
infrastructure.

134.3.2 Role of Outsourcing in the SPSPR Model

As we have presented in this section, the SPSPR model represents a hierarchical
approach to organizational architecture within the enterprise with emphasis on
business/IT alignment. In its context, we have outlined a content-based

6 Such as accessibility, storage, archiving, replication, and restoration after failure.
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classification of ICT services, which illustrates various service types that can be
used within the model.

These services can be often provided internally and externally. In relation with
the ICT service provisioning, the SPSPR model could be further extended by
adding the sourcing dimension. Although ICT services are an important part of the
whole organizational architecture, the sourcing decisions take place on various
layers within the presented hierarchy—namely on the layers of processes, ICT
services, ICT processes, and ICT resources.

Therefore, it is important to outline existing outsourcing areas and their relation
to the SPSPR model. We further discuss these areas within the next section.

134.4 Outsourcing Areas

This section is devoted to the actual analysis of outsourcing areas and their con-
nection with the aforementioned service-based IT management model. As we have
presented earlier, one of the key questions that an organization has to ask regarding
its organizational architecture is the sourcing of particular model components. Due
to the fact that the SPSPR model contains specific layers that may not be directly
related to the contemporary outsourcing research areas, we need to outline possible
mapping of these areas to the model. This mapping should allow a full utilization
of outsourcing research results and methods within the SPSPR model and its
particular layers.

From our viewpoint, we may differentiate three general areas of outsourcing:

• Business Process Outsourcing (BPO),
• Information Technology Outsourcing (ITO),
• Software Development Outsourcing (SDO).

This classification especially emphasizes a separation of organizational IT and
its business processes, which is often used within various Enterprise Architecture
frameworks. While the BPO is more common within large organizations, the ITO
could be considered as the most enticing area for contemporary SMEs. This is
mostly thanks to the recent emergence of cloud computing technologies and the
related Software-as-a-Service (SaaS) concept.

Particular areas are described in more detail within the following subsections.
Within these subsections, we also discuss the position of individual outsourcing
areas in the SPSPR model.

134.4.1 Business Process Outsourcing

Although Business Process Outsourcing is widely used within both academia and
practice, it is hard to find its exact definition. According to Gartner glossary [21],
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the Business Process Outsourcing could be defined as ‘‘a delegation of one or more
business processes to an external provider that, in turn, owns, administers, and
manages the selected processes.’’ A suitable definition of business process was
provided by Davenport and Short [22] where they define it as ‘‘a set of logically
related tasks performed to achieve a defined business outcome.’’ In our view,
possible business processes are not limited to IT-backed processes, since there can
exist a process which operates without an IT support. For instance, Sparrow [23]
also supports this idea. On the other hand, he also mentions that these processes are
interconnected to a core process, which is usually backed by some sort of com-
puter system.

The fact of interconnection is a very important aspect of the SPSPR. When
deciding about possible business process outsourcing, it is necessary to inspect the
existence of any major interconnections with ICT services or ICT resources that
are otherwise needed to remain internal. Using the SPSPR model presented in this
article, an organization can possibly map the system to an extent where these
interconnections become evident. The organization is able to avoid an unfavour-
able situation of outsourcing a process that is possibly highly integrated in the
company. Similar features and assistance can be also provided by most of the
currently available Enterprise Architecture approaches.

As apparent, this area of sourcing aims on the business process layer in the
SPSPR model. When the organization outsources its whole process, the related
ICT services, ICT processes, and ICT resources, if not connected to other pro-
cesses that remain within the organization, often become unnecessary. This is
important especially during the decision-making about possible sourcing solutions
as mentioned earlier; The costs associated either with running partially unused
servers or potential liquidation of the ICT resources need to be included in the
calculation.

134.4.2 Information Technology Outsourcing

The Information Technology Outsourcing (ITO) can be from our viewpoint
defined in accordance with Loh and Venkatraman [24] who define IT outsourcing
as ‘‘a significant contribution by external vendors of the physical and/or human
resources associated with the entire or specific components of the IT infrastructure
in the user organization.’’

Its difference from BPO is that in this case, only the IT function is outsourced
while the business process remains in the organization.

Many further taxonomies exist, for instance Vorisek et al. [25] propose that this
sourcing type can be further divided into partial IT outsourcing and complex IT
outsourcing. With partial IT outsourcing the organization outsources an ICT ser-
vice, ICT process, or ICT resource. Complex IT outsourcing then means total
outsourcing of organizational IT, which essentially means outsourcing of most of
the organizational ICT services, ICT processes, and ICT resources. According to
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Kern et al. [26], IT outsourcing could be further categorized into various forms
based on resource utilization as follows:

• Insourcing—Using internal resources under internal management.
• Buy-in—Bringing in external resources to run under in-house control.
• Traditional outsourcing—Supplier taking ownership of customer resources and

managing those resources on behalf of the customer.
• ASP—Renting supplier-owned resources to customers and delivering over the

Internet.

When we have a look at the SPSPR model, this area of sourcing mainly aims on
the ICT services layer. However, decisions within this layer also indirectly influence
ICT processes and ICT resources layers. Given the forms mentioned by Kern et al.
[26], in case of insourcing and buy-in forms, ICT resources are located in-house,
whereas in case of traditional outsourcing and ASP, the related ICT resources are
located externally. This also means that unless these resources are used by other ICT
process and/or service, they do not need to be mapped in the SPSPR model.

134.4.3 Software Development Outsourcing

The Software Development Outsourcing (SDO) is essentially a separate category
of outsourcing. Using a managerial lens on this term, we see it as an alternative to
in-house development that can be possibly combined with the areas BPO and ITO.
It also shares some of the characteristics with both of the mentioned, such as the
need of precise contractual terms.

When we talk about customer or end-user organizations: instead of buying the
application service as a ready-made solution, the organization could develop the
application in-house (in case when it has its own IT department), or use the men-
tioned Software Development Outsourcing, or a combination of these approaches.

A situation when the SDO is typically applied is the case of an organization
acting as a service provider, a system integrator, or a service broker. Use of the
Software Development Outsourcing overall emerges more often on the side pro-
viding the software or application service than on the side of a pure customer
organization. One reason could be that managing such development needs a sig-
nificant amount of experience and knowledge of relevant methods. As mentioned
by Richmond and Seidmann [27], the delivery task is partitioned into two con-
secutive stages: system design and software development. The parties can contract
for each stage separately or specify an initial contract that covers both stages.

The role of this sourcing area within the SPSPR approach lies mostly in insight
to the cost calculations connected with in-house and bespoke ICT solutions. The
impact of this sourcing area within SPSPR is therefore mainly in ICT resource
layer and partially in ICT process layers. Its results then appear usually in the ICT
services layer.
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134.5 Conclusion

Service-based IT management can be identified as one of the trends of future
management of information technology. One of its specifics is the orientation
towards business requirements with regard to various technological aspects. Its
main potential benefit therefore is the use of services as a mediator between
business and IT, where it ensures effective business/IT alignment.

The currently used approaches based on services, such as Information Tech-
nology Infrastructure Library (ITIL) or some of the Enterprise Architecture (EA)
frameworks, are however very demanding on resources, broadly oriented, and
generally unsuitable for small and medium-sized enterprises (SMEs).

General lack of methods and tools forms a significant gap in both academic and
practitioner research. Ideally should be these methods available and accessible
across a variety of business segments and industries.

We have decided to propose a lightweight service-based IT management
solution suitable for a variety of business segments including small and medium
enterprises (SMEs). Moreover, the related problem of ICT services outsourcing is
reflected by mapping various outsourcing areas onto the proposed solution. The
result is that an organization is able to analyze its organizational architecture
including processes, ICT services, ICT processes, and ICT resources, then connect
these objects with its business and IT strategy, and consequently identify layers
affected by the potential use of outsourcing.

The paper can be divided into three parts.
In the first part, we have discussed an integral part of every service-based IT

management approach, the ICT services concept. Due to the fact that a universal
definition of ICT service does not exist, we have provided a selection of some
interesting viewpoints, and subsequently proposed a definition that covers our
perception of problem.

In the second part of the paper, we have presented our approach to service-based
IT management, the SPSPR model. This model is built by using hierarchical design
and works with various layers/objects and their interconnections. Its main goal is to
assist with aligning business and IT within the whole organization. An important
aspect that we have emphasized is that the SPSPR clearly defines the role of
information technology (ICT services) as supportive of a particular business process
or business processes. The mentioned ICT services layer acts as a mediator that
facilitates proper business/IT alignment. Services included in this layer may be of
various types, while not all services within the organization might be suitable for this
model. We have therefore summarized some of the existing ICT service categori-
zation. Subsequently, we have examined the content-based categorization, and
identified service types that might be used within the SPSPR model.

Finally, in the third part of the paper we have presented our view on the out-
sourcing areas and outlined their relation to the presented SPSPR model and its
layers. The existing outsourcing areas of Business Process Outsourcing (BPO),
Information Technology Outsourcing (ITO), and Software Development
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Outsourcing (SDO) all have different contexts that need to be reflected within the
current IT management methods. Mapping the areas indicated that they are dis-
tributed among various layers of the model. Especially, the ITO can be regarded as
closely connected with the identified trend of service-based IT management. This is
due to the fact that this area of sourcing mainly aims on the ICT services layer.
However, the identified relations in the outsourcing areas enable us to understand the
broader context of outsourcing decisions.

In the future research, we plan a further development and testing of the pre-
sented model. In addition, a series of experimental applications and case studies is
currently scheduled in the segment of small and medium enterprises. Special
emphasis is planned to be put on the outsourcing areas and their possibilities.
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Chapter 135
An Empirical Study of Customers’
Intentions by Using Logistics Information
Systems (LIS)

Yu Liu

Abstract In order to gain new insights into the determinants of behavioral
intention to use LIS, this paper proposes a theoretical model that augments the
technology acceptance model (TAM) with three new constructs: trust, flow
experience and social influence. The paper examines issues related to behavioral
intention to use LIS from the viewpoint of customers. Also within the model
framework, the paper investigates the effect of behavioral attitude on behavioral
intention. To test the model, structural equation modeling is employed to analyze
data collected from 248 respondents in Korea. Empirical results show that con-
sumer’s attitude in LISs’ use is determined by technology and social factors. There
is also a significant impact of customer’s attitude on customer’s intention. This
research provides a theoretical foundation for academics and also practical
guidelines for logistics service providers in dealing with LIS aspects.

Keywords Logistics information system (LIS) � Technology acceptance model
(TAM) � Trust � Flow � Experience � Social influence

135.1 Introduction

135.1.1 Research Background and Purpose

Logistics information system (LIS) is becoming more and more important as it
provides efficient and effective logistics management that aims to reduce cost and
cycle time for its customers on the supply chain. However, many small and medium-
sized logistics service providers still focus on internal operation performance but
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lack the vision of collaborating with other supply chain participants on improving
overall supply chain performance. Moreover, these logistics service providers
(LSPs) are unable to synchronize information with trading partners in real time for
making timely decision or providing responsive services. To support the different
kinds of supply chain, logistics information systems (LISs) are organized rapidly to
adapt the requirement of the response in the logistics enterprise according to the
current customer requirements. The rapid development of LIS calls for an investi-
gation to discover what key factors motivate consumers to use LIS.

Therefore, the main purpose of this study is to develop and empirically test a
theoretical model of the determinants of intention to use LIS. The proposed model
integrates trust, social psychology, and flow experience into the theory of TAM.
TAM suggests that behavioral intention is a function of an individual’s attitude
toward the behavior. This work applied a structure equation model (SEM) to assess
the empirical strength of the relationships in the proposed model.

Our research uses Korea as the site of the empirical investigation because the
supporting infrastructure required for LIS development has been put in place.
According to the annual report of EC published by the Korea Ministry of Com-
merce in 2007, the total EC market size in Korea was USD 507.42 billion with a
growth of 34.6 % compared to the previous year [1]. Since Korea is the world’s
second-fastest-growing IT market, LIS will play an important role in executing
wide-ranging activities and actively confronting changing logistics conditions.

135.1.2 Research Methodologies

Measurement assessments are used to validate our model. Following the recom-
mendations of prior studies for developing and validating measurement instru-
ments, our study conducts a three-stage procedure. The first stage is conducted
through a review of the relevant literature and corresponding scales. In stage two, a
set of sample items is generated for each construct and assessed for the reliability
and content validity. In stage three, we precede with an extensive confirmatory
analysis LIS by testing and validating the refined scales for the reliability and
construct validity. We also verify convergent validity and the goodness-of-fit of
our research model.

135.2 Theoretical Backgrounds

135.2.1 Overview: Background for LIS

Logistics is the process of strategically managing the acquisition, movement and
storage of materials, parts and finished inventory (and the related information flows)
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through the organization and its marketing channel in such a way that current and
future profitability is maximized through the cost-effective fulfillment of orders.

135.2.2 Review of the Literature on Behavioral Intention
Issues in LIS

135.2.2.1 Technology-Oriented Influence

TAM has received considerable attention of researchers in the information system
field over the past decade. The TAM was first developed by Davis to explain user
acceptance of technology in the workplace [2]. Davis adapted the TRA by
developing two key sets of constructs that specifically account for technology
usage: (1) Perceived Usefulness and Perceived Ease of Use, and user’s attitude,
behavioral intentions and actual computer usage behavior.

135.2.2.2 Trust-Oriented Influence

Consumer trust is a human viewpoint toward e-commerce and part of the human
aspect of information systems. Researchers believe that trust is the foundation of e-
commerce. Based on an investigation of multiple disciplines, Mayer et al. (1995)
have defined trust as a psychological state comprising the intention to accept
vulnerability based upon positive expectations of the intentions or behavior of
another [3]. In this paper, trust is approached based on this definition.

135.2.2.3 Flow-Oriented Influence

Flow has been studied and identified as a possible measure of on-line user expe-
rience. This definition suggests that flow consists of four components—control,
attention, curiosity, and intrinsic interest. Considered LIS as Task-oriented infor-
mation technology, here, flow is defined as an involved experience, in e-commerce
with control, attention focus, curiosity and intrinsic interest.

135.2.2.4 Social-Oriented Influence

Social factors profoundly impact user behavior. Kelman’s study of social influence
was motivated by his interest in understanding the changes brought in individuals’
attitude by external inputs, such as information communicated to them. Kelman
distinguished between three different processes of social influence that affect
individual behavior: compliance, identification, and internalization. [4]
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According to the literature review, we can categorize the factors that influence
consumers’ attitudes in the use of LIS into four perspectives: technology, trust,
flow experience, social influence (Fig. 135.1).

135.3 Research Model and Hypotheses

Based on the extended TAM (Fig. 135.1), the backbone of the conceptual model is
followed as Fig. 135.2. Hypothesized relationships were proposed in the context of
LIS.

Technology

Attitude towards
LIS

Flow 
Experience

Trust 
Social 
Influence

Perceived 
Usefulness

Perceived 
Ease of Use

Attention
Focus

Curiosity Intrinsic 
Interest

Ability Benevolence Integrity
ComplianceIdentificationInternalization

Control

Intentions to use LIS

Fig. 135.1 The extended TAM

Fig. 135.2 The conceptual model
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135.4 Empirical Analysis and Result

135.4.1 Data Collection

The survey respondents for this study were recruited from November 2011 to
January 2012 and the participants were solicited by distributing questionnaire via
email. Altogether, 245 questionnaires were collected by personal visits and email.
13 questionnaires were eliminated due to invalid answers, leaving 232 question-
naires for our empirical analysis (a response rate of 23.2 %).

135.4.2 Reliability and Validity Tests

135.4.2.1 Reliability Test

Reliability is determined by Cronbach’s alpha, a popular method for measuring
reliability [5]. Nunnally (1978) suggests that for any research at its early stage, a
reliability score or alpha that is 0.60 or above is sufficient [6] (Table 135.1).

135.4.2.2 Validity Test

Twenty-eight survey items in the questionnaire were relevant to factor analysis. To
determine the underlying structure, the correlation matrix was initially examined
to determine how appropriate it was for factor analysis. As shown in Table 135.2,
we concluded that the data were approximately multivariate normal data.
Furthermore, the correlation matrix contained sufficient covariation for factoring.

Based on the Screen test and the Eigen values that were greater than one, six
factors were accepted as interpretable factors. These factors accounted for 60.05 %
of the variance. Table 135.3 shows the results of our factor analysis.

Table 135.1 Reliability
coefficient test

Variables+3 Number+3 Alpha+3

Technology+3 6+3 0.818+3

Trust+3 6+3 0.809+3

Flow experience+3 6+3 0.841+3

Social factors+3 6+3 0.880+3

Attitude+3 2+3 0.650+3

Intention+3 2+3 0.672+3

Average+3 0.792+3

Note n = 248

135 An Empirical Study of Customers’ Intentions 1217



Table 135.2 KMO and Bartlett’s test

Kaiser-Meyer-Olkin measure of sampling adequacy 0.749

Bartlett’s test of sphericity Approximate Chi Square 2791.161
df 378
Significance 0.000

Table 135.3 Factors analysis-rotated component matrix

Items Components

1 2 3 4 5 6

Trust 1 -772
Trust 2 -646
Trust 3 -602
Trust 4 -705
Trust 5 -692
Trust 6 -798
Technology 1 -718
Technology 2 -756
Technology 3 -708
Technology 4 -729
Technology 5 -633
Technology 6 -762
Inflow 1 -818
Inflow 2 -845
Inflow 3 -344
Inflow 4 -828
Inflow 5 -741
Inflow 6 -786
Social 1 -637
Social 2 -736
Social 3 -810
Social 4 -880
Social 5 -819
Social 6 -802
Attitude 1 -774
Attitude 2 -600
Intention 1 -597
Intention 2 -766
Eigen value 4.730 3.687 3.261 2.563 1.487 1.229
% of variance 16.893 13.167 11.646 9.154 5.312 4.391
Cumulative % 16.893 30.059 41.705 50.859 56.171 60.362

Extraction Method: Principal Component Analysis
Rotation Method: Varimax with Kaiser Normalization
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135.4.3 Structural Equation Modeling

As suggested in the literature, the model fit is assessed by indices such as the
Comparative Fit Index (CFI), the Goodness of Fit Index, and the Root Mean
Square Error of Approximation (RMSEA) [7] (Table 135.4).

135.4.4 Hypotheses-Path Testing

This section presents the statistical results of the measurement validation and
hypothesis testing. The effects of technology, trust, social factors and flow expe-
rience on customers’ attitude and intention in LIS were assessed through AMOS
6.0. Our empirical results are shown in Table 135.5.

Overall, the path coefficients of H1, H4, and H5 were significant at a level of
p \ 0.01, thereby indicating support for these hypotheses. Hypothesis 2 and 3 are
not supported. Figure 135.3 shows a summary of our results for each hypothesis in
the research model.

135.5 Conclusions and Implications

This paper examines usage intention issues in the context of LIS from the viewpoint
of consumers. For academic research, this study contributes to a theoretical
understanding of the factors that promote task-oriented IT usage such as LIS. The

Table 135.4 Analysis of model-fit

Indices in SEM analysis Default model Fit the model Fit standard

Chi square/DF 826.509/343 Good fit \3
RMR 0.054 Good Fit \0.08
GFI 0.805 Not good fit [0.90
CFI 0.810 Not Good fit [0.90
RMSEA 0.078 Good fit \0.08

Table 135.5 Path coefficients and regression weights

Relations Estimate S.E. C.R. P-Value

Attitude\—Technology 0.320 0.078 4.081 ***
Attitude\—Trust 0.102 0.081 1.263 0.207
Attitude\—Flow 0.076 0.119 0.637 0.524
Attitude\—Social 0.216 0.062 0.3466 ***
Intention\—Attitude 0.136 332 3.419 ***

*P \ 0.1; **P \ 0.05; ***P \ 0.01
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research presented the implications for future research: First, while most of past
studies found consistently technology an important predictor in TAM model, the
author has found that this is not always true. LIS is a task technology, which is
different from a problem-solving technology. As a result, the role of technology and
social influence will become important in behavioral intentions to use LIS. Second,
social influences may play an important role. Users intend to use task technology
continuously where they are completely and totally immersed. Increasing usability
through dialogue and social interaction, access, and navigation, is the key to suc-
cessful management of on-line communities.

For practice, this study has key implications. First, the findings suggest that
technology is an important antecedent to both consumers’ attitude and intention,
implying practitioners must consider the element of technology if they are to provide
users with attractive LIS. Technology is a form of extrinsic motivation. When users
achieve technology for LIS, they are more likely to have positive attitudes toward
using LIS and, most important, they will be motivated to return frequently. Second,
social influences also have the strong impact on consumers’ attitude toward LIS.
Interpersonal interaction among LIS’ users creates a community in which business
value can be created by improving customer loyalty. When users use LIS intensely,
the interaction with other users will cause more to join in. The more users in LIS, the
more user-generated experience it is likely to exchange and thus the more users it
will attract. This idea, called the dynamic loop.

In conclusion, this study was conducted to examine factors influencing con-
sumers’ attitude in using LIS. The research model and hypotheses are based on
TAM and prior literature on trust, social influence and flow experience. The results
of this study confirm the important roles of technology and social influences in
predicting consumers’ attitude toward LIS. Also the results emphasize the sig-
nificant impact of technology and social influences on consumers’ attitude toward
using LIS. The insignificance of the link from trust and flow experience to con-
sumers’ attitude indicates the need for further research on flow experience in the
context of LIS.

Fig. 135.3 Output path diagram of the research model
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This study is not free from limitations. Firstly, although the research comes up
with some significant findings from the viewpoint of consumers, it does not
include all the factors that affect consumers’ use of LIS. For example, factors, such
as specific LIS functions and social and individual factors can be taken into
consideration in future research. Special attention should also be paid to human
factors, management, education, awareness, and other non-technology factors in
order to prevent security risks. Secondly, all the participants in the samples in our
research had experience in LIS use. Pre-interaction factors, such as brand repu-
tation, advice, or experience from trusted sources of information (e.g. word of
mouth and traditional media) were not considered in our research model. It would
be interesting for further research to focus on other factors that give more detailed
information on consumers’ intention to use LIS. Finally, the subjects are self-
selected and only those users with experience answered the questionnaires, a
condition that may potentially limit the applicability of our research findings in
other settings or populations. Therefore, additional research is required to examine
the generalizability of the model and its findings to a wide array of settings and
populations. Considering these limitations, the research constitutes an important
stepping-stone for future research in different national settings in which it involves
an investigation of the factors that influence intentions to use LIS.
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Chapter 136
Measurement of Gender Segregation
in Chinese Industry

Dingquan Yang, Zongwei Xu and Lihua Ma

Abstract In order to measure the degree and trend of gender segregation in
Chinese industry, the paper uses five occupational segregation measure methods,
D index, Ds index, Ip index, Square Root index and A index, to measure Chi-
nese urban units’ industry gender segregation from 2000 to 2010, and to obtain
gender segregation index of Chinese urban units industry. Studies have shown that
Chinese industry gender segregation degree is far below the world average, gender
segregation of Chinese industries is on the rise, and is becoming larger. The
industries of the highest gender segregation in China are construction, manufac-
turing, education, public management and social organization, sanitation, social
security and social welfare. The lowest industries are information transfer, com-
puter and software, resident services and other services, culture, sports and
entertainment, agriculture, forestry, farming of animals and fishery. It shows that
gender segregation is more easily formed in the gender-dominated industry.

Keywords Gender segregation � Industry gender segregation � Occupational
segregation � Measure

136.1 Introduction

Occupational segregation is a product of social and economic development to a
certain stage, which is the first concern, and the highest attention is occupational
gender segregation [1], because gender segregation is the most direct and most
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external manifestations in occupational segregation. Serious occupational gender
segregation will lead to social injustice and inefficient allocation of resources,
exacerbate hierarchies curing and aggravate the tense social and labor relations. At
present, the primary methods of gender segregation measure is D index and Ds
index in China, rarely dealing with the Ip index, O (x) index and A index. The
study sample also mainly concentrated on certain years, departments and indus-
tries, so this single method and small sample research almost does not reflect the
whole picture of China’s occupational gender segregation, and final evaluation of
the results of reliability and validity has been widely questioned. The paper is
mainly based on the five main methods of measure, and it studies Chinese urban
units’ industry gender segregation from 2000 to 2010 in order to clarify the present
situation of Chinese industry gender segregation, explore occupational gender
segregation development trends of China, and propose solutions to the plight of
response strategies.

136.2 Research Method and Data Sources

136.2.1 Research Method

Occupational gender segregation measure is an important part of the study of
gender segregation, from the existing literature; there are some major occupational
gender research methods.

136.2.1.1 D Index

D index is the most commonly used indicator of occupational gender segregation,
which was put forward in 1955 by Duncan, and it is widely used in occupational
gender segregation measure [2]. D index is calculated as follows:

D ¼ 1
2

X

j

i¼1

j Wi=Wð Þ � Mi=Mð Þj ð136:1Þ

In the Eq. (136.1), Wi: the number of women in occupation I, W: female
employment, Mi: the number of men in occupation I, M: male employment, j: the
total number of occupational. If the D index is equal to zero, it means that women
and men have the same proportion of employment in different occupations. If the
D index is equal to 1, it means that men and women completely are isolated in
different occupations, that is to say, men and women are not in the same occu-
pation. D index could be interpreted to eliminate gender differences between
occupations, and women (or men) will want to change careers proportion.
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136.2.1.2 Ds Index

Since D index does not take into account the inter-annual differences between
samples in the occupational scale, the gender composition of the labour market and
other questions, Gibbs and Gross put forward that D index should be corrected and
proposed standardization of Duncan index (abbreviates Ds). Ds index is calculated
as follows:

DS ¼
1
2

X

j

i¼1

j Wi=Tið Þ=
X

j

i¼1

Wi=Tið Þ
" #

� Mi=Tið Þ=
X

j

i¼1

Mi=Tið Þ
" #

j ð136:2Þ

In the Eq. (136.2), Ti: the total number of occupation i, Ti = Mi ? Wi, defi-
nitions and explanations of the remaining variables are same as Eq. (136.1). Ds is
not affected by the different occupational scale, and it eliminates occupational
scale change with time values impact. Therefore, DS index is widely applied in the
use of time series data and the cross-phase study.

136.2.1.3 Ip Index

In order to further study occupational gender segregation, Karmel and Maclachian
created the Ip index, and the formula is as follows:

IP ¼
1
T

ffi �

X

j

i¼1

jWi � aðWi þMiÞj ¼
1
T

ffi �

X

j

i¼1

jð1� aÞWi � aMij ð136:3Þ

In the Eq. (136.4), T: total employment, a: women account for the proportion of
total employment, definitions and explanations of the remaining variables are same
as Eqs. (136.1) and (136.2). Ip index shows that male and female ratio remained
unchanged in the occupational structure and in the total employment structure, for
the same as the proportion of the ratio of men and women in each occupation, what
percentage of people need to replace their work [3].

136.2.1.4 A Index

In order to carry out research on occupational gender segregation in different
countries, Charles and Grusky proposed multiplication model and associated
index. The method is the improvement of the conventional sum index, which can
measure the degree of occupational gender segregation and reveal the type of
occupational segregation. Deduced A index is as follows:

A ¼ exp
1
J

X

J

j¼1

ln
Wjk

Mjk

ffi �

� 1
J

X

J

j¼1

ln
Wjk

Mjk

ffi �

" #( )2
0

@

1

A

1
2

ð136:4Þ
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In the Eq. (136.4), i: gender, j: occupation, k: environment, definitions and
explanations of the remaining variables are same as Eqs. (136.1) and (136.2). A
index indicates that the gender ratio of a career deviates from the average degree of
all occupational gender ratio. If there is no occupational segregation in all occu-
pations, A index is equal to 1, the greater the occupational gender segregation, the
greater A Index value is [4].

136.2.1.5 Square Root Index

Hutchens raised the square root of the index that can be decomposed. It can
decompose different occupational segregation, and it can clearly understand the
segregation degree between occupational categories and occupational groups
within. Its formula is as follows:

OðxÞ ¼ �
X

T

j¼1

S2j S1j � S2j

� �0:5�1
h i

¼ 1�
X

T

j¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2j

� �

S1j

� �

q

ð136:5Þ

In the Eq. (136.5), Sij (i = 1,2): women and men in the proportion of the j-th
class career, T: the total number of occupational categories [5], definitions and
explanations of the remaining variables are same as Eqs. (136.1) and (136.2). O(x)
has decomposability and homogeneity.

136.2.2 Data Sources and Description

The study required data from 2000 to 2010, such as ‘‘China Labor Statistical
Yearbook’’, data compiled by the 11 years between the 19 major industries
(2000–2002 according to 16 industries). 2000–2002 China national economy
according to the 16 industries classification: Farming, Forestry, Animal Husbandry
and Fishery(S1), Mining and Quarrying(S2), Manufacturing(S3), Production and
Supply of Electricity, Gas and Water(S4), Construction(S5), Geological Pros-
pecting & Water Conservancy(S6), Transport, Storage, Post and Telecommuni-
cations(S7), Wholesale and Retail Trade & Catering Services(S8), Finance and
Insurance(S9), Real Estate Trade(S10), Social Services(S11), Health Care,
Sporting and Social Welfare(S12), Education, Culture and Arts, Radio, Film and
Television(S13), Scientific Research and Polytechnical Services (S14), Govern-
ment Agencies, Party Agencies and Social Organizations(S15), Others(S16). Since
2003 by 19 industry classification, Agriculture, Forestry, Farming of Animals and
Fishery(S1), Mining(S2), Manufacturing(S3), Production and Distribution of
Electricity, Gas and Water(S4), Construction(S5), Traffic, Transport, Storage and
post(S6), Information Transfer, Computer and Software(S7), Wholesale and Retail
Trade(S8), Accommodation and Restaurants(S9), Finance(S10), Real Estate(S11),
Tenancy and Business Services(S12), Scientific Research, Technical Service and
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Geologic Perambulation(S13), Management of Water Conservancy, Environment
and Public Establishment(S14), Resident Services and Other Services(S15),
Education(S16), Sanitation, Social Security and Social Welfare(S17), Culture,
Sports and Entertainment(S18), Public Management and Social Organiza-
tion(S19). This shows that numbers of statistical indicators are not fully consistent,
and statistics need to pay attention to these changes [6].

136.3 The Results of Industry Gender Segregation
Measure in Chinese Industry

The paper uses the above discussed five kinds of gender segregation measure, D
index, Ds index, Ip index, O(x) index and A index method, to measure gender
segregation from 2000 to 2010 in urban units of China (due to space limitations,
the specific calculation process omitted). Calculation results in Tables 136.1,
136.2 and Fig. 136.1.

136.3.1 D Index Measure Results

D index average is 0.2088 from 2003 to 2010, the highest D index of industries are
construction(S5), manufacturing (S3), education (S16), and D index are 0.0430,
0.0302 and 0.0298. The lowest D index of industries are information transfer,
computer and software (S7), resident services and other services (S15), agriculture,
forestry, farming of animals and fishery (S1), and D index are 0.0003, 0.0004 and
0.0008.

Table 136.1 2000–2010 industry gender segregation Index table in China’s urban units

Years D Ds Ip O(x) A

2000 0.1755 0.1743 0.0827 0.0225 1.0064
2001 0.1805 0.1786 0.0849 0.0239 1.0062
2002 0.2054 0.1884 0.0966 0.0498 1.0039
2003 0.1929 0.1777 0.0908 0.0345 1.0002
2004 0.1995 0.1830 0.0941 0.0295 1.0007
2005 0.2050 0.1815 0.0965 0.0318 1.0010
2006 0.2110 0.1855 0.0994 0.0338 1.0013
2007 0.2144 0.1899 0.1008 0.0354 1.0010
2008 0.2129 0.1964 0.0998 0.0355 1.0002
2009 0.2164 0.1947 0.1011 0.0374 1.0002
2010 0.2182 0.1991 0.1020 0.0389 1.0001
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136.3.2 Ds Index Measure Results

Ds index average is 0.1885 from 2003 to 2010, the highest Ds index of industries
are resident services and other services (S15), sanitation, social security and social
welfare (S17), accommodation and restaurants, Ds index are 0.0265, 0.0248 and
0.0188. The lowest Ds index of industries are information, computer and soft-
ware(S7), agriculture, forestry, farming of animals and fishery(S1), management of
water conservancy, environment and public establishment(S14), Ds index are
0.0010, 0.0011 and 0.0033.

Table 136.2 2000–2010 industries gender segregation index table in China’s urban units

Industry 2000–2002 2003–2010

D Ds Ip A D Ds Ip A

S1 0.0013 0.0042 0.0006 1.0936 0.0008 0.0011 0.0004 1.1406
S2 0.0130 0.0143 0.0061 1.6542 0.0156 0.0185 0.0073 2.2017
S3 0.0364 0.0112 0.0171 1.0255 0.0302 0.0056 0.0142 1.0397
S4 0.0033 0.0058 0.0015 1.2902 0.0042 0.0086 0.0019 1.3762
S5 0.0300 0.0249 0.0141 2.8207 0.0430 0.0265 0.0202 4.3452
S6 0.0022 0.0124 0.0010 1.5459 0.0111 0.0113 0.0052 1.5141
S7 0.0119 0.0106 0.0056 1.4603 0.0003 0.0010 0.0001 1.1190
S8 0.0123 0.0124 0.0058 1.0164 0.0073 0.0084 0.0034 1.0169
S9 0.0042 0.0115 0.0020 1.0224 0.0057 0.0188 0.0027 1.0150
S10 0.0008 0.0030 0.0004 1.2166 0.0080 0.0125 0.0038 1.0021
S11 0.0044 0.0088 0.0021 1.0402 0.0012 0.0047 0.0005 1.2314
S12 0.0183 0.0290 0.0086 1.0411 0.0018 0.0047 0.0008 1.2304
S13 0.0206 0.0119 0.0097 1.0194 0.0028 0.0070 0.0013 1.3094
S14 0.0015 0.0040 0.0007 1.2420 0.0011 0.0033 0.0005 1.0651
S15 0.0270 0.0153 0.0127 1.7173 0.0004 0.0041 0.0002 1.0601
S16 0.0002 0.0000 0.0001 1.1313 0.0298 0.0123 0.0140 1.0022
S17 0.0215 0.0248 0.0101 1.0765
S18 0.0009 0.0042 0.0004 1.0547
S19 0.0239 0.0117 0.0112 1.5338
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136.3.3 Ip Index Measure Results

Ip index average is 0.0981 from 2003 to 2010, the highest D index of industries are
construction (S5), manufacturing (S3), education (S16), and Ip index are 0.0202,
0.0142 and 0.0140. The lowest Ip index of industries are information transfer,
computer and software (S7), resident services and other services (S15), culture,
sports and entertainment (S18), and Ip index are 0.0001, 0.0002 and 0.0004.

136.3.4 O(x) Index Measure Results

O(x) index average is 0.0346 from 2003 to 2010, the index is increasing year by
year, and reached a high of 0.0389 in 2010. O(x) index is slow growth rate of
annual average 0.0006.

136.3.5 A Index Measure Results

A index average is 1.0006 from 2003 to 2010, the highest A index of industries are
construction (S5), mining(S2), public management and social organization(S19),
which are 4.3452, 2.2017 and 1.5338 respectively. The lowest A index of indus-
tries are finance (S10), education (S16), accommodation and restaurants (S9),
which are 1.0021, 1.0022 and 1.0150.

136.4 Discussion of the Results and Methods

Compared with overseas research, Chinese industry gender segregation showed
the two significant features. Firstly, Chinese industry gender segregation degree is
far below the world average; secondly, contrary to many countries of the world,
Chinese industries gender segregation are on the rise, and becoming larger. The
industries of the highest gender segregation in China are construction, manufac-
turing, education, public management and social organization, sanitation, social
security and social welfare. The lowest industries are information transfer, com-
puter and software, resident services and other services, culture, sports and
entertainment, agriculture, forestry, farming of animals and fishery. It shows that
gender segregation is more easily formed in the gender-dominated industry, which
is affected by people’s traditional concept of ‘‘gender roles’’.

Industry gender segregation is constrained by industry technical requirements,
industry remuneration, industry fluidity, laws and other factors, and it will be
widespread over the long term. Industry gender segregation will lead to serious
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problems of resource allocation inefficiencies and social injustice; the rising industry
gender segregation should attract the attention of the relevant departments of China.

From the actual results of the industry gender segregation measure, D index and
Ip index measure the results and interpretation of the results has demonstrated a
high degree of consistency, Ds index and O (x) index can play a complementary
role. A Index does not seem to apply to the study of gender segregation in the
inter-industry, its measure results are often contrary to the perception of the reality
of the people. Recommend that the researchers of the gender segregation prefer the
D index and the Ip index, and select a method or both which are used simulta-
neously in the Ds index and O (x) index, thus can more effectively measure gender
segregation.

136.5 Conclusion

The paper uses the five occupational segregation measure methods of D index,
Ds index, Ip index, Square Root index and A index to measure Chinese urban
units’ industry gender segregation from 2000 to 2010. The study finds out that
Chinese industry gender segregation degree is far below the world average, but
gender segregation of Chinese industries is on the rise, and becoming larger. It
shows that gender segregation is more easily formed in the gender-dominated
industry. These trends should attract enough attention from researchers and related
sectors.

References

1. Li, C.: Status and trends of occupational sex segregation in China. Jiangsu Soc. Sci. 03, 9–16
(2009)

2. Duncan, O.D., Duncan, B.: A methodological analysis of segregation of indices. Am. Sociol.
Rev. 20, 210–217 (1955)

3. Karmel, T., MacLachlan, M.: Occupational sex segregation- increasing or decreasing. Econ.
Rec. 64, 187–195 (1988)

4. Weiguo, Yang, Yujie, Chen: Measure of occupational gender segregation[J]. Chin. J. Popul.
Sci. 03, 77–87 (2010)

5. Yi, D., Liao, S.: Inspection and analysis of occupational gender segregation in Chinese indus-
try. Chin. J. Popul. Sci. 04, 40–47 (2005)

6. Yang, D., Xu, Z.: Study on measure and trends of occupational gender segregation in
Chinese industry. Chin. Hum. Res. Dev. 02, 16–23 (2012)

1230 D. Yang et al.



Chapter 137
Construction of Linguistic Resources
for Information Extraction of News
Reports on Corporate Merger
and Acquisition

Wenxin Xiong

Abstract Detecting real time corporate merger and acquisition information from
publicly available text data and feeding it to the decision-making module are
essential for an applicable e-business management system. There are plenty of
machine learning algorithms in text categorization and information extraction to
address the problem, requiring different feature selection methods. Among them,
linguistic features are key issues to accomplish this task. The acquisition of IBM’s
PC division by Lenovo in 2004 was chosen as a case, and news reports of this
event were gathered from the Internet to build a Corporate Merger and Acquisition
(M&A) mini-corpus. Comparing the M&A corpus with larger general corpora, we
constructed a feature word list by applying Term Frequency and Inverse Document
Frequency strategies and augmented it by introduction of the word groups from
thesauri. Typical patterns, which highlighted the event of M&A, were collected by
employing regular expression matching on these words acquired in the former
step. By means of the accumulated language resources, the precision and recall for
predicting the amount of the M&A in Chinese and English texts are 61.76 %,
65.22 % and 84 %, 71.43 % respectively.

Keywords Corporate merger and acquisition (M&A) � Information extraction �
News reports � Language resources

137.1 Introduction

In today’s global economic era, there are plenty of rapidly growing enterprises,
which are eager to make a quick action response to the fast-changing situation, by
deploying e-business management systems [1]. An e-business management system
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traditionally is powerful in providing data manipulation and decision-making
function based on acquired data, but it often lacks acquisition of real-time data,
especially textual data information [2]. Those data should be collected, encoded
and keyboarded into the system manually so that they can be analyzed as inputs by
a business intelligence module. This work seems labor-extensive, error-prone and
time-consuming.

Intelligent text processing techniques can be of help in finding and extracting
proper information from large quantities of text data. Feature selection plays an
important role in achieving better results by applying sophisticated data mining or
machine learning algorithms in such tasks. Among them, linguistic feature is one
of the most significant features for recognition of events expressed in natural
language. In the study of the case of Corporate Merger and Acquisition (M&A),
we explore the construction of linguistic database (feature word list, word
occurrence template bank, etc.) for an information extraction module, which can
be integrated into an e-business management system to improve the precision of
data extraction.

137.2 Related Work

Most traditional data mining tools inside business intelligence systems deal with
only numerical data and can be hardly extended to handle textual information.
Different from pages returned by search engines, a natural language question
answering system returns a more concise and precise information pertinent to
user’s need. No matter which kind of information access, for machine or for
human being, text information extraction is necessary for assimilation of the
amount of information existed in heterogeneous sources [3].

There are three typical approaches to text information extraction task. The first
is hand-made templates enriched with regular expressions. It requires linguist’s
expertise and needs more time to accumulate. The granularity and conflict between
templates will be solved before they can be applicable to practical systems. The
others are statistics-based methods. They can be categorized into two different
types, i.e., classifier and sequence labeling. Then the former is further differenti-
ated with a generative classifier (Naïve Bayes classifier) [4] and a discriminative
classifier (Maximum Entropy model) [5]. The latter can be deemed as sequence
models, implemented by Hidden Markov Model [6], Maximum Entropy Markov
models [7] and Conditional Random Fields [8]. Among these distinct frameworks,
feature selection is one of the most important procedures. Due to the nature of
expressions in natural language, some linguistic characteristics may be of help for
proper feature selection and can be applied to these systems.

From the perspective of theoretic linguistics, a predicate-argument structure can
be dominated by a predicate, which holds a number of arguments and determines
what semantic roles these related arguments play in this structure. Inspired by this
theory, linguistic resources such as FrameNet and PropBank [9, 10], recording
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more patterns and structural information, have been built and tested in various
natural language processing projects with positive out-puts. These repositories
provide a wealth of contextual information, which absolutely are beneficial to
understand the whole sentence, rather than the combination of the meanings of
single words. Some researchers have conducted pilot studies on automated
extraction of predicate-argument structure from raw corpora [11].

An information extraction task comprises different sub-tasks, such as named
entity’s recognition, co-reference resolution and relationship determination. Most
of them require more natural language processing techniques. Fortunately, some
open-source tools serve the purpose [12]. Domain adaptation should be considered
while different kinds of texts are processed. Construction of ontology may be of
help to domain transfer [13].

In a word, there have been some progresses in employing linguistic features in
information extraction, especially in recognition of expressions for specific events.
We aim to explore the language resources building suitable for detection of
Corporate M&A event expressed in Chinese and English.

137.3 Language Resources Construction

Language repositories, such as word list and word occurrence template bank, when
constructed and used properly, play important roles in intelligent text processing
tasks. It is commonly recognized that statistical data or linguistic rules can be
elicited from massive authentic and natural texts, a.k.a. corpus.

Taking the corporate M&A event as an example, we first accumulated some
documents pertinent to such an event as a specialized mini-corpus; then calculated
the importance of each word in it and a large-scale general-purpose corpus by
computing its TF*IDF; and highlighted the differences between the two word lists
by comparing their metrics. A feature word list specific to M&A domain has thus
been constructed. The expression template bank has been built using the combi-
nation of feature words by eliminating and scrutinizing all possible patterns in
related documents. All this processing was conducted offline.

In our case, the acquisition of IBM’s PC division by Lenovo in 2004 has been
chosen as a sample corpus; from which linguistic features are learned.

137.3.1 Data Collection

In order to build language repositories used for extraction of M&A events, some
prerequisite resources should be prepared in advance.

1. Corpora Two kinds of corpora can be utilized for highlighting the topic word
list. One is a specialized corpus narrowed down in a specific domain, i.e.,
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Corporate M&A. The other is large-scale general-purpose balanced corpora,
such as British National Corpus for English and Chinese National Corpus for
Chinese.

2. Language resources Due to terms mismatching between query and texts,
thesauri can be of help to expand related word groups, which share the same
meanings but with no identical forms. Tongyici cilin is a well-known Chinese
thesaurus, which groups a list of words based on lexical meaning [14]. Wordnet
is its English counterpart [15]. Both thesauri are widely used in natural lan-
guage processing.

3. Tools Without delimiters between words in Chinese texts, segmentation is the
first step for almost all Chinese text processing systems. In our case, a General-
purpose Word Segmentation (GPWS) system was employed [16]. Other tools,
such as regular expression matching, pattern extraction, were also employed to
accomplish different tasks.

The procedure and prerequisite resources are depicted in Fig. 137.1. Named
entities, such as Lenovo, IBM as obligatory terms, and predicates, such as acquire,
buy et al. as optional terms, were chosen as search terms and sent into search
engines. The returned results were collected and saved as a specialized mini-
corpus. Baidu was utilized for fetching Chinese news while Google for English
news. The time range was set in 2004, in which year, the acquisition was com-
pleted. After manual examination, the mini-corpus is depicted in Table 137.1.

137.3.2 Feature Word List

Word information is the most commonly-used feature for text categorization tasks.
Selecting the proper terms is crucial for them. The more times a word occurs in a

Fig. 137.1 The work flow of
language resource building

Table 137.1 M&A Mini-
corpus data

News No. of texts Total tokens

Chinese 126 48125
English 109 65437

1234 W. Xiong



text, the more important it is; the fewer documents a word appear in, the more
specific it is. The former is counted as term frequency (TF), while the latter is
quantified as inverse document frequency (IDF). Combining these two properties
of words is a conventional metric of term importance.

A salient word set B in M&A mini-corpus can be obtained by counting their
frequencies and the numbers of texts in which they occur. TF*IDF is used for
calculating term’s importance. The general stop word set A can be generated over
a large-scale general-purpose corpus in the similar way. The difference between B
and A is the domain-related salient word set, which may be helpful for determining
the topic of texts. The domain-specific feature word set is defined as B-A, as
Fig. 137.2 shows.

Due to the limited size, thesauri were deployed for avoiding the possible
problem of data sparseness. WordNet and Tongyici cilin were used as references
for getting words unseen in the mini-corpus. After this step, an extended feature
word set was accomplished.

The words, expressing the meaning of predicates buy and sell, were extracted
by applying TF*IDF metric, and formed as set K. Some other words, sharing same
meaning with the words in K but not appearing in the mini-corpus, were fetched by
looking up original words in thesauri. The retrieved words formed a new extended
word set �K; utilized to improve the recall rate. Table 137.2 shows the original
word set K and extended word set �K in italic type.

The superset comprised of K and �K was indeed a word set, in which each
element was considered as a positive feature for various data mining systems.

Fig. 137.2 Determination of
feature word for specific
domain

Table 137.2 Extended feature word set

Verb Buy Sell

Transitive
verb

K {buy, buy over, buy out, take over, take
ownership of, get ownership of,
acquire, purchase, pursue,}

�K {get, buy up, quest for, go after, quest
after, hunt for, incorporate, pick
up, ……}

K{sell, sell off, spin off, dispose of,
divest, transfer}

�K {surrender, cede, deliver, give up,
relinquish possession or control over,
get rid of, cease to hold, deprive, strip,
disinvest, shift}
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137.3.3 Word Co-occurrence Expression Template Bank

Each text is simplified as a set of discrete words in BOW (Bag Of Word) strategy.
It fails to capture the nontrivial meaning of the text. Due to the lack of contextual
information, there exist plenty of ambiguities in word level. Feature word co-
occurrence expression template can produce a better result than the individual
words, for its broader view on contextual situation.

Because the theme of all texts in the mini-corpus was related to Lenovo’s
acquisition of IBM’s PC division, all sentences, in which both corporate names
were mentioned, expressed the same trade events. Thus, we employed regular
expression techniques to locate all these sentences, and extracted the most frequent
patterns to create a template bank. According to FrameNet, such an expression is
connected with a basic commercial transaction involving a Buyer and a Seller
exchanging Money and Goods. Thus, all obligatory arguments related to a pred-
icate can be described as a quadruple:

predicate \Buyer, Seller, Goods, Money[
There are different ways for expressing such a semantic scheme. For example,

from buyer’s perspective, taking the predicate as buy, the most typical expression
is Buyer buys Goods from Seller for Money (Lenovo buys the PC division from
IBM for $1.75 billion). While from seller’s angle, taking the predicate as sell, the
most common expression is Seller sells Goods to buyer for Money (IBM sells its
PC division to Lenovo for $1.75 billion).

Although the numbers and properties of arguments involved in the case frame
of a predicate are not unanimous, these patterns can be used as skeletons to deal
with those variants existing in natural languages, empowered with fuzzy matching
of regular expression.

For each transaction verb in the feature word set, combined with two corporate
names Lenovo and IBM, we formulated a search query, and acquired possible
template instances. All authentic templates extracted from the corpus composed a
template bank, which will be used in next online matching.

137.4 Experiments and Results

We have accumulated a feature word list and a feature word co-occurrence tem-
plate bank from corporate M&A news reports. Based on the mini-corpus, and the
feature word set, we have concluded 8 English and 8 Chinese expression templates
for detecting M&A events separately. In order to check the availability of these
templates, we downloaded 20 Chinese and English news reports on Geely’s
acquisition of Volvo as test corpus respectively.

Firstly, we picked up these sentences which described the acquisition event
from test bed, and searched test corpus with these candidate templates from
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template bank, and collected all returned sentences, then calculated the precision
and recall rates. The measures are defined as Eqs. (137.1)–(137.3).

Precision =
correct & retrieved

retrieved
ð137:1Þ

Recall =
correct & retrieved

relevant
ð137:2Þ

F = 2 � Precision � Recall

Pr ecisionþ Recall
ð137:3Þ

The results are shown in Table 137.3. Although the overall measures were not
high enough for automating feeding structural data into a business intelligence
system, the approach served a computer-assisted information acquisition tool;
especially some templates contributed much to the last performance, which meant
those knowledge-enriched elaborated linguistic rules did enhance the recognition
of corporate M&A event. The limitation may exist in how to determine granularity
and feasibility of feature words and templates for specific events, and how to
capture the balance between recall and precision.

137.5 Conclusion

The linguistic features play important roles in intelligent text processing. The
author collected news reports pertinent to Lenovo’s acquisition of IBM’s PC
division, obtained the domain-specific core word set by contrasting the words’
distribution in different corpora, and acquired those frequent transaction expres-
sion templates by applying regular expression matching strategy. Because the
contextual situation is considered, the feature word co-occurrence template can
serve as a good indicator for a specific event. The experiment showed an
encouraging result. Some commonly-used templates contribute high precision.

These language resources (feature word set and word co-occurrence template
bank) are helpful for most text processing tasks. In the future, researchers will
refine the template finding procedure and incorporate it into statistical machine
learning frameworks to validate its feasibility. Some fundamental tasks, such as
corporate names’ recognition, predicates subcategorization, and identification of
variants of the same expressions, should be paid more attention.

Table 137.3 Performance on prediction of templates over test corpus

Language Precision (%) Recall (%) F (%)

Chinese 84.00 61.76 71.18
English 71.43 65.22 68.18
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Chapter 138
Research on the Improvement of Business
Age Model

Long Liu, Yanmei Xu, Lucheng Huang and Xiang Yao

Abstract Based on the theory of ecology, enterprise is viewed as life entity in the
social environment. What enterprise bionics concern most is how to measure the
vitality of those enterprises. This article modifies the original index system based
on the theory of enterprise bionics, and chooses the real estate industry to do the
empirical research. Analyzing enterprises’ business age is a warning to those
enterprises whose vitality is weak. From the comparison of enterprises’ business
age and nature age, this article has found that the business age of some enterprises
like Vanke, Shenzhen special Economic Zong Real Estate, AVIC and Gemdale are
between 30 and 40, and those enterprises’ life vitality is strong and competitive;
but some enterprises’ business age like RongAn, DingLi Technology and Yihua
are between 60 and 70, which means those enterprises’ life vitality is weak and not
competitive. The warning is serious.

Keywords Business age model � Enterprise vitality � Enterprise bionics � Real
estate industryreal estate industry

138.1 Introduction

From the view of bionics, enterprise is viewed as life entity. The life cycle of
enterprise include prepared, established, expanded, summit, declined and withered
away, which is just like people’s life cycle including birth, growth, maturing,
becoming old and death. Just like people have nature ages and psychological ages,
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enterprises have their nature ages and business ages. Enterprise’s nature age is
used to measure the time from its birth to death; Enterprise’s business age is used
to measure its vitality, which illustrates its operating status and developing
direction [1]. Business age is determined by enterprise’s growth rate, competitive
ability, management ability and operating benefit. Business age is only related to
its vitality, which has nothing to do with enterprise’s nature age. That means,
enterprises, with old nature age, may not have old business age, vice versa.

In order to measure the enterprise’s vitality, Japanese scholars first put forward
the first quantificational model: business age model, but the model is not perfectly
reflecting enterprise’s vitality [2]. Therefore, some Chinese scholars put forward
the improvement suggestions. In this article, the original business age model is
improved on index selection, and evaluates system’s construction and the interval
of enterprise’s business age.

138.2 Literature of the Business Age Model

138.2.1 Japanese Scholars’ Research on Business
Age Model

Japanese scholars use three indexes to calculate enterprises’ business age, which
are average sales growth rate in the current 5 years, employees’ average age, age
of the machinery’s used. The meaning of the index is as below:

Average sales growth rate (X1), reflects enterprise’s growth rate and profit-
earning ability;

Employees’ average age (X2), reflects enterprise’s management ability and
innovation ability, and Japanese scholars believe enterprise’s innovation ability
will increase as the decrease of employees’ average age;

The age of Machinery’s used (X3), reflects the current technological ability.
The technological ability will increase with the decrease of the age of machinery’s
used.

When one index is beyond the 3 times standard deviation, use to replace the
index’s standardized value.

Japanese business age model was constructed by data converting to calculate
enterprises’ business age. And business age is used to evaluate enterprise’s vitality,
thus enterprise vitality can be converted to business age by linear interpolation.
Business age model is a useful tool to evaluate enterprises’ vitality.

Evaluation on Japanese business age model.
The merits of the Japanese business age model:
First, innovation ability. As the first business age model, it is a breakthrough in

quantitative method to evaluate enterprise’s vitality.
Second, macroscopic analysis. Researchers can calculate different industries’

business ages, because the data can easily be got from enterprises. Thus, people
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can get to know where the industry’s business age is going ahead, and that’s also
the meaning of the research on business age model [3].

The shortcomings of Japanese business age model:
The design of the index system has its defects. Business age is used to evaluate

enterprise’s vitality, which includes enterprises’ growth rate, competitive ability,
management ability and economic profit, but there are only 3 indexes in the
business age model, which is not enough. Moreover, index cannot reflect enter-
prise’s business age, for the formula is not the real age of machinery.

Second, the calculation of composite index value has its defects. The calculate
formula is from linear regression, but the variable’s economic meaning is not
clear. The model just uses quantitative methods, lacking the qualitative methods.

138.2.2 Chinese Scholars’ Improvement on Business
Age Model

138.2.2.1 Research on the Improvement Method

The first improvement of business age model dates back to 2,000, some scholars
put forward two different methods to modify the original business age model.

One method uses sales growth rate, employee average age, R&D input and
capital earning rate to evaluate enterprise’s business age. Moreover, the business
age is limited from 1 to 30 [4].

The other method is use composite quotient value to evaluate the business age.
The composite quotient includes four second level index (enterprise’s IQ, EQ, CQ
and nonmeasure variable) and 10 third level indexes. Moreover, the business age is
limited from 20 to 80 [5].

Some scholars used business age model to do some research of applications.
On the basis of business age of enterprise, logistic regression model of the

credit-risk state-probability model of life distribution were studied and the case
calculation of credit risk control was given [6].

Another method regards enterprises as economic body, and takes the life of the
enterprise as its research object, discusses the problems of enterprise age and
growth strategies in enterprise bionic study by analyzing theories, building
mathematical models and demonstration study [4].

Based on the theory of life span, the new division standard of different life stage
and key factors that decide enterprises’ growth are put forward [7].

After reviewing some foreign and domestic articles about the life-span of
enterprise and with a clear understanding of the studies on life-span of enterprise,
the article gives some suggestions to prolong it [8].

According to the investigation of Chinese enterprises’ survival state, the article
put forward the new measurement of enterprises’ business age on the basis of
Japanese research [9].
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138.2.2.2 Evaluation of Improved Business Age Model

The improvement has amended some defects of the original business age model,
but it still has some defects:

First, the index system is still not well-established, and it still lacks enough
indexes to evaluate enterprises’ vitality, such as finance index, corporate gover-
nance variable and so on.

Second, the calculation method and age interval of the business age model is
not unified.

This article is focused on the construction of index system and the calculation
interval of business age model, and aims to explain the theoretical foundation of
the index system based on the theory research on enterprise bionics.

This article focuses on the construction of index system and the calculation
interval of business age model, and aims to explain the theoretical foundation of
the index system based on the theory research on enterprise bionics.

138.3 The Improved Business Age Model

138.3.1 Index Selection and Construction of Index System

From the view of bionics, enterprise vitality includes survive ability, growth ability
and regeneration ability. The relationship among the three elements is shown in the
graph one. Survive ability reflects the survival ability of enterprise and it is the
foundation of growth ability and regeneration ability; Growth ability is the pre-
condition of enterprise’s survival, and enterprise should keep its vitality quality by
continuous growth. Moreover, growth ability is the foundation of regeneration
ability; Regeneration ability reflects enterprise’s self-improvement ability, which
is why enterprise can live longer.

Therefore, enterprise’s vitality can be evaluated by survival ability, growth
ability and regeneration ability (Fig. 138.1).

Through the related coefficient to select indexes and eliminate indexes which
has significant correlation with another index, item analysis is used to eliminate
low discrimination indexes; finally the index system is as below:

Enterprise’s survival ability can be reflected by debt-paying ability and oper-
ating ability; enterprise’s growth ability can be reflected by profitability and
growth capacity; enterprise’s regeneration ability can be reflected by innovation
ability and transition ability. Thus, the below index system is shown in Fig. 138.2.

The meaning of some non-financial indexes:

(1) Interest Cost (X10), which is the ratio of state-owned shares and total shares,
reflects proportion of state-owned shares;

(2) Agent Cost (X11), which is the ratio of management fees and total asset,
reflects operating agent fees;
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(3) R&D Condition (X12), which is the ration of R&D input and revenue, reflects
enterprise’s innovation input and innovation ability. As the R&D input is not
revealed on the corporate annual report, intangible assets are used to replace
R&D input because the R&D input will finally transform to intangible asset;

(4) Employee’s academic condition (X13), which is the ratio of employees with
bachelor degrees and the total number of employees, reflects enterprise’s
innovation ability;

(5) Patent condition (X14), which is the number of patents the enterprise has,
reflects the enterprise’s technology advantage.

138.3.2 Definition of Business Age Interval

From the theory of bionics, people reach its peak when they are between 30 and
40, so enterprises with strong vitality should be in the age interval between 30 and

Enterprise Vitality 

SurviveAbility GrowthAbility RegenerationAbility

Debt-paying 
Ability 

Operating
Ability

Profitability Growth
Capability

Innovation
Ability

Transition
Ability

liquidity ratio turnover of 
account 

receivable

turnover of 
total assets

operating
margin

net assets 
income ratio 

revenue
growth rate 

cash current 
liabilities ratio net profit 

growth rate 

patent
condition

R&D 
condition interest cost

employees’
academic
condition

agent cost 

asset-liability
ratio

Fig. 138.2 Enterprise vitality index system

Fig. 138.1 Expression form
of life vitality
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40. Besides, if enterprise’s nature age is lower than the industry average nature
age, its business age should be 0–30; if enterprise’s nature age is higher than the
industry average nature age, its business age should between 40 and 70.

The calculation of improved business age model is as below:
When Zi [ Z1=4; business age SLi is calculated as below:

SLi ¼ 30þ
Zi � Z1=4

Zmax � Z1=4
� 10 ð138:1Þ

Zmax is the highest composite index value in the industry, Z1=4is the upper quartile
composite index value in the industry.

When Zi\Z1=4;

If the enterprise’s nature age is lower than the industry average nature age,
business age SLiis calculated as below:

SLi ¼ 30�
Z1

4
� Zi

Z1
4
� Zmin

� 30 ð138:2Þ

Zmin is the lowest composite index value in the indstry.
If the enterprise’s nature age is higher than the industry average nature age,

business age SLi is calculated as below:

SLi ¼ 70�
Z1

4
� Zi

Z1
4
� Zmin

� 30 ð138:3Þ

Through the converting, the interval of business age is limited between 0 and
70, and enterprise with business age between 30 and 40 has strong vitality.

138.3.3 The Relationship Between Business Age
and Enterprise Vitality

From the research of corporate lifespan theory, this article believes that the rela-
tionship between enterprise’s vitality and its business age is just like normal
distribution curve. When enterprise’s business age is low, the business age will
grow as it improves its management ability, accumulates its capital; when its
business age reaches the peak, the vitality will decrease as the bureaucratic
problems occur in the enterprise.

The relationship between business age and enterprise’s vitality is just like
reverse ‘‘U’’ curve. When business age is lower than 30, enterprise’s vitality
increases as its business age increases; enterprise’s vitality reaches its peak when
business age is between 30 and 40; when business age is higher than 40, enter-
prise’s vitality decreases as its business age increases.

Through the research of bionics, enterprise’s best business age should between
30 and 40. So the enterprise’s goal is to keep its business age between 30 and 40.
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138.4 Empirical Research of Business Age in Real
Estate Industry

From the research above, the business age model is affected by 14 third level
indexes. Now, the constructed model is used to analyze the business age of real
estate industry.

138.4.1 Sample Enterprises Selection

By the end of 2010, there are 106 enterprises in the real estate industry. All the
financial data is downloaded from TianXiang database. Nine enterprises is deleted
from the sample because of lacking some data in indexes such as turnover of
account receivable, operating margin, net assets income ratio and net profit growth
rate. One enterprise is deleted from the sample because of its turnover of account
receivable is significant abnormal. Eighteen enterprises are deleted from the
sample because the employee academic conditions cannot be obtained from the
annual reports. In order to guarantee the completeness of data, the final sample
includes 78 enterprises.

138.4.2 Index Selection and Index Weight

138.4.2.1 Index Selection

Based on the quantitative principle, the 14 third level indexes are selected and the
patent condition index is deleted because no enterprise makes public its patent
data. In order to test the indexes’ discrimination, every index is tested through item
analysis. The item analysis result is shown in Table 138.1.

The significant difference between the two groups is under the 1 % significance
level, which means all the indexes on the left have passed the item analysis.

138.4.2.2 Index Weight

The article uses interviews and questionnaires to get the comments of 13 pro-
fessors. The discriminating matrix is calibration from 1 to 9, and all data is input
into Expert Choice 11.5 to get every index’s weight from each professor. Five
questionnaires were deleted for its data cannot pass the consistency test and finally
get 8 effective questionnaires. The final weight is the average of eight weights
from eight professors. The final weight is shown in Table 138.2.
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138.4.3 Calculation of Sample Enterprise Business Age

Standardize all indexes according to the formula as below
n—number of samples, m—number of variables.
Adjust the standardized data, multiply (-1) to guarantee asset-liability ratio,

interest cost and agent cost indexes the higher the better.
Calculate each enterprise’s composite index value, and through the formula

below calculate each enterprise’s business age.

138.4.4 Result of the Improved Enterprise Business
Age Model

Through the calculation, the average nature age of real estate industry is 17.05, and
the average business age of real estate is 37.66. The distribution graph is shown in
Figs. 138.3 and 138.4.

As can be seen from Fig. 138.3, the nature age of real estate industry is between
15 and 25, which means the real estate industry is a growing industry; from
Fig. 138.4, the business age of real estate industry is between 30 and 40, which
means the real estate industry is in a healthy condition. But there are still some
enterprises’ business ages that are between 60 and 70, which means the life vitality
is not enough and they are in a dangerous condition of being obsolete.

The analysis of some enterprises’ business ages is shown in Table 138.3.
This article just analyzes the real estate industry, and the enterprises nature ages

and business ages are shown in Table 138.3. From the comparisons of enterprises’
business ages and nature ages, this article found that the business ages of some

Fig. 138.4 Business age
distribution graph of real
estate industry

Fig. 138.3 Nature age
distribution graph of real
estate industry
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enterprises like Vanke, Shenzhen special Economic Zong Real Estate, AVIC and
Gemdale are between 30 and 40, and those enterprises’ life vitality is strong and
competitive; but some enterprises’ business ages like RongAn, DingLi Technology
and Yihua are between 60 and 70, which means those enterprises’ life vitality is
weak and not competitive, so the warning are serious.

138.4.5 Comparison between Business Age Model
and Financial Model

First, financial model just uses history financial indexes to evaluate enterprises’
current operating condition, and the evaluate standard is whether the enterprise is
becoming ST stock in the next 2–3 years. But whether an enterprise becoming ST
is determined by its operating profitability, which is not enough for us to evaluate
an enterprise’s operating condition. As is known to all, some enterprises, like
Amazon, 360BUY, have always deficit in its first starting years, but they are
successful enterprises. So it is not correct to evaluate enterprises only based on
financial data. Improved business age model evaluates enterprises’ life vitality
based on the combination of financial indexes and nonfinancial indexes. Enter-
prises’ business age give warning to those enterprises whose business ages are too
old or too young, which overcomes shortcomings of the financial model.

Second, financial model uses multiple regression, logistic model, fisher model
and artificial neural network model to evaluate whether the enterprise needs to be
warned. Those models evaluate enterprises as normal and abnormal, and there is
no transition between the normal and the abnormal. Actually, enterprises are
distributed on every stage. Business age model evaluated enterprise’s life vitality
by business ages, which are distributed on every stage. Thus, the transition can be
reflected from business ages.

In conclusion, business age model overcomes the shortcomings of financial
model, but it still need empirical research on other industries to prove its features.

Table 138.3 Some enterprises’ business ages and nature ages

Enterprise name Nature age Business age Warning

RongAn Co., Ltd 22.00 69.96 Serious
Shanghai DingLi Technology Co., Ltd 19.00 68.00 Serious
Yihua Real Estate Co., Ltd 18.00 67.68 Serious
Gemdale Co., Ltd 15.00 36.35 No
AVIC Real Estate Co., Ltd 17.00 33.68 No
Shenzhen special Economic Zone Real Estate Co., Ltd 18.00 32.50 No
China Vanke Co., Ltd 23.00 32.46 No
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138.5 Conclusions and Future Research

Through the discussion of business age model, this article puts forward the new
and modified index system and new business age model based on the theory of
bionics. Then, this article uses the real-estate industry as a sample to do the
empirical study. Through the empirical study, the real-estate industry is still on its
midstream of life, whose average business ages are 37.66. This article gives
warning to those enterprises whose business age is too old or too young, such as
RongAn, DingLi Technology and Yihu. Business ages can reflect the enterprise’s
life vitality.

Above all, improved business age model can reflect enterprises’ operating
condition better than financial model. In the next research, researchers should
develop the industry feature predicting of the business age model.
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Chapter 139
Sales Forecast Using a Hybrid Learning
Method Based on Stable Seasonal Pattern
and Support Vector Regression

Fei Ye and J. Eskenazi

Abstract An obvious seasonality appears in customer demand of many industries.
It can have a repetition period from a month to a year. In this paper, researchers
use a hybrid learning method to improve sales forecast and supply chain man-
agement. This hybrid method combines Stable Seasonal Pattern (SSP) and Support
Vector Regression (SVR) analysis. It provides a flexible approach which gives
accurate forecast for budget and manufacture planning of companies.

Keywords Sales forecast � Stable seasonal pattern � Support vector regression

139.1 Introduction

Supply Chain Management integrates supply and demand management within and
across companies. It coordinates major business functions such as marketing,
sales, distribution, and finance. Their goal is to maximize the value offered to
customers, which can be characterized by cost, quality, service, and lead time.

In order to optimize both production and delivery processes, customer demand
data is first collected from retail network, and then processed by sales planners to
finalize the forecast. A higher forecasting accuracy will make reducing costs and
improve customer retention easier so it will help increase profits.

Statistic methods have been widely used for sales forecasting of different
businesses. There is a lot of literature about qualitative and quantitative fore-
casting. Qualitative forecasting mainly relies on experts’ knowledge and experi-
ence to make judgments based on historical analogy and marketing surveys.
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Quantitative forecasting uses machine learning theory and methods to study hid-
den patterns in available data through supply chain.

We can see very obvious seasonality in the sales data of some specific indus-
tries. Since demand fluctuations are most commonly influenced by periodical
factors like weather, calendar, and special events, this seasonal character should be
well analysed and taken into account when predicting future trend.

Support Vector Machine (SVM) is a promising technique for solving a variety
of machine learning, classification, and function estimation problems. Literature
shows its advantages in predicting non-linear data over other traditional time series
methods, and even the widely used neural network analysis.

In this paper, we suggest a hybrid learning method which combines Stable
Seasonal Pattern analysis and SVM. Its objective is to provide more accurate sales
forecasts for an application in supply chain management.

139.2 Literature Review

139.2.1 Seasonality

Seasonality is defined as the tendency of time-series data to exhibit behavior that
repeats itself every certain period [1]. A good understanding of seasonality helps
the supply chain to provide accurate forecasts of demand trends. Thus it enables
better production planning which must keep up with the pace of sales orders and
marketing events. The Stable Seasonal Pattern will be introduced in Sect. 139.3.

139.2.2 Time Series Methods

Time series analysis has been used for forecasting purposes for a long time. Its
range is from traditional time series methods to up-to-the-moment Artificial Neural
Network. Large amounts of researches have been conducted in order to compare
the accuracies and efficiencies of these forecasting models.

The Box-Jenkins ARIMA model is a combination of the AR and MA models.
The most general Box-Jenkins model includes difference operators, autoregressive
terms, moving average terms, seasonal difference operators, seasonal autoregres-
sive terms and seasonal moving average terms [2]. Experiments showed that
ARIMA is accurate for immediate and short-term forecasts [3].

Inspired by biological systems, particularly by research into the human brain,
Artificial Neural Network (ANN) is a data-driven and self-adaptive method [4].
It is able to capture dynamic nonlinear pattern among the data. ANN outperforms
traditional forecasting methods for quarterly and monthly data.
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Based on the statistical learning theory developed by Vapnik (1998), Support
Vector Machine is used in a number of classification and regression problems
ranging from discrete manufacturing to bioinformatics. Its use for forecasting
customer demand has also been validated [5].

In the following section, we will explain the details of Stable Seasonal Pattern
and Support Vector Regression. A hybrid forecasting model will be experimented
in Sect. 139.4 with real world data. The results will be compared with approved
efficient ARIMA and ANN model in Sect. 139.5. Conclusion and further discus-
sion will be given in the last section.

139.3 Hybrid Learning Method

139.3.1 Stable Seasonal Pattern (SSP)

With domain-specific knowledge, seasonality is already widely integrated within
production planning, communication designing, marketing events scheduling, and
other decision making processes in supply chain management

Thomas B. Fomby summarizes in his paper the implementation of SSP model in
sales forecasting. Sales historical data is given by the matrix T[m, n], where T(i, j)
(i = 1, 2,…, n; j = 1, 2,…, 12) represents the sales of a company in the jth month
of the ith year.

Thus, the ith year’s sales total is represented by

tT
i ¼

X

12

j¼1

tij ð139:1Þ

The seasonality index of the month j in the year i is given by

Pij ¼ tij=tTi ; i ¼ 1; 2; . . .; n; j ¼ 1; 2; . . .; 12: ð139:2Þ

If the seasonality pattern of the historical data is stable over time, the average of
the monthly seasonality index can give a more accurate representation of the
seasonality

�Pj ¼
1
n

X

n

i¼1

Pij; j ¼ 1; 2. . .; 12: ð139:3Þ

139.3.2 Support Vector Regression (SVR)

Based on Vapnik’s statistical learning theory, Support Vector Machine uses a
kernel-induced transformation from the original attribute space to a higher
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dimensional space in order to maximize the margins between classes or minimize
the error margin for regression. A well-chosen kernel function can transform the
nonlinear problem into a linear model in a space of higher dimension.

In his book, M. Bishop illustrates SVM and SVR methods [6]. We will briefly
go through the support vector method for regression. In simple linear regression

yðxÞ ¼ wT/ xð Þ þ b ð139:4Þ

We can then minimize a regularized error function given by

1
2

X

N

n¼1

yn � tnf g2þ k
2

wk 2
ffi

ffi ð139:5Þ

where the input vector x contains multiple independent variables, y is the predicted
value, t is the actual value, and /(x) denotes a fixed feature-space transformation.

Here we introduce a simple /-insensitive error function to obtain a sparse
solution

Eε y xð Þ � tð Þ ¼ 0; if y xð Þ � tj j\ε

y xð Þ � tj j � ε; otherwise

�

ð139:6Þ

Then we introduce two slack variables en� 0 and ên� 0; where en [ 0 corre-
sponds to a point for which tn [ y xnð Þþ 2 and ên [ 0 corresponds to a point for
which tn\y xnð Þ� 2; as shown in Fig. 139.1.

Then the error function for support vector regression can be written as

C
X

N

n¼1

en þ ênð Þ þ 1
2

wk 2
ffi

ffi ð139:7Þ

Minimizing the error function above can be achieved by optimizing the
Lagrangian below, where an; ân; ln; l̂n; � 0;

Fig. 139.1 SVR curve with
the -tube
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L ¼C
X

N

n¼1

en þ ênð Þ þ 1
2

wk 2
ffi

ffi �
X

N

n¼1

lnen þ l̂nênð Þ

�
X

N

n¼1

an 2 þen þ yn � tnð Þ �
X

N

n¼1

ân 2 þên � yn þ tnð Þ
ð139:8Þ

Then we substitute using Eq. 139.4. By setting the derivatives of the
Lagrangian with respect to w, b, en and ên to zero, we can get predictions expressed
in terms of the kernel function k x; xnð Þ

y xð Þ ¼
X

N

n¼1

ðan � ânÞkðx; xnÞ þ b ð139:9Þ

With the corresponding Karush–Kuhn–Tucker (KKT) conditions

an 2 þen þ yn � tnð Þ ¼ 0

ân 2 þên � yn þ tnð Þ ¼ 0

C� anð Þen ¼ 0

C� ânð Þên ¼ 0

ð139:10Þ

139.3.3 Hybrid Sales Forecasting Method

In this paper, we incorporate SVR with SSP method. We use recurrent one-step
and direct multiple-step SVR to predict future total annual sales. Then we can use
the stable seasonal index to ‘‘distribute’’ the total sales among the various months
of the next year.

139.4 Experiment

In this section, we conduct a forecast based historical sales data of a specific
company from Jan 1965 to Dec 1971. Data are obtained from the Time Series Data
Library and Data Market, complied by Australia. The last 24 observations are used
as an out-of-sample test set.

In our sales history example, sales from 1965 to 1969 are used as training data.
We can see in Fig. 139.2 that for each year, the seasonal peak begins in June, and
then keeps increasing until the highest sales in November.

Stable seasonal pattern could be applied in this example to trace the sales trend
of every year. The average seasonality indexes given in Table 139.1 are obtained
by integrating Eqs. 139.2 and 139.3 from Sect. 139.3.
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In our experiment, the SVR method illustrated in Sect. 139.3 is used with
LS-SVMlab Toolbox [7]. The year number (1965–1969) is taken as input vector x,
and y is the associated sales volume. Figure 139.3 gives the obtained regression
curve, the kernel function that was used, and the related parameters.

When using the Support Vector Regression to predict sales of year 1970 and
1971, two methods, namely one-step and multi-step, are tested in order to compare
forecasts accuracies. In one-step method, the first subsequent prediction is
obtained and added to the input vector. The SVR function is retrained to predict
the next period. In the multiple-step method, successive periods are predicted all at
once [8]. The results of these two methods are compared using mean absolute
percentage error (MAPE), which is a common error metric for quantifying the
accuracy of predicted values.

MAPE ¼ 100 %
M

X

NþM

n¼Nþ1

ðtn � ynÞ=tnj j ð139:11Þ

where N is the number of training points, and M is the size of the forecasting
horizon. Sales forecasts for the following 2 years are given in Table 139.2.

The annual sales predicted by the one-step SVM are retained due to their
smaller MAPE. Monthly sales are obtained from SSP by multiplying annual sales
by seasonality index. Figure 139.4 proves that our hybrid learning method can
successfully capture seasonality trends and predict future sales.

Fig. 139.2 Training data and seasonal trend

Table 139.1 Average seasonal index (%)
Time January February March April May June July August September October November December

Index 9.33 6.37 5.14 3.65 4.10 3.76 5.62 7.54 11.35 15.06 16.09 11.99
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139.5 Comparison with Other Forecast Methods

In this section, other widely used sales forecast methods have been tested to
compare their prediction accuracy with the one of our hybrid learning methods.
The performance of ARIMA, ANN, one-step SVR, and multiple-step SVR are
tested with the same sales data as the one used in Sect. 139.4. By trial and test

Fig. 139.3 SVR function estimate

Table 139.2 One-step SVM and multi-step SVM

Time Actual sales One-step SVM Multi-step SVM

1970 5868 5798 5798
1971 6345 6442 6451
MAPE(%) – 1.36 1.43

Fig. 139.4 Monthly sales forecast for year 1970 and 1971
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processes, ARIMA (1, 1, 1) and ANN with one 5-neurons hidden layer are used in
this comparison. Support Vector Regression is also tested by taking historical
monthly sales directly as input vector to predict the following monthly sales
(Fig. 139.5).

From the prediction results above, the superiority of the hybrid forecasting
method seems quite clear. The prediction matches real sales data very closely.
SVR and ANN outperform linear ARIMA model in capturing non-linear sales
trend. Superiority of SVR over ANN is also shown in the above results. But in our
specific industry example, where stable seasonal pattern is very obvious, a hybrid
learning method, which combines the strengths of SSP and SVR methods, has a
very strong advantage over other data-driven forecast methods.

For SVR training process, one-step SVR performs better than multiple-step
SVR but the advantage is not significant.

139.6 Conclusion

In this paper, researchers proposed a hybrid learning method based on Stable
Seasonal Pattern and Support Vector Regression to increase forecast accuracy in
supply chain management when seasonality and trend are stable. SVR method is
used to predict total sales value of the next forecast horizon, and SSP method is
used to calculate monthly seasonality index.

This hybrid learning method was applied in a real sales series and was quite
accurate in predicting future values. Compared with other time series forecast
methods, the advantage of hybrid forecast is very obvious when capturing trend
and seasonality. It means the absolute percentage error for monthly sales is lower
than 11 % while the other methods are all above 36 % for the considered 2-year
forecast.

Fig. 139.5 Comparison of forecast methods
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The hybrid learning method is a more realistic approach for supply chain data
processing. It can efficiently increase forecast accuracy by better integrating
domain-specific knowledge and advanced learning theory.
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Chapter 140
Establishing a Project Management
Model Based on CMMI: Experiences
from Victory Soft Case Study

Xinmin Wang, Ling Liu and Yingjie Wei

Abstract To establish effective and efficient project management practices, the
capability maturity model integrated (CMMI) is being developed to help compa-
nies improve project management. A CMMI model for small and medium scale
software companies is established in this paper. The main stages of CMMI
establishment are shown specifically. Both advantages and disadvantages are
introduced. And then this model applies to Victory Soft Corporation, as an
example. This model provides a reference template for Chinese small and medium
scale software companies who are seeking appropriate software development
project management model.

Keywords Project management �Capability maturity model integration (CMMI) �
Software process improvement (SPI) � Victory soft corporation

140.1 Introduction

Many software projects fail finally for the lack of good project management. Since
the 1980s, the rapid software expansion in scale followed by thorough project level
risk has prompted people to ‘‘seek better ways to develop and evaluate software’’
[1]. Among them, the Capability Maturity Model Integration (CMMI) is becoming
very popular worldwide as an industry standard of software process improvement
(SPI) because of the level of details and breadth covered [2].
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In recent years, growing numbers of software development organizations are
focusing on the guiding role of the CMMI in helping develop higher-quality
software and reach their desired goals. However, many of them appear to have no
idea on what are capability maturity models and how to follow the SPI initiatives
based on process capability maturity models like CMMI [3].

In this paper, the basic theoretical knowledge of CMMI will be introduced
briefly in Sect. 140.2. The establishment and application of a specific project
management model based on the CMMI is proposed in Sects. 140.3 and 140.4,
respectively, taking Victory Soft Corporation as a case. The conclusions are
presented in Sect. 140.5.

140.2 CMMI Overview

CMMI is the successor to the capability maturity model (CMM), it is consistent
with the international standard ISO/IEC 15504 [4]. The first version of CMM
was developed in 1987 [5]. From then on, SEI has published several modules of
CMM based on different architectures, contexts and methods. A model called
Capability Maturity Model Integrated (CMMI) was published in 2000, and
CMMI Version 1.1, 1.2 and 1.3 were published then. The major change in
CMMI V1.3 is the support of Agile Software Development, improvements to
high maturity practices and alignment of the representation (staged and contin-
uous) [6].

CMMI is a fusion of multi-disciplinary, scalable product sets [7]. It provides a
single integrated framework for improving an organization’s process. The new
integrated model framework eliminates the inconsistency of the various models,
and it also increases transparency and understanding, and establishes an auto-
mated, extensible framework [8].

A Process Area (PA) is a cluster of related practices in an area. A process area
is satisfied when company processes cover all of the generic and specific goals and
practice for that process area. Selection priority of process areas is a big part of the
establishment of CMMI [9]. All twenty-two of The CMMI Process Areas (PAs)
can be grouped into the following four categories: process management, project
management, engineering and supporting.

CMMI originated in the United States, widely promoted in Japan, Europe,
Taiwan, India and other regions. Especially in India, the rate of IT companies
adopted the CMMI even more than the United States. According to SEI statistics,
most organizations assessed at CMMI Level 5 in the world are India’s software
enterprises. However, research and application of CMMI in China is still in its
infancy. Less than 200 of Chinese IT companies are assessed at CMMI Level 2–5
respectively and among them, no more than 20 at CMM/CMMI Level 5, including
Motorola, Huawei, Neusoft, UF, and BearingPoint. Five maturity levels of CMMI
have developed as Fig. 140.1.
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140.3 Establishment of CMMI Model

For small and medium scale software companies, level 3 of CMMI is sufficient. In
this paper, a model of level 3 is established according to the practice of the Victory
Soft.

In order to choose the suitable CMMI level for the company, the company
appraisers should firstly reassess the existing progress of implementation, to
identify whether the company has reached the key PAs goal of the CMMI.
According to identified differences and problems during the investigation, coun-
selors of company should improve every process of the KPAs respectively. The
standard software processes can be regarded as a set of perfect process system
documents by redefining, integrating, supplementing and improving the com-
pany’s existing software process in accordance with the requirements of the
CMMI model.

Each process area in the company’s standard system documentation is corre-
sponding to the CMMI standard procedure. Limited by the paper length, only one
of the process areas which demands management process, is chosen to demonstrate
how the processes support the process goals of the CMMI model standards.

Software requirements management activities run throughout the entire project
life cycle. The purpose of the requirements definition is to form a clear, complete,
consistent acceptance and testable requirements specification which is approved by
project’s stakeholders unanimously. The requirements definition process is shown
in Fig. 140.2.

Requirements change control is used to deal with changes in demand, in
accordance with the process of ‘‘Change Request–Approval–Change–Reconfir-
mation’’. It can prevent changes in demand from being out of control. Figure 140.3
shows the requirements change process.

Demand tracking is to ensure that products will be developed to establish and
maintain the ‘‘requirements traceability matrix’’, it means to make the project

Fig. 140.1 The five maturity
levels of CMMI

140 Establishing a Project Management Model Based on CMMI 1263



benefit in audit, impact analysis, maintenance, tracking, redesigning, reusing, risk
reducing, testing, etc. Figure 140.4 shows the demand tracking process.

140.4 Application Examples

140.4.1 Background

The Victory Soft Corporation is a medium scale IT company established in 2002,
mainly oriented to the major domestic oil and petrochemical companies, this
company mainly focus on product development and consulting services such as
oil–gas exploration and development, petroleum engineering, production man-
agement, data management and professional software. In February 2007, Victory
Soft implemented CMMI L3 appraisal and certification at the organizational level.

In this paper, the developing process of ‘‘Sinopec International Petroleum
Company (SIPC) exploration information system’’ is chosen to show the appli-
cation of CMMI L3 model established above. SIPC was built up as a set of
integrated information system combined with information collection, storage and
comprehensive application to meet the needs of business management such as

Fig. 140.2 Requirements definition process of company

1264 X. Wang et al.



planning, implementation, controlling of oil field exploration projects. The
development of the system involved Cross-sectional collaboration, multi-compa-
nies cooperation in different places, which is a large project with difficult man-
agement and much potential risk which is necessary to manage the risks of the
project by CMMI model.

140.4.2 Risk Management Practices Based on CMMI L3

The purpose of risk management is to identify the potential problem so as to make
plans on how to deal with risks at stages in whole life cycle of the project and take
necessary measures to ease unfavorable influences.

Before the Victory Soft CMMI standard system document formed, the company
seldom has any awareness about project risk management. And now, all processes
about risk management were defined such as risk planning, risk identification and
analysis, risk tracking and risk management measure. The risk influence (I),
possibility (P) and risk factor (R) was defined by R = P*I. According to risk
severity with schedule delays and budget overruns, the risk factors were catego-
rized in 1–5 grades while risk possibility is divided respectively into 0–0.2,

Fig. 140.3 Requirements change process of company
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0.2–0.4, 0.4–0.6, 0.8–1. Based on the risk factors, the company formulated risk
management strategies to avoid, transfer, slow, and accept.

In the implementation of SIPC, the detailed risk planning that the project team
made according to the standard system documents of Victory Soft is shown in
Table 140.1 as follows.

140.4.3 Analysis of Project Management Performance

With the various specified process management based on CMMI standard system
and the risk management strengthened in SIPC exploration information system
project, the risk factor reduced by 9.02 %, lower than previously expected, both
the project schedule and costs were controlled in targeted range.

With the experience gained and social benefits perspectives, the establishment
of a CMMI standard process system strengthened the staff’s consciousness of
software quality. It upgraded the project management level and software quality as
well as the productivity, it constructed a good environment of software develop-
ment with a set of project management methods and communication tools, it also
improved customer satisfaction and enterprise images, all of these will finally
bring to the business growth for the company.

Fig. 140.4 Demand tracking processes of company
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There were still some problems to be resolved in the implementation of CMMI
as well. According to CMMI standards, most of the project status and necessary
data should be recorded in documents when a project had been finished. In Victory
Soft Corporation, a large number of daily document recording and report writing
tasks according to CMMI requirements would take project manager’s lots of time
and energy, which discouraged in largely project managers to promote the
implementation of the CMMI, it would result in the progress of CMMI imple-
mentation relatively slowly. Some records and reports on key process areas
management eventually became a mere formality, which reduced the effects of
CMMI to project management and software process improvement.

Table 140.1 Risk management planning in SIPC

Sources
of risk

Risk category Risk description Risk
factor

Mitigation
strategy

Internal
risk

Technical risk Whether it’s new for project team 4 Acceptance
Whether to gather all the quality

metrics of software project
0.4 Avoidance

Whether the software to be develop is
connected to the software that
developer provides

2.4 Acceptance

Development
environment risk

No available project management tools
results in low efficiency of project
management

1.6 Avoidance

Project team members have training of
each tools

1.6 Avoidance

The number of
personnel and
experience-
associated risk

Whether it has enough staff available 1.6 Avoidance
Whether developers can participate in

the whole project
2.4 Acceptance

Whether there are appropriate
personnel available

1.6 Avoidance

Product scope risk Without loc or fp to estimate product
size result in the estimation without
objective basis

2.8 Acceptance

Business risk Cost consumption by delay delivery 1.5 Transfer
Particular project risk Risk caused by inadequate

collaborative development between
the project team and technical
personnel

2.4 Mitigation

Database project cooperation 2 Acceptance
Miscommunication in the combination

with database project
3 Mitigation

External
risk

Technical risk Whether users need to create new
algorithm or input and output
technology

1.2 Transfer

Particular project risk Cooperation with other companies and
the quality control of products
provided

4 Acceptance
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140.5 Conclusion

In this paper, a complete practical project management model based on the CMMI
is proposed to demonstrate how to apply the standard system about software
process improvement for small and medium scale software companies. CMMI
helps software enterprises to manage projects and improve processes, to simplify
the actions of key process improvement based on CMMI standards. With the
increase of the company scale, the higher level of CMMI should be paid more
attention to. Therefore, the lever 4 or level 5 of CMMI can be constructed on the
basis of this paper, which is the further goal of this research.
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Chapter 142
An Improved Risk Assessment Expert
System for Elevator in Use

Yingjie Liu, Xingjun Wu, XinHua Wang, Weixiong Wang,
Yuechao Song, Guojian Huang and Xinhua Wang

Abstract Traditional risk assessment method for elevator in use only focuses on
objective factor, but many accidents in elevator are caused by subjective factors.
This paper proposed an risk assessment method focusing on all the subjective and
objective factors such as the design, manufacture, installation, maintenance, use,
inspection elements, an weighted coefficient for considering the influence of dif-
ferent elements to the risk has been obtained by using the statistical experts
opinions, then the risk level of the analyzed elevator can be obtained with the
expert system, some suggestions are given according to the risk assessment results
for improving the safety level of elevator in use. An example is given to illustrate
how the proposed system is applied.

Keywords Elevator in use � Risk assessment � Compulsory inspection � Risk
level

142.1 Introduction

The incidents of elevator have resulted in great loss in human life and aroused
panic in our society, so more things should be done to prevent the incident and
better improve the safety level of elevator. However, since the causes of incidents
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vary, it can be seen that most incidents resulted mainly from ignoring the safety
rules by its users, and then is the manufacture and installation [1]. The cause of
incident of elevator is influenced by both the objective and subjective factors. Risk
assessment method can be employed to analyze those factors. Risk assessment
which was firstly applied in process control system started in 1970s, now this
technique are extended to other field such as transport system and management
project [2]. The ISO standard of risk assessment was published in 2006 [3], which
provides a general method to synthesize the risk level of the evaluated elevator and
it can be seen that the analysis process in this standard is heavily dependent on the
knowledge of risk assessors, and the considered factors are mainly on the objective
factors of elevator. Shanghai Jiaotong university used safety checklist and database
method to carry out risk assessment of elevator in use, in which the elevator
system was divided into 11 subsystems, then the probability of the incident as well
as the consequence of incident of each subsystem were analyzed, and finally the
risk level of elevator can be obtained [4]. Risk assessment technique was used in
safety function verification process by TUV [5]. Risk assessment system has been
developed for facilitating the determining the inspection period of the elevator, the
obtained results help to determine the inspection period for elevators [6]. A risk
based method aimed at facilitating the maintenance work for elevator has been
proposed, its considered factors were also focused on objective factors [7].

Up to now, a systematic risk assessment expert system for elevator in use which
considers all subjective and objective factors has not been developed, this paper
addresses to this issue aiming at quantifying the risk value of the assessed elevator
for ensuring the safety of elevator users as well as elevator technicians.

142.2 The Structure and Subsystem of the Risk Assessment
Expert System for Elevator in Use

142.2.1 The Structure of Risk Assessment System

The risk value of elevator is defined by combining the probability of incident with
the severity of incidents which is shown in Fig. 142.1. The probability of incident
is related to both subjective and objective factors such as the factors caused by
design, manufacture, installation, maintenance, retrofit, and use of elevator,
management of elevator as well as inspection of elevator. The severity of incidents
is composed of three components such as trapped time in elevator, social impact,
and emergency rescue effect.
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142.2.2 The Subsystem Considering in Risk Assessment
Expert System

The details for subsystems of the probability of incident are given in Tables 142.1,
142.2, 142.3, 142.4, 142.5, 142.6, 142.7, 142.8. Take the probability of incident
caused by design subsystem for example, the elevator design quality contributes to
the probability of incident, A four-component first layer subsystem is suggested in
Table 142.1, and it is necessary to figure out how to chose the weighted coefficient
of those components such as the level of design company u11, the integrity of
design document u12, the evaluation result of design project u13, the content
of design document u14 by expert’s opinions. To further investigate the influence
of the content of design document, a three-component second layer subsystem is
also developed, the characteristic value of those three considered components for a
specific assessed elevator such as the calculation of traction ability, the verification
of structure strength, the verification of safety component function are determined
by risk assessors in accordance with an specified criterion, and its weighted
coefficients are also obtained through expert’s opinion. The rest subsystems are
shown in Tables 142.2, 142.3, 142.4, 142.5, 142.6, 142.7, 142.8.

The subsystem of the severity of incident is given in Table 142.9.

Caused by retrofit;
Caused by user;
Caused by management;
Caused by inspection.

Risk assessment

Probability of incidents Severity of incidents  

Caused by Design; 
Caused by manufacture; 
Caused by installation;
Caused by maintenance;

Trapped time;
Society impact; 
Emergency rescue effect. 

Fig. 142.1 The risk assessment method for elevator

Table 142.1 The influence of design to the probability of incident

Influenced factor First layer subsystem Second layer subsystem

Caused by design,
u1

The level of design company, u11

The integrity of design document, u12

The evaluation result of design project,
u13

The content of design document, u14 The calculation of traction
ability
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Table 142.2 The influence of manufacture to the probability of incident

Influenced factor First layer subsystem

Caused by manufacture, u2 The level of manufacture company, u21

The integrity of manufacture document, u22

The quality of core components, u23

The results of certification test, u24

Table 142.3 The influence of installation to the probability of incident

Influenced factor First layer subsystem

Caused by installation, u3 The level of installation company, u31

The quality of installation technician group, u32

The installation quality of core components in elevator, u33

The quality of self inspection, u34

The results of compulsory installation inspection, u35

Table 142.4 The influence of maintenance to the probability of incident

Influenced factor First layer subsystem

Caused by maintenance, u4 The level of maintenance company, u41

The content of maintenance document, u42

The quality of maintenance technician, u43

The maintenance quality of elevator, u44

Table 142.5 The influence of retrofit to the probability of incident

Influenced factor First layer subsystem

Caused by retrofit, u5 The analysis performed before retrofit, u51

The quality and performance of the retrofit company, u52

The performance of technicians, u53

The category of retrofit, u54

The results of self retrofit inspect, u55

The results of compulsory retrofit inspection, u56

Table 142.6 The influence of use of elevator to the probability of incident

Influenced factor First layer subsystem

Caused by use of elevator, u6 The specification of elevator, u61

The condition of environment, u62

The condition of running state, u63

The previous incidents record, u64
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142.2.3 The Expert Weighted Factor for the Risk Assessment
System

All the considered factors mentioned above in Tables 142.1, 142.2, 142.3, 142.4,
142.5, 142.6, 142.7, 142.8 are listed in a question form and sent to 25 experts in
elevator field to obtain the weight coefficients which shown in Table 142.10. The
collected data is processed with an average method given in Eq. 142.1,

wi ¼
X

n

j¼1

wij=
X

p

i¼1

X

n

j¼1

wij

 !

ð142:1Þ

142.2.4 The Calculation Process for the Risk Value
of Elevator in Use

To obtain the risk value of elevator in use R, the probability of incident P and the
severity of incident S must be calculated first. The two parameters can be calcu-
lated through combining the elevator running characteristic matrix R and the
elevator running impaction matrix M with the proposed expert weight co efficiency

Table 142.7 The influence of management of elevator to the probability of incident

Influenced factor First layer subsystem

Caused by management of elevator, u7 The rule of elevator management, u71

The integrity of safety documents, u72

The capability of elevator keeper, u73

The set of safe signs, u74

Table 142.8 The influence of inspection of elevator to the probability of incident

Influenced factor First layer subsystem

Caused by inspection of elevator, u8 The quality of Inspection technicians, u81

Inspection performance, u82

Inspection result, u83

Table 142.9 The factors contribute to the severity of incident

Influenced factor Subsystem

Trapped time, u1
0 The arrived time for rescue time, u11

0

The real rescue time, u12
0

Social impact, u2
0 Flow rate of people using the elevator, u21

0

Impacted zone when incident happened, u21
0

Emergency rescue, u3
0
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matrix U, U’. Matrix R and M shown in Eq. 142.2 are given by the risk assessment
technicians through checking and marking every subjective and objective aspects
of the assessed elevator specified in the developed expert system.

R ¼

r11 r12 � � � r1n

r21 r22 � � � r2n

..

. ..
. ..

.
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..

. ..
. ..

.

mm1 mm2 � � � mmn

0

B

B

B

@

1

C

C

C

A

ð142:2Þ

The probability of incident of elevator P can be obtained by Eq. 142.3,

P ¼ U � R ð142:3Þ

The severity of incident of elevator S can be obtained by Eq. 142.4,

S ¼ U
0 �M ð142:4Þ

The traditional risk value Rt is then calculated by Eq. 142.5.

Rt ¼ 102 � P � S ð142:5Þ

Because an active on line state monitoring network including 1000 elevators
has been built in our academy, it is reasonable to assume that on line monitoring
date reflecting the risk level of elevator to some extent, it is a good complementary
to the expert system. So an-on-line monitoring date based correction co efficiency f
is used.

f ¼
X

8

i¼1

riwi

,

X

8

i¼1

ri ð142:6Þ

Table 142.10 The obtained weight coefficient for risk assessment expert system

Weighted coefficient U for the probability of incident P
Design u1

(0.124)
u11(0.210) Installation u3

(0.137)
u31(0.160) Use of elevator u6

(0.120)
u61(0.173)

u12(0.176) u32(0.237) u62(0.283)
u13(0.386) u33(0.215) u63(0.258)
u14(0.228) u34(0.183) u64(0.286)

Manufacture u2

(0.118)
u21(0.227) u35(0.205) Management of elevator

u7 (0.121)
u71(0.248)

u22(0.207) Retrofit u5

(0.126)
u51(0.184) u72(0.218)

u23(0.328) u52(0.163) u73(0.264)
u24(0.238) u53(0.192) u74(0.270)

Maintenance u4

(0.143)
u41(0.237) u54(0.133) Inspection of elevator u8

(0.111)
u81(0.340)

u42(0.201) u55(0.155) u82(0.332)
u43(0.279) u56(0.174) u83(0.328)
u44(0.283)

Weighted coefficient U’ for the severity of incident S
u1
0(0.312) u11

0(0.491) u2
0(0.353) u21

0(0.520) u3
0(0.335) u31

0(1.00)
u12
0(0.509) u22

0(0.480)
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where ri is the occurrence rate of the individual incidents and wi is the corre-
sponding weight of the individual incidents.

The final modified residual risk value of elevator in use can be obtained by
Eq. 142.7:

Rs ¼ 102 � f � P � S ð142:7Þ

The obtained residual risk value Rs for the monitoring elevator is then classified
into five levels which are given in Table 142.11. Level I indicates that the assessed
elevator is in good condition, there is no need to add extra safety measures for
elevator, the level V shows the elevator is in the worst state, if the elevator is in the
state, it is possible that some safety components is out of function, and/or the elevator
is in bad management condition. The low value components of R and M indicate that
the corresponding factors should be improved to prevent user from being injury by
the possible incident happened in elevator. The user of elevator should take some
measurements to reduce the risk level of elevator if the elevator is above level II.

142.3 An Example of Application of The Risk Assessment
Expert System for Elevator in Use

Take a hotel elevator in Guangzhou as the risk assessed elevator. The floor of
elevator is seven, the rated speed is 1.0 m/s, the rated capacity is 1000 kg. The on
line monitoring statistical date is given in Table 142.12. The start number of this
elevator is 485423 per year.

The correction co efficiency f is 0.175 calculated with Eq. 142.6:
Matrix R and M are given by the risk assessment technicians which are shown

in Eqs. 142.10 and 142.11.

R ¼

0:1 0:2 0:1 � 0 0
� 0:1 0:3 � 0 0

0:2 � 0:2 � � 0
� � � � 0 0

0:1 0:15 0:2 � � 0:2
� � � 0:1 0 0
� � 0:2 � 0 0
� � 0:15 0 0 0

2

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

5

M ¼ 0:1 0:2
0:3 0:1

ffi �

ð142:8Þ

Table 142.11 The criterion
for classifying the residual
risk level of elevator in use
elevator in use

Risk level Elevator state Risk value

I Good [0, 10)
II Acceptable [10, 25)
III Need minor improving [25, 40)
IV Bad [40, 60)
V worst [60, 100]
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Then one component of the probability of incident p1 given with Eq. 142.9,

P1 ¼
X

j

u1j � ðr1j þ
X

k

u1jk � r1jkÞ ¼ 0:13 ð142:9Þ

The total probability of incident can be obtained with Eq. 142.10,

P ¼
X

i

ui � Pi ¼ 0:24 ð142:10Þ

The severity of the incident can also be obtained with Eq. 142.11,

S ¼
X

i

u0i � Si ¼ 0:35 ð142:11Þ

The modified residual risk value for monitoring elevator in use is shown in
Eq. 142.12,

Rs ¼ 102 � 0:175 � 0:24 � 0:35 ¼ 1:47 ð142:12Þ

The residual risk value is compared with the suggestion value in Table 142.11,
it can be seen that the assessed elevator is at level I and in good condition, so there
is no need to take extra safety measurement to enhance the safety level of the
assessed elevator.

142.4 Conclusion

An improved risk assessment expert system for elevator in use is developed to
quantify the residual risk level of elevator. Since all the subjective and objective
factors involved in risk assessment work are considered in the proposed expert
system, it is believed that the expert system can provide more information than the
traditional one and the weighted coefficient of the risk assessment system have
been obtained through investigating the statistical expert opinion, moreover, an
correction coefficient for risk assessment obtained with the on line monitoring date
of the assessed elevator is also introduced to modify the traditional risk value, an
example of application of this risk assessment expert system is also present.
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Chapter 143
Real-Time Service Integration Based
on Business Process Execution Language

Le Zhao, Peng Xu and Ting Liu

Abstract In order to make the user-level service composition feasible, a real-time
service integration based on Business Process Execution Language (BPEL) is put
forward, which could execute a BPEL process by user’s selection. By designing a
system structure of real-time service integration based on BPEL, the difficulty
waiting to figure out is summarized as the one-off recipient and keeping the
business logic order unchanged. For illustration, the authors propose solutions on
three aspects as message dependency, converting directed acyclic graph to
workflow and the implicit message dependency. The results show that achieving
one-off recipient should be accompanied by automatic processing all the data
items entry inputting and listing the relevant recipients, together with real-time
returning to the client after all the processes were completed. And if there is no
data dependency between the processes selected, it should take the principle of
parallel processing to reduce the overall process cycle; otherwise, it should be
executed in order.
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143.1 Introduction

An important way of Web Service Composition is the workflow-based method [1].
Web Service could be seen as a business process and its composition as a com-
bination of execution of the different business processes. The workflow-based Web
Service Composition could be from the following two levels [2, 3], which are Web
Service Choreography and Orchestration.

The standard of Web Services Choreography and Orchestration is Web Services
Choreography Description Language [4] and Business Process Execution Lan-
guage (BPEL) [5] respectively, that the former describes interactive behavior of
Web Service Composition from a global perspective but the latter describes from a
local perspective. BPEL has been enjoyed by the majority of people of all ages,
with using an executable center process to cooperate with the service interaction.
The overall goal, interrelated business and order of service invoking are all con-
trolled by this center process. This centralized management enables services to add
and delete with no understanding the interaction of each other, and allows com-
pensating in the case of coming forth error or abnormity. The result can be seen as
a new service, which can be executed by invoking other services [6]. As the same
way of other orchestration, the design and publishing of BPEL needs technician’s
participation, and the user-level service composition is not yet feasible.

Therefore, a real-time service integration based on BPEL has been put forward,
which could execute a BPEL process by user’s selection. It explains how the
system automates the generation of BPEL processes after users’ selection as a real-
time mode. We design a system structure of real-time service integration based on
BPEL, which generates the BPEL by analyzing various business stakeholders’
Web Service Description Language interface thereby determining the dependence
of each business order, together with maintaining the existing business logic. This
mode not only enhances the local parallel processing, but also makes the overall
processing time reduced.

143.2 Problem Statement

Suppose that SH is a finite set of n-business stakeholders, which is composed by
sh1, sh2, sh3…,shn. Each stakeholder has input, output and interface with specific
Web Service Description Language (WSDL). For any shi, here mark its input as
SHi

in and output as SHi
out (which both or either is a set of standard data structure

which is based on XML Schema).
Then the difficulty waiting to figure out by the real-time service integration

based on BPEL can be summarized hereinafter.
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(a) How to achieve the one-off recipient. It is the premise that the real-time service
integration performs combination. Naturally it is noteworthy that the system
how to achieve the one-off recipient and return the output material to the client
after running.

(b) How to keep the business logic order unchanged. The new combined business
logic order is from sh’1 to sh’k. But if the intersection set of SHi

out and SHi+1
in is

an empty set, with the former being the output of sh’i and the latter being the
output of sh’i+1, they could be parallel executing. And then the question of
how to keep the business logic order unchanged and keep parallel executing at
the same time is worth studying.

143.3 System Structure

Since all businesses are managed by one central service, and all stakeholders
provide input and output interfaces, here using BPEL to control the integration of
business processes is especially suitable. As shown in Fig. 143.1, there is the
system structure.

It could be seen that the system open two interfaces up, and client interfaces
receive business options to combine a new business. When system receives this
composition sequence, the BPEL Generating Module could combine the Stake-
holder. It is worth noticing that all the businesses combined are required to provide
an interface for BPEL invoking since it is the active invoker. After the integration,
system will publish it to the BPEL engine and open the interface for clients to
invoke, and the latter will receive the Business Information Input. System will
execute the BPEL after clients submit the entered information.

Take the business integration of existing property transaction and mortgage as
an example. As shown in Fig. 143.2, there is a new business process integration.

At the acceptance stage, BPEL accept input from clients. When system execute
to the transact business step, the input information of the ‘transact’ will be as
parameters to invoke the distal end of ‘Transaction Business’. Well, the latter will
return result to BPEL after completing its execution. Similarly, the mortgage
business will go through the same process. Finally, the system will output all
material to return to the clients.

143.4 Solutions

The role of BPEL is to coordinate all the business processes, being able to truly
reflect the user requirement at run time. Due to the current system supports users in
a linear sequence of combined businesses, BPEL could also be simply design as
serial implementation of the individual processes. This method is simple and
effective, with no violation of the original intention of the users, but its execution
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efficiency is very low. Execution time of the business composition will be the sum
of the separate process. Here, it is proposed that a solution makes the workflow
design as serial basis but achieve as local parallel.

143.4.1 Message Dependency

Before introduce how to implement the local parallel, it is necessary to give some
definition and hypothesis.

Definition 1: One business here is marked as shi, that has one input set and an
output set, with the former marked as SHi

in and the latter as SHi
out. Both of each

element in the set is called a message. When one business A’s one input message
needs business B’s one output message as a parameter, it is called that A relies on B.

Definition 2: It is said that two messages are the same, if and only if the two
message data structures (XML Schema) is exactly the same.

Hypothesis 1: It does not appear business loop dependence, in other words,
there could be some service like shi, shi+1,…,shj, existing shi depends on shi+1,
shi+1 depends on shj+1, …, shj depends on shi.

After the user selects all businesses require to be combine, the system can set up
all the dependencies between those businesses through the analysis of the input
and output messages. Because there is no business loop dependence existing, the
dependency of all business is a Directed Acyclic Graph (DAG), as shown in
Fig. 143.3. The ‘source’ means BPEL client input; accordingly ‘destination’
indicates its output. The nodes represent the business to be invoked, out-edges and
in-edges represents the message output and input respectively.

143.4.2 Converting DAG to Workflow

Before introduce converting DAG to workflow, it is necessary to raise two theorems.
Theorem 1: DAG is DAG even if one or more nodes of its own are removed.
Theorem 2: There is at least one in-degree with node being zero in DAG,

which is the sum of the number of in-edges.

source destination

Fig. 143.3 Demonstration of
DAG
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When system establishes the dependencies of services, there will be a DAG
taking shape. By the theorem 2, there is some in-degree with node being zero in
DAG. Firstly, parallel execute those zero nodes, then delete them from DAG, and
then get a graph that remains a Directed Acyclic Graph. Now just repeat the
previous action, none of the nodes in the graph.

The following is the algorithm pseudo code.

This algorithm of Create_linear_process could successfully convert DAG to
Workflows. Set the DAG as input and also BPEL as output. At first, assign the
BPEL to empty; while the DAG has vertices, run its while loop. In accordance
with this conversion, it could maximize the execution parallelism. For example, if
Business 20s input doesn’t need the support of Business 10s output, they can appear
as such form in Fig. 143.4.

143.4.3 The Implicit Message Dependency

In some special cases, it cannot be judged the relationship between the nodes
simply by the DAG. In other words, there may be some implicit dependencies

BPEL

accept

Business1

invoke
Invoking 
Business1

Invoking 
Business2

material 
return 

return
results

Business2

invoke

return
results

Fig. 143.4 An example of parallel business based on BPEL
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between the nodes and could not be described by the DAG. The following will
give an example to illustrate.

Suppose that the user has selected sh’1, sh’2, sh’3, …, sh’k to combine, with sh’i

and sh’j (i \ j) not only among the selected items, but also having no dependence.
However, if the business end of their own from one process, there may be an
implicit dependency existing.

As shown in Fig. 143.5, there are two inputs and outputs respectively in one
process, together with providing two services outward marked sh’i and sh’j. Set the
input and output of sh’i as SH’i

in and SH’i
out; similarly, the sh’j’s marked SH’j

in and
SH’j

out. When users select sh’i and sh’j in the combined business, the system is
likely to execute the sh’i prior to sh’j only relying on the input/output dependen-
cies. In fact, successful invoking is needed between them, in other words, the
former depend on the latter. It is an implicit dependency which cannot be repre-
sented in the DAG.

Possible result of this implicit dependency system will produce a deadlock; that
is, when system executes the sh’i prior to sh’j, the returning value of the former
needs the latter’s input.

The system will never be able to invoke sh’j’s input for being waiting along.
For these problems, we propose the solution that, if there are a number of

business processes from the same service interface in the business composition in
question, these services allow only parallel execution instead of being sequential.

143.5 Conclusion

The authors propose solutions on three aspects as message dependency, converting
directed acyclic graph to workflow and the implicit message dependency. It
explains how real-time the system automates the generation of BPEL processes.
The system generates the BPEL by analyzing various business stakeholders’ Web
Service Description Language interface thereby determining the dependence of
each business order, together with maintaining the existing business logic.

sh’i
input

inputting

sh’j
input

sh’j
output

sh’i
output

returning

returning

inputting

SH’i
in

SH’i
out

SH’i
out

SH’j
in

Fig. 143.5 An example of
implicit message dependency
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It is shown that achieving one-off recipient should be accompanied by auto-
matic by processing all the data items entry inputting and listing the relevant
recipients, together with real-time returning to the client after all the processes
were completed. And if there is no data dependency between the processes
selected, it should take the principle of parallel processing to reduce the overall
process cycle; otherwise, it should be executed in order. This mode not only
enhances the local parallel processing, but also makes the overall processing time
reduced.
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Chapter 144
City Logistics Network Design
and Optimization Under the Environment
of Electronic Commerce

Yan Jiao, Dong Wang and Canquan Li

Abstract With the increasing consumer demand of online shopping, the necessity
and significance of research on city logistics network are implicated. In this study,
a model is developed to describe urban distribution network problem and minimize
the costs of network logistics construction. Based on the order needs and distri-
bution service level people proposed, the urban distribution system model is built,
with taking consideration of the order density and distribution station service
radius. The principle of the genetic algorithm combined with taboo search algo-
rithm is described and proposed to find the solution to the model. The results of
calculation indicate that the distribution system developed in this study is more
economical and effective than the original one, and the validity of the proposed
methods is demonstrated.

Keywords E-commerce � Urban distribution � Urban logistics � Genetic
algorithm

144.1 Introduction

With the emergence and development of electronic commerce, the frequency of
online shopping increase, the purchasing patterns of goods are more diverse and
consumers demand better online shopping experience. Therefore, higher request
on the service level of the urban logistics in the e-commerce environment is
demanded, which creates new opportunities and challenges for city logistics. With
the fact of the construction level of urban logistics network system in China, the
current logistics infrastructure of some cities can only meet the low level, low
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efficiency and small range of distribution service [1]. Many experts and scholars
had proposed some solutions to solve the problem. For example, some Chinese
scholars, such as Jinghui Tao, etc., consistently suggested that the improvement of
both the city and regional logistics network services for distribution contributes to
the whole logistics distribution system [2, 3]. Eiichi Taniguchi [4] and Gaetano
Fusco [5] utilized the computer technology to develop a model to optimize and
calculate the location planning of city logistics terminals. The reasonable and
effective city logistics distribution system was presented in this paper and verified
in a certain city.

144.2 City Logistics Network Model

144.2.1 City Logistics Network Problem Description

The urban area is divided into a number of city traffic zones by the urban main roads
as boundaries. One or more city traffic zones share a distribution station, where
citizens can take the packages themselves or request a door-to-door delivery. Direct
delivery from the warehouse to plenty of distribution stations is not realized
because that several depots is needed in which goods from the warehouse are
further sorted and transshipped to distribution stations. The solution of the above
problem has been made by designing a three-echelon freight distribution system.
The design of a three-echelon freight distribution system includes the following
decisions: location decisions; allocation decisions; routing decisions. Obviously,
transportation tools used in the first echelon are different from that of the second
echelon. With the designed transportation tools in the third layer, citizens may
sometimes take the packages themselves. In Fig. 144.1 a schematic representation
of a three-echelon freight distribution system is provided (Fig. 144.1).

Fig. 144.1 An example of a three-echelon freight distribution system
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144.2.2 City Logistics Network Model Design

-Sets:
W = {1,…, w} set of the possible warehouse locations;
D = {1,…, d} set of the possible depot locations;
S = {1,…, s} set of station locations;
Z = {1,…, z} set of zone;
G = {1,…, g} set of first echelon vehicles, urban trucks;
V = {1,…, v} set of second echelon vehicle, city freighters.

-Parameters:

CCdepot
i

fixed cost for opening a depot i, i 2 D;

CCstation
i fixed cost for opening a station i, i 2 S;

CG fixed cost for using an urban truck;
CV fixed cost for using a city freighter;
qj order density of zone j, j 2 Z;
Pzone

j processing cost of each order in every zone j, j 2 Z;
Ozone

j forecast quantity of orders in every zone j, j 2 Z;

OCstation
i number of orders a station can operate once, i 2 S;

Rstation
i the longest distance a station can serve, i 2 S;

CTwarehouse�depot
ij

transshipment cost from i to j, i 2 W [ D; j 2 W [ D;

CTdepot�station
ij

transshipment cost from i to j, i 2 S [ D; j 2 S [ D;

ðxstation
i ; ystation

i Þ coordinate of station, i 2 S;

ðxdepot
j ; ydepot

j Þ coordinate of depot, j 2 D;

xdepot
i

0–1 variable, 1 if depot i is selected, 0 otherwise, i 2 D;

xstation
i 0–1 variable, 1 if station i is selected, 0 otherwise, i 2 S;

tg 0–1 variable, 1 if urban truck i is used, 0 otherwise, i 2 G;
tv 0–1 variable, 1 if city freighter i is used, 0 otherwise, i 2 V ;
rg

ij 0–1 variable, 1 if i is in front of j, 0 otherwise,
i 2 W [ D; j 2 W [ D;

rv
ij 0–1 variable, 1 if i is in front of j, 0 otherwise,

i 2 S [ D; j 2 S [ D;
xstation�zone

ij 0–1 variable, 1 if zone j is served by station i, 0 otherwise,
i 2 S; j 2 Z;

xdepot�station
ij

0–1variable, 1 if station j is served by depot i, 0 otherwise,
i 2 D; j 2 S;
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-Formulation:
Minimize

X

s

i¼1

CCstation
i xstation

i þ
X

d

i¼1

CCdepot
i xdepot

i þ
X

g2G

CGtg þ
X

v2V

CVtv

þ
X

s

i¼1

X

z

j¼1

Pzone
j Ozone

j xstation�zone
ij xstation

i þ
X

v2V

X

i2D[S

X

j2D[S

CTdepot�station
ij rv

ij

þ
X

g2G

X

i2W[D

X

j2W[D

CTwarehouse�depot
ij rg

ij ð144:1Þ

Subject to

ðxstation
i � xzone

j Þ2 þ ðystation
i � yzone

j Þ2xstation�zone
ij �Rstation

i i 2 S; j 2 Z ð144:2Þ

X

z

j¼1

xstation�zone
ij Ozone

j �OCstation
i i 2 S ð144:3Þ

X

i2S

X

j2Z

xstation�zone
ij Ozone

j xdepot�station
li �OCdepot

l l 2 D ð144:4Þ

X

s

i¼1

xij ¼ 1 j 2 D ð144:5Þ

X

v2V

X

j2D[S

xv
lj ¼ yl l 2 S ð144:6Þ

X

g2G

X

j2W[D

xg
lj ¼ yl 8l 2 D ð144:7Þ

X

l2D[S

xv
lj �

X

l2D[S

xv
jl ¼ 0 8j 2 S [ D; 8v 2 V ð144:8Þ

X

l2W[D

rg
lh �

X

l2W[D

rg
hl ¼ 0 8h 2 W [ D; 8g 2 G ð144:9Þ

X

l2X

X

h2�X

X

v2V

xv
lh� yj 8j 2 S; 8X � D [ S;D � X;X \ jf g 6¼ ; ð144:10Þ

X

l2X

X

h2�X

X

g2G

xg
lh� yj 8j 2 D; 8X � W [ D;W � X;X \ jf g 6¼ ; ð144:11Þ

X

l2D[S

X

j2D

xv
lj� 1 8v 2 V ð144:12Þ
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X

l2W[D

X

j2W

rg
lj� 1 8g 2 G ð144:13Þ

X

h2D[S

ðxv
sh þ xv

shÞ � wds� 1 8d 2 D; 8s 2 S; 8v 2 V;wds ¼ ð0; 1Þ

8d 2 D; 8s 2 S
ð144:14Þ

X

h2W[D

ðxg
dh þ xg

dhÞ � wwd � 1 8d 2 D; 8g 2 G; 8w 2 W ;wwd ¼ ð0; 1Þ

8d 2 D; 8w 2 W
ð144:15Þ

X

g2G

f g
wd ¼

X

j2Z

Ozone
j ¼

X

v2V

f v
ds w 2 W ; d 2 D; s 2 S ð144:16Þ

f g
wd �UG

X

h2w[D

rg
dh 8g 2 G; 8d 2 D; 8w 2 W ð144:17Þ

UG
X

h2w[D

rg
wh � f g

wd � 0 8g 2 G; 8d 2 D; 8w 2 W ð144:18Þ

X

l2S

X

k2Z

Ozone
k xstation�zone

lk

X

j2D[S

xv
sj�UVtv 8 v 2 V

ð144:19Þ

X

w2W

X

d2D

f g
wd �UGtg 8g 2 G ð144:20Þ

The objective function (1) is the sum of four cost components: location cost for
depots and stations, fixed cost for usage of urban trucks and city freighters,
transportation cost on the first and the second echelons, the cost of the door-
to-door deliveries. Constraints (2) impose that the distance from the zone center to
the station that serves it can’t be longer than the station’s service radius.
Constraints (3) impose that the sum of all zones’ demands is not larger than the
operation capacity of the station that serves them. Constraints (4) impose that the
sum of all stations’ demands is not larger than operation capacity of the depot that
serves them. Constraints (5) impose that every zone must be served by one station.
Constraints (6) impose that every station must be served by only one city freighter
once. As the same, Constraints (7) impose that every depot must be served by only
one urban truck once. Constraints (8) and (9) impose that urban trucks and city
freighters enter into and exit from the same depot and station every time.
Constraints (10) and (11) impose that urban trucks and city freighters must serve
for more than one depot and station. Constraints (12) and (13) impose that urban
trucks and city freighters can only be attributable to one depot and station.
Constraints (14) impose that a station can be served by no more than one depot and
a station links to no more than one depot in the route of city freighter
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g. Constraints (15) impose that a depot can be served by no more than one
warehouse and a depot links to no more than one warehouse in the route of urban
truck v. Constraints (16) are the flow conservation constraints i.e. the amount of
flow leaving the warehouse and the depots is to be equal to the total orders of the
zones. Constraints (17) and (18) impose that city freighters are use in the second
echelon and urban trucks are used in the first echelon. Constraints (19) and (20)
impose that the demand assigned to a city freighter v and urban truck g has to be
less than its own capacity, if the vehicle is used.

144.3 Algorithm Design of City Logistics Network

As a typical NP-Hard problem, the urban logistics network design can’t be com-
pletely solved by a routine method. GA is an available method in network opti-
mization, while taboo search algorithm is practicable in VRP. With the combination
of GA and Taboo Search Algorithm, a new hybrid method is brought out to simplify
bi-iterative complexity and settle the local convergence of GA. Figure 144.2 shows
the frame of mixed Genetic Algorithm and Taboo Search Algorithm.

Algorithm in Pseudo Code Format is as following:
/*
* Pc: crossover probability
* Pm: mutation probability
* M: population size
* G: terminate evolution algebra G of GA
* Tf: fitness function, if any evolved individual’s fitness function is more than Tf,

then the evolution process terminates
* T: terminate evolution algebra of TS
* N: the times of searching solution’s neighbourhood
*/
initialize Pm, Pc, M, G, Tf
generate first population Pop

do
{

calculate each individual fitness F (i)
initialize an empty population newPop
do
{
select two individuals with probability from Pop according to the fitness
if (random (0, 1) \ Pc)
{

crossover the two individuals with Pc
}
if (random (0, 1) \ Pm)
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{
mutation the two individuals with Pc

}
add the two new individuals into newPop
} until (M individuals is created)
replace Pop with newPop

}until (Any chromosome outscore Tf, or breed algebra exceed G)
get the currently optimal solution Sg

initialize T, N
taboo list = null
length of tabu list = 1
Sbest = Sg

do
{

Fig. 144.2 Algorithm frame
of Genetic Algorithm
combined with taboo search
algorithm
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neighborhood numbers n = 0
calculate evaluation value Ebest of Sbest

do
{

select a new string S’ in the neighborhood of S
if(S’ is not in taboo list)
{

calculate evaluation value Elocalbest of S’
if (Elocalbest \ Ebest)
{
put S’ into taboo list
}
if (Elocalbest [=Ebest)
{
S = Slocalbest

Ebest = Elocalbest

}
n = n+1
}
}until (n [=N)
Sbest = S
put S into taboo list
t = t+1
}until(t [=T)
output Sbest

Here are the important steps of algorithm realization:

• Chromosome unicodes
A chromosome is made up of N natural numbers. Each chromosome contains
not only locations and allocations of stations and depots, but also arrangements
of transport vehicles and routs.

• Population regeneration.
The crossover operator controls the speed of personal new-generation. It is used
in both replacement of location and allocation of depots and stations and
replacement of routs and arrangements of vehicles which includes single-point
and multi-point crossover.
The mutation operator is designed to control certain chromosomal genetic
variants and improve the search capabilities of the algorithm. We use single-
point and multi-point mutation in both vehicle and rout replacement and depot
and station replacement.

• Termination condition
Taboo search algorithm is used as a reference to termination condition of the
algorithm. It avoids falling into local optimal with taboo table used to store the
local optimum and find the best solution.
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144.4 Instance of Verification

A city logistics distribution network was required to be built in Shanghai. Initially
with the support of 20 depots and 140 stations, the fact of long distribution time
and high distribution cost existed. Through calculation of mixed genetic algorithm
and taboo search algorithm, the optimization results was concluded, which is
shown in Table 144.1 compared with typical GA. As is shown in the table, not
only the number of depots and stations and the cost of logistic network per day
decrease, but also the distribution time of each order shortens and distribution cost
of each order reduces after using the mixed algorithm. From Table 144.1 we
concluded that GA mixed with TS is more efficient than typical GA, in addition
GA mixed with TS is much more optimal after 500 iterations than that of GA after
1000 iterations.

144.5 Conclusion

A three-layer model is applied to establish the city logistics distribution network in
this study. The model of one layer is based on traffic area density of stations. The
model of other layer is derived from the establishment of stations which are based
on the selected depots and optimized delivery distribution routing. At the mean-
time, optimal solution is obtained with using the genetic algorithm. Feasibility and
correctness of this study were verified with real data.
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Chapter 145
The Evolution Process of Agri-Products
Supply Chain System of
‘‘Company & Farmer’’

Jiemei Li, Youjin Gu and Hao Wu

Abstract In order to study the evolution process of agri-products supply chain
system of ‘‘company & farmer’’, a self-organization dynamic model is established
on the basis of block growth model. Then the research analyzes the stability of the
model and simulates the evolutionary process. The results show that cooperative
and competitive effects have a close relationship with the system evolution
directions. The system can be optimized by magnifying the cooperative effects.
The farmer, as the initial smaller side in the system, will be going to die when the
cooperative effect is negative. So in order to protect the farmers’ interests, it is
necessary for the government to encourage the organization of the farmers to
amplify their scale.

Keywords ‘‘Company & Farmer’’ � Agri-products Supply Chain � Evolution �
Simulation

145.1 Introduction

Agricultural industrialization is an important way to increase farmer’s income and
guide the transformation of agricultural growth mode [1] in China. During the period
of the eleventh five-year-planning, various types of agricultural industrialization
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organizations in China came up to 250,000 and the farmer professional cooperatives
reached to 370,000, the number of farmers driven by agricultural industrialization
arrived 10.7 million [2]. At present the ‘‘company & farmer’’ is a popular indus-
trialization mode in China. It has strong intrinsic rationality—it can effectively solve
the problem of internal diseconomy of scale brought by the small farmers.

However in the practice of agriculture industrialization, the cooperative rela-
tionship between companies and farmers is extremely unstable. The breaching of
contract phenomenon between farmers and companies is serious. Facing the plight
of the farmers’ interest losses, companies’ operating risk increases, economies of
scale forms difficultly.

Many scholars investigated the issues on the cooperation between company and
farmer from different angles, such as the behavior choice of the company and
farmer in participating in contract farming, and the measures of improving
cooperation stability etc. However most of the existing researches only analyzed
the superficial phenomenon of the problem. The research on the immanent evo-
lution mechanism of ‘‘company & farmer’’ system hidden behind the phenomenon
of interactive and disjointed relationship between company and farmer is lacked.

Since Prigogine put forward the Theory of Dissipative Structure and Haken
founded Synergetic in 1970s, self-organization and synergetic theory has been
widely applied in management science and system science [3]. Self-organization
theory provides a new research angle for the analysis of the formation and evo-
lution mechanism of ‘‘company & farmer’’ agricultural industrialization system.
As a complex open system, ‘‘company & farmer’’ system is a typical dissipative
system. Its development and evolution accord with the law of self-organization.

This paper attempts to establish a self-organization evolution model based on
the analysis of the system self-organization evolution mechanism. It reveals the
formation and evolution process and mechanism of the ‘‘company & farmer’’
system. It provides scientific basis of decision-making both for company and
farmers.

145.2 The Self-Organization Evolution Mechanism
of ‘‘Company & Farmer’’ System

Cooperation and competition is the natural attributes of ‘‘company & farmer’’
system. Their interactions are the dynamic sources of self-organization evolution of
the system. The degree of the interactions determines the order and stability of the
system [4]. The cooperation arising mainly from longitudinal relevance between
the company and farmers based on different value creation segment. Mainly dis-
plays in two aspects: on the one hand, enterprises rely on alliance farmers to provide
the primary products or raw materials, needn’t to rent land and establish farms
themselves. This can not only form a stable source of raw materials, but also save
a lot of capital and cost. The company can focus on product development and
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technological innovation, and then gain more profit. On the other hand alliance
farmers rely on dragon-head enterprise to sale their primary products. The farmers
not only have a stable market, but also have access to technical services, and can
share the processing value-added profit of the agricultural products.

Competition effects are mainly derived from the development difference of the
main body in the system. This kind of difference is mainly derived from two
aspects: one is from the asymmetry distribution of the cooperative income, the
other is from the development difference of main body in the system, such as
comprehensive strength, brand reputation, learning ability and adaptability. The
company is relatively large in scale, strong in economic strength and strong in
information collection and application ability. So it often holds the interest dis-
tribution initiative. While the farmers are often minor in production scale, weak
and dispersive in strength and lack of organization on their behalf. As an inde-
pendent market main body, both the company and the farmers pursue the maxi-
mizing of their own interests. Under the environment of incomplete and
asymmetric information, it has the possibility for both sides to breach the contract
because of the driving of opportunistic. When the market price is higher than the
contract price, the farmers have the strong motivation to sale their products to
market. Conversely, when the market price is lower than the contract price, the
company is inclined to buy agricultural products from the market.

In the cooperation and competition system of company and farmer, the main
function of cooperation is to make interdependence between company and farm-
ers, and change the extent of interdependence through the feedback of cooperation
benefit distribution. The main role of competition is to bring the pressure of
survival and development for the company and farmers. This kind of pressure can
not only promote the collaborative development for the company and the farmers
on the basis of different value creating segment, but also make intense contention
for the income distribution between company and farmers.

145.3 Self-Organization Model of the System

In order to quantitative analysis the cooperation and competition influence on the
scale development of the company and farmer and for researching the evolution
process of the system, a evolution model is established on the basis of block
growth model.

Block growth model (Logistic model): dx
dt ¼ rxð1� x

kmÞ ; xð0Þ ¼ x0, is put for-
ward by Verhulst—a Holland biologist, based on the research on the population
growth change law in the middle of the nineteenth Century. In the equation
r represents the inherent growth rate of population; the factor rx reflects the
population growth trend itself. Because of the block effect on the population
growth from natural resources, environment etc., and the growth rate will drop
after population growth to a certain number. And with the increase of population,
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the block effect becomes more and more large. km represents the largest popula-
tion that the natural resources and environmental conditions can accommodate,
called population capacity. The factor 1� x

km

ffi �

reflects the block effects on pop-
ulation growth because of the limited resources. Block growth model can not only
describe the population and many species variation law, but also has a wide range
of applications in social economic fields [5].

The scale of company and farmer on the one hand expands constantly because
of the inherent growth rate, on the other hand the growth rate slows down because
of the constraints of resources and environment. And finally tends to a steady
value. In addition, the company and the farmer can break their own maximum size
limits and reach a higher state due to the cooperation. At the same time, the growth
of both the scale are blocked as the mutual competition between company and
farmer.

It selects the scale of company and the scale of farmer as the order parameters
to describe the evolution process of ‘‘company & farmer’’ system.

Hypothesis:

(1) The growth rate of the company scale and farmer scale remains constant in a
particular stage of development;

(2) Both the company scale and the farmer scale are continuous, differentiable
function of time;

(3) The increase of the company scale and the farmer scale accords with logistic
growth regularity;

(4) There are only a company and a farmer in the system.

The system evolution model is as follows:

dx1
dt
¼ z1 1� x1

k1
� b12

x2
k2
þ a12

x2
k2

� �

x1

dx2
dt
¼ z2 1� x2

k2
� b21

x1
k1
þ a21

x1
k1

� �

x2 :

8

>

>

>

<

>

>

>

:

ð145:1Þ

In Eq. (145.1):
x1; x2 The scale of company and the scale of farmers at t moment;
z1; z2 Constant growth rate of company and farmer which is able to achieved

by relying only on their own ability;
k1; k2 The largest scale of company and farmer which can be formed under

the restriction of the scarcity of economic resources;
b12; b21 Competitive effect coefficient, represents the impact on the company

from farmer’s competition and the impact on the farmer from the
company’s competition respectively;

a12; a21 Cooperative effect coefficient, represents the impact on the company
from farmer’s cooperation and the impact on the farmer from the
company’s cooperation respectively;
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Factor 1� x1
k1

ffi �

and 1� x2
k2

ffi �

reflect block growth action on company and farmer
respectively caused by the consumption of limited resource. bij and aij are com-
petitive effect coefficient and the cooperative effect coefficient respectively, they
indicate the effects on development scale of both sides caused by the cooperation
and competition between company and farmer. It reflects the internal nonlinear
interactions.

145.4 Model Simulations

According to Eq. (145.1), a system dynamics model is established by using the
VensimPLE software (as shown in Fig. 145.1) [6].

The system evolution process will be simulated under the conditions of dif-
ferent parameters [7]. The initial values of parameters are as follows: X10 = 3,
X20 = 1, k1 = 5, k2 = 5.

(1) There are both cooperation and competition between company and farmer at
the same time, and the positive effect caused by cooperation is greater than the
negative effect caused by competition. The growth rate which can be achieved
by their own core competencies is same. Make z1 = 0.06, z2 = 0.06,
a12 = 0.8, b12 = 0.5, a21 = 0.8, b21 = 0.5. The simulation results are shown
in Figs. 145.2 and 145.3.

The results show when the benefits of cooperation outweigh the benefits of
competition, both company scale and farmer scale exceed the maximum size which
is attained only relying on their own ability under the limit of scarce resources.

x1

x2

I1
O1

IR11 IR21 OR11 OR21

z1 k1k2
a12

b21
a21

b12

I2 O2

IR12
IR22

OR12 OR22

z2

Fig. 145.1 ‘‘Company ? farmer’’ cooperation and competition system dynamics model

145 The Evolution Process of Agri-Products Supply Chain System 1309



When the initial scale of the company and farmer is changed, make X10 = 3,
X20 = 0.5, and other conditions keep the same, the system simulation results are
not changed. This illustrates that the final running results of the system have no
relationship with the initial size of company and farmer, and it is only related to
the cooperative and competitive state between company and farmer.
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Fig. 145.2 The scale evolution process of company under effective cooperation
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Fig. 145.3 The scale evolution process of farmer under effective cooperation
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(2) When competition and cooperation exist between company and farmer at the
same time, but cooperation brings negative effect, make z1 = 0.06, z2 = 0.06,
a12 = -0.8, b12 = 0.5, a21 = -0.8, b21 = 0.5. Compare the two cases: the
company and the farmer have the same initial size(X10 = 3, X20 = 3); and the
two parties have different initial size (X10 = 3, X20 = 1).The simulation
results are shown in Figs. 145.4 and 145.5.

The results show that the initial size larger side can reach a maximum size, but
the initial smaller side goes to die when the cooperation between the two sides
brings negative effect and competition is intense. That is, the ‘‘company & farmer’’
system will break up when both the company and the farmer break a contract and
there is a great discrepancy between the initial size of the two sides.

When the initial size of the two sides is identical, the operational efficiency is
low and the final scale is smaller than the initial scale due to the negative effects of
competition, but both sides can survive.

(3) There are competition and cooperation between company and farmer at the
same time, but only one side is cooperative, and the cooperation effect from
the other side is negative, make z1 = 0.06, z2 = 0.06, a12 = -0.8, b12 = 0.5,
a21 = 0.8, b21 = 0.5 (farmer breaks contract and company is cooperative);
and z1 = 0.06, z2 = 0.06, a12 = -0.8, b12 = 0.5, a21 = 0.1, b21 = 0.5
(farmer breaks contract and company is inefficient cooperative). The simula-
tion results are shown in Figs. 145.6 and 145.7.
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Fig. 145.4 The scale evolution process of company under ineffective cooperation
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The results show that the company will go to die if the company continues to
cooperate when the farmer breaks the contract. While the farmer will reach a
certain scale, but can not achieve the optimal state. If the company takes negative
cooperation (a21 = 0.1), the system would be in a more inefficiency state.

At the case of company breaches the contract and farmer is cooperative, make
z1 = 0.06, z2 = 0.06, a12 = 0.8, b12 = 0.5, a21 = -0.8, b21 = 0.5, the system
simulation results are similar: the farmer is eventually die.

This shows that as long as one side of company and farmer break the contract,
the other party will go to die. And the breach side itself also can’t achieve the
optimal operational results. This causes destruction to both sides.

145.5 Conclusion

This paper establishes a system evolution model about cooperation and competi-
tion between company and farmer on the basis of analyzing the evolution dynamic
mechanism of ‘‘company ? farmer’’ system. It analyzes the stability of the model
and simulates the evolutionary process. The following conclusions are obtained by
simulation:

(1) The evolution results of the ‘‘company & farmer’’ system are closely related to
the cooperation and competition effect. It’s useful to amplify the cooperation
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Fig. 145.7 The scale evolution process of farmer under farmer break contract
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effect in the system, making the beneficial operation mode the leading role,
and thus guide the system to the correct direction of evolution.

(2) Actively promote the organization of the farmers to expand the scale of agri-
cultural production. In order to avoid the inherent defect of scale asymmetry of
‘‘company & household’’ mode, it’s necessary to build new agricultural
industrialization mode, such as ‘‘company ? cooperation organization (the
intermediary) ? farmer’’ etc.
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Chapter 146
Performance Evaluation of Distribution
in the Distribution Center of Chain
Supermarket Based on Unascertained
and Analytic Hierarchical Model

Hongyu Li, Jichang Dong, Peng Gao and Xianyu Meng

Abstract In order to improve efficiency, meet diversified demands of stores;
satisfy customers and perfect distribution activities, performance evaluation of
distribution in the distribution center of chain supermarket is conducted. Firstly,
the key factors which affect the performance of distribution center of chain
supermarket are analyzed and evaluation indexes system is established in the
paper. Then the index weights are determined by Analytic Hierarchical Model
(AHM) and comprehensive evaluation is conducted with the help of unascertained
measure theory. Finally, the method which is a probe into performance evolution
of distribution center, has been proved applicable and reasonable with the
example.

Keywords Chain supermarket � Distribution center � Performance evaluation �
Unascertained theory � AHM

146.1 Introduction

Chain supermarkets whose industry form and management model are represen-
tative of retail industry have became an important part of chain operations. As a
core technology of chain retail, logistic distribution technology is the key factor to
achieve profits, improve efficiency and customer satisfaction, and create customer
loyalty.
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Many studies show that a company who enjoys a high level in the development
and application of evaluation will get excellent performance: its productivity will
increase from 14 to 20 % [1].

At present, most research on performance evaluation of distribution has taken
the efficiency of logistics operations and services as evaluation indexes; little
research has done on distribution costs, economic benefits and potential devel-
opment of distribution. Most studies just took inner factors of logistics enterprise
into account, showed less consideration to the influence of external factors and
lack of a scientific evaluation indexes system on distribution performance. Fur-
thermore, the methods of performance evaluation mainly focus on theoretical
study, despite many mathematical, statistical methods and various evaluation
methods which have been put into good use, such as: fuzzy Comprehensive
Evaluation Method [2], efficiency coefficient method coordinates with compre-
hensive analysis and judgment method [3], data envelopment analysis (DEA) [4],
comprehensive evaluation method of two-stage logistics system (DEA/AHP),
Analytic Hierarchy Process method (AHP) [5], fuzzy clustering method [6], utility
theory method [7]. Every method also bears some defects, for example, the
application of DEA which needs lots of mathematical knowledge as a basis and its
practicability is weak; it is subjective to fix standard weighing by using expert
assessment method in fuzzy clustering method; the calculation process of utility
theory method is very complicated and if unsuitable Benchmarking Enterprises are
chosen, the final result will not be satisfied.

So the paper proposes systematic performance evaluation indexes of chain
supermarket DC firstly which is established by analyzing the key factors affecting
the performance of the chain supermarket DC. Secondly, using Attribute Hierar-
chy Model (AHM) which is simpler in operation than AHP to fix the standard
weight so that the structured decision theory and unascertained measure have been
integrated to comprehension evaluation, then a reasonable confidence identifica-
tion criteria and sort marking criteria is obtained, and finally it achieves the
combination of the structured decision theory and unstructured decision theory. All
those make the evaluation result more clear and reasonable.

146.2 The Key Factors Which Affect the Performance
of Distribution

The performance of distribution refers to a procedure of allocation, achievements
of its result and efficiency situation. That is about how to achieve the fastest
response speed, lowest cost of distribution, and the best delivery results under the
condition of limited resources in DC. The paper mainly considers the following
factors which influence the performance of distribution in the DC of chain
supermarket [8–12].
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(1) Distribution processes influence the performance of the distribution.
Distribution process is the most important direct factor in the efficiency of
delivery, and the necessary condition of distribution activity. Particularly the
operation of the key procedure plays an important role in the entire delivery
activity.

(2) The information level influences the performance of the distribution.
Modern logistics information technology favors the control of stock, raises the
efficiency of allocation, and reduces the cost of allocation.

(3) Equipments influence the performance of distribution
The choice and utilization of equipments in DC are playing decisive roles in
mode of operation of DC and process of distribution, and they are important to
the durative and continuity of the entire process of distribution.

(4) Management level influences the performance of distribution
The result that the distribution works will or won’t achieve the given objective
and done efficiently depends on the height of management level. It is reflected
in how to coordinate the schedule of the whole distribution and leadership
between departments and coordinating the relationship of exterior customers
and whether to introduce new management ideas and concepts or not in
development strategy, etc.

(5) The cost influences the performance of distribution
On the basis of meeting distribution needs of chain supermarket, the cost not
only examines whether the process of distribution is reasonable and effective
or not, but also reflects the degree of conformity and utilization of DC
resources. Cost is the most direct economic reflection of distribution
performance.

(6) The feedback of distribution effect influences the performance of distribution
The final comprehensive effect of the whole distribution can be obtained by
the feedback of allocation effect which mainly displays in the level of cus-
tomer service, such as these external targets: degree of customer satisfaction,
rate of customer increment and market acquisition rate, etc.

146.3 The Establishment of Indexes System
for Performance Evaluation of Distribution Center

Taking the distribution process and key factors into consideration, this paper
combines the logistics activities of DC with material flow, information flow and
capital flow of supply chain to establish the overall performance evaluation
indexes system for DC of chain supermarket which is shown as Table 146.1.

The indexes system is built up by analyzing the whole business process
objectively and giving attention to both low cost and customer service, which not
only focuses on economic efficiency, but also pays attention to quality of service. It
makes a holistic analysis of performance evaluation and avoids overlap and
duplication of indicators.

146 Performance Evaluation of Distribution in the Distribution Center 1317



146.4 Unascertained Measure Model

Supposed that X ¼ x1; x2. . .xnf g means evaluation objects set; there are m indexes
such as I1; I2; and Im of xiðxi 2 XÞ that is I ¼ I1; I2. . . Imf g; xij is the observed
value of object xi under index Ij; C ¼ c1; c2. . . ckf g is the evaluation space,
thereinto ck ð15 k5KÞ is the kth evaluation grade.

(1) Recognition of Single Index. On the condition that xij is given, for every
single-factor index (attribute) Ij j ¼ 1; 2. . . mð Þ; the value of lijk which is the
measure of observed value xij falls into grade ck k ¼ 1; 2. . .Kð Þ can be
calculated.

Structuring the measure function lij xð Þ and calculating the lijk for every grade
k k ¼ 1; 2. . . Kð Þ; the unascertained measure recognition matrix under the single
index can be obtained as follows:

li ¼

li11 li12 � � � li1k

li21 li22 � � � li2k

..

. ..
. . .

. ..
.

lim1 lim2 � � � limk

0

B

B

B

@

1

C

C

C

A

¼ lijk

ffi �

m�n
ð146:1Þ

(2) Determination of Index Weight based on Attribute Hierarchy Model (AHM).
AHM is a non-structure decision method, and it is improved from AHP.
Compared with AHP, AHM is much easier to be applied since AHM does not
need to calculate eigenvector and check the consistency, which only needs to
make multiplication and addition operation.

Steps of calculating weight based on AHM are as follows [13].

(1) There are many influence factors of distribution performance in the DC of
chain supermarket, so it needs many experts to participate in the evaluation.
The basic idea is to evaluate the index’s importance on each level separately

Table 146.1 Indexes system for performance evaluation of DC

business 
process I1

the level of 
information 

technology I2

equipment  I3 cost I4

manag
ement 
level I5

feedback  
I6

order processing I11

inventory I1 2

s ort I13

processing I14

di spatching I1 5

tim
eliness I2 1

accu racy I22

l evel of M
IS I23

utilization ratio I3 1

reliability I3 2

advancem
ent I3 3

inventory cost I41

transportation cost I42

inform
ation processing 

cost I43

adm
inistration cost I44

planning situation I51

inner coordination  I52

advance of m
ethod I53

de livery consistency I6 1

tim
e restriction I62

f lexibility I63

custom
er satisfaction I6 4
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by the experts firstly. Then the experts calculate the arithmetic average of the
index in corresponding level to get the synthetic evaluation result. In identical
level, the various indexes get corresponding importance by comparing. Sup-
pose that there are n factors b1,b2,…, bn, if the importance of bi is the same as
the importance of bj, then bij = 1; if bi is slightly important than bj, then
bij = 3; if bi is obviously important than bj, then bij = 5; if bi is more
important than bj, then bij = 7; if bi is absolutely important than bj, then
bij = 9. Between them there are bij = 2,4,6 or 8. It is obvious that bij = 1/bji.

(2) Transforms 1–9 scale judgment matrix into AHM, and the transformation
procedure is as follows:

lij ¼

2k
2kþ1 aij ¼ k

1
2kþ1 aij ¼ 1

k
0:5 aij ¼ 1 i 6¼ j
0 aij ¼ 1 i ¼ j k is positive integer and ki� 2

8

>

>

<

>

>

:

ð146:2Þ

It is Obvious that lij = 0, lij C 0, lji C 0, lij ? lji = 1(i = j), lij is called the
measure based on AHM. When lij C lji, it means that the plan Pi is better than the
plan Pj.

(3) Make that

fi ¼ li1 þ li2 þ . . .þ lin ¼
X

n

j¼1

lij i ¼ 1; 2; . . .; nð Þ ð146:3Þ

ci ¼ 2fi= n� n� 1ð Þð Þ ð146:4Þ

Thereinto, ci expresses the score rate of li, then c = (c1, c2,…, cn) and
Pn

i¼1 ci ¼ 1. According to the above, the importance order of each plan can be
calculated.

(3) Recognition of multi-indexes.After the single index measured evaluation matrix
of xi and the index weights w(i) have been figured out, the unascertained measure
recognition vector of xi based on m indexes can be obtained as following.

li ¼ ðli1; li2; . . .; likÞT ð146:5Þ

thereinto,

lik ¼
X

m

j¼1

wðiÞj � lijkði ¼ 1; 2; . . .;m; k ¼ 1; 2; . . .;KÞ ð146:6Þ

lijk is the measure of observed value xij falls into grade ck. w(i) is index weight.
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(4) Identified criterions. A confidence threshold is pre-determined called k
(k[ 0.5). According to the background and demands of the problem, k is
normally between 0.6 and 0.8.

Since evaluation space {c1, c2,…,cp} is arranged in order.

k0 ¼ min
k

k :
X

k

l¼1

lil� k; 1� k�K

 !

ð146:7Þ

Sample xi belongs to ck0 and the confidence is k. The implication is that: the
confidence that grade of xi is not higher than ck0 is k or the confidence of that grade
of sample xi is higher than Ck0 ? 1 is 1-k.

146.5 Empirical Analyses

There is a supermarket DC covering an area of more than 60,000 m2. Average
daily inflow and outflow of goods is 40,000 cases, refering food, non-staple food,
household supplies, knitting, metal and other 40 categories 17,000 species.The DC
is charged with responsibility to provide rich, full range, efficient and safe logistics
services for 200 supermarkets under head office. In order to enhance the delivery
capacity of DC and distribution of results, the paper conducts performance eval-
uation on the DC with the method of unascertained measured model and AHM.

146.5.1 Determination of Index Weight

(1) Selection of experts.Selecting relevant managers and experts from strate-
gic,logistics, finance, customer relations, IT departments of the DC, then 20-
member evaluation team is set up. Firstly, scoring every evaluation team by
comparing between every two factors, then scores of each indicator are
weighted average and rounding, data in judge matrix is gained finally.

(2) Calculation of weights.According to the index system above, the first level
index vector is marked as Ii = {I1, I2, I3, I4, I5, I6}, thereinto, Ii

(i = 1,2,3,4,5,6) represents the first i index of the level, and they are business
process, the level of IT, equipment, cost, management and feedback corre-
spondingly. Based on the above scoring method, the evaluation matrix is
obtained. Similarly way is available for the second level evaluation matrix
(Table 146.2).

By (146.2),it can be changed into judgment matrix of AHM which is shown as
follows.
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0 0:8571 0:9091 0:8571 0:5000 0:5000
0:1429 0 0:8571 0:1429 0:5000 0:1429
0:0909 0:1429 0 0:1429 0:1429 0:0909
0:1429 0:8571 0:8571 0 0:8571 0:1429
0:5000 0:5000 0:8571 0:1429 0 0:1429
0:5000 0:8571 0:9091 0:8571 0:8571 0

0

B

B

B

B

B

B

@

1

C

C

C

C

C

C

A

By (146.3) and (146.4), it can conclude that

f ¼ 3:6234 1:7857 0:6104 2:8571 2:1429 3:9805ð Þ

Weights are determined by normalization method and listed below.

c ¼ 0:2416 0:1190 0:0407 0:1905 0:1429 0:2654ð Þ

Similarly way is available for the weights of the second level index.

c1 ¼ 0:1663 0:2766 0:1611 0:0402 0:3558ð Þ; c2 ¼ 0:5524 0:3333 0:1143ð Þ

c3 ¼ 0:5820 0:3143 0:1037ð Þ; c4 ¼ 0:4277 0:3148 0:2000 0:0575ð Þ
c5 ¼ 0:5887 0:3333 0:0779ð Þ; c6 ¼ 0:3148 0:4425 0:1757 0:0670ð Þ

146.5.2 Comprehensive Evaluation of the Distribution
Performance

(1) The Division of Evaluation Grade. In this paper, evaluation levels of distri-
bution performance are divided into five grades: excellent, good, middle,poor,
very poor.

(2) Evaluation on each sub-factor. This paper uses the jury scoring method to
determine the degree of index Ii belonging to vij. Details are as follows. There
are n experts in the judging panel, then the degree of a index Ii falling into the
specific grade is defined as follows. rij = All the judges in a particular class is
classified as V in the number of members for Iij/n.

Table 146.2 Overall evaluations on the first-level index

I I1 I2 I3 I4 I5 I6 wi

I1 1 3 5 3 1 1 w1(0.2416)
I2 1/3 1 3 1/3 1 1/3 w2 (0.1190)
I3 1/5 1/3 1 1/3 1/3 1/5 w3 (0.0407)
I4 1/3 3 3 1 3 1/3 w4 (0.1905)
I5 1 1 3 1/3 1 1/3 w5 (0.1429)
I6 1 3 5 3 3 1 w6 (0.2654)
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For the research, there are 20 experts and practitioners of the supermarket
taking part in the questionnaire survey. The evaluation result is shown in
Table 146.3.

l1 ¼ ð0:1663 0:2766 0:1611 0:0402 0:3558Þ

0:2 0:3 0:5 0 0
0:2 0:4 0:4 0 0
0:2 0:3 0:4 0:1 0
0:4 0:4 0:1 0:1 0
0:5 0:3 0:2 0 0

2

6

6

6

6

4

3

7

7

7

7

5

¼ ð0:3148 0:3317 0:3334 0:02010Þ

Similarly,

l2 ¼ 0:1886 0:4438 0:2676 0:1000 0ð Þ; l3
¼ 0:4375 0:3896 0:1311 0:0418 0ð Þ

l4 ¼ 0:1800 0:3370 0:4515 0:0315 0ð Þ; l5
¼ 0:3355 0:1744 0:3744 0:1078 0:0078ð Þ

l6 ¼ 0:4382 0:3690 0:1685 0:0243 0ð Þ:

Then,

R ¼

0:3148 0:3317 0:3334 0:0201 0
0:1886 0:4438 0:2676 0:1000 0
0:4375 0:3896 0:1311 0:0418 0
0:1800 0:3370 0:4515 0:0315 0
0:3355 0:1744 0:3744 0:1078 0:0078
0:4382 0:3690 0:1685 0:0243 0

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

Weighs of the first level index is listed below.

c ¼ 0:2416 0:1190 0:0407 0:1905 0:1429 0:2654ð Þ

Comprehensive evaluation vector of the DC performance is shown as below.

l ¼ 0:2416 0:1190 0:0407 0:1905 0:1429 0:2654ð Þ�R
¼ 0:3148 0:3359 0:3020 0:0463 0:0011ð Þ

(3) Identification and sorting.Since the evaluation space is divided into five levels
and arranged orderly, the rules of credible recognition is put to application. Set
k = 0.7, according to (146.7), it can be concluded that when k0 = 3, then
0.3359 ? 0.3020 = 0.9527 [ 0.7, which means the performance evaluation
of the DC falls into the third grade: middle.
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146.6 Conclusion

This paper analyses the key factors affecting the performance of DC of chain
supermarket, and conducts its performance evaluation by integrating unascertained
and AHM theory. The unascertained measure method pays attention to ‘‘the
ordered nature’’ of the evaluation space, and presents the reasonable confidence
threshold and sorting criterion, which makes the evaluation result more clearer and
more reasonable. Besides, the paper realizes the combination of qualitative anal-
ysis and quantitative analysis. Finally, this method has been proved applicable and
reasonable with the example and is of reference value for the enterprises. Fur-
thermore, the indexes system needs to be improved yet so as to meet the practice
requirements. Thus more realistic evaluation results will be obtained.
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Chapter 147
An Application of Radio-Frequency
Identification Systems in Chinese Clothing
Supply Chain

Luyang Liu

Abstract China, as a big clothing consumer and producer in the world, has made
great progress in clothing field in the past several decades. However, Chinese
clothing supply chain management is still at a low level. Because of several
characteristics such as strong seasonal difference and fast changes in consumer
demand, clothing industry needs a high efficient supply chain to satisfy these
changes in demand. Radio-Frequency Identification (RFID) technology can pro-
vide technical support for this efficient supply chain. Radio-Frequency Identifi-
cation (RFID) technology is a wireless automatic identification technology that
uses radio-frequency electromagnetic fields to transfer data between a RFID tag
and its reader without any contact. Applying RFID technology in clothing supply
chain can not only improve its efficiency, but also achieve the goal of real-time
tracking products and solve many tough problems. In this paper, a practical RFID
system application in Chinese clothing supply chain is provided, including the
application framework, selection of RFID tags and configuration of RFID system.

Keywords RFID � Clothing supply chain � Logistics network

147.1 Introduction

China, with a population of 1.3 billion, is one of the world’s largest clothing
consumers and producers. In recent years, with the increasing progress in the scale
of productions and standards, China’s clothing industry has made a great devel-
opment. However, the backward management methods of Chinese clothing
enterprises led to low efficiency of supply chain operations, high inventory and
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other issues, which have a direct impact on the competitiveness of Chinese
clothing brands.

The clothing industry has several characteristics: very strong seasonal differ-
ence, extremely fast changes in consumer demand and fast inventory turnover. To
cater these characteristics, manufacturers have to distribute products to all retail
stores in a short period of time after completing the production. This requires the
formation of a rapid reaction supply chain between stores, companies and man-
ufacturers, which could real-time share the information concerning store sale, the
company’s procurement, production and inventory situation. In this way, clothing
manufactories could accurately acquire the directions and changes of staff,
logistics, information and money on the entire supply chain.

Most of the domestic clothing enterprises is relatively backward in the technical
support, and the goods spend lots of time on warehouse and picking processes
resulting in a significant gap of inventory turnover time between international
companies and domestic enterprises, which in a certain extant limit the develop-
ment of local enterprises.

Clothing enterprises need the help of a powerful supply chain management tool
to improve the efficiency of the supply chain logistics. RFID technology is a
proper choice. Clothing attached with RFID tags could be tracked and analyzed in
the whole clothing supply chain, in order to rationalize the logistics process, at the
same time bring added value to customers by improving service levels. This
application, as a result, enables enterprises to significantly increase market share
and meet the needs of customers [1].

Radio-Frequency Identification (RFID) technology is a wireless automatic
identification technology that uses radio-frequency electromagnetic fields to
transfer data between a RFID tag and its reader without any contact [2]. RFID tags
are small, cheap and uniquely identifiable devices offer enormous potential [1].
RFID tags could support a larger set of unique IDs than bar codes and can
incorporate additional data such as manufacturer, product type, and even measure
environmental factors such as temperature. Besides, RFID systems can discern
many different tags located in the same general area without human assistance [3].

However, for a long time, RFID technology has been far from mainstream
applications because of high cost of the whole application system. However, RFID
technology has been gradually implemented in many fields. With the advantages
of automatic identification and tracking objects in item level, RFID tags have been
highly valued in many industries, especially in the area of stock and inventory
control [1]. Commodities attached with RFID tags can be identified from a dis-
tance without requiring a line of sight [2]. Thus, RFID technology makes it pos-
sible to develop a real-time supply chain, which is entirely automatic [4].

Three major organizations are pioneers of large-scale adoption of RFID tech-
nology: Wal-Mart, Tesco, and the US Department of Defense who saw the tre-
mendous benefits from RFID technology first. They mandated that their largest
suppliers begin tagging all pallets of goods delivered to their warehouses with
RFID tags and used RFID to lower their operational costs by streamlining the
tracking of stock, sales, and orders [3, 5].
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RFID technology in the clothing industry is mainly concentrated in manufac-
turers and retailers in developed countries such as Europe and the United States,
including UK Marks & Spencer Group PLC, the U.S. GAP Co., Ltd., famous
German clothing manufacturer Gardeur AG, etc. With the application of RFID
technology to be more widely cognitive, Chinese market also began to explore the
related RFID applications.

China has explored RFID applications in many areas: (1) Identification and
Access Control; (2) Certification and Anti-Counterfeiting (3) Logistic (4) Animal
Identification (5) Ticketing [5] Some Chinese clothing enterprises, including Li
Ning, Semir, Xtep, Joeone, etc., also consider applying RFID technology to their
supply chains to improve efficiency.

In summary, there are many applications of RFID technology in the field of
European and American clothing industries, but Chinese clothing industry is still in
the exploration stages. How to combine supply chain management status in Chinese
clothing industries with RFID technology, how to improve the operational efficiency
of the supply chain, and how to improve the level of supply chain management have
become important issues which Chinese clothing enterprises are facing.

147.2 System Application in Clothing Distribution Supply
Chain

147.2.1 Structure of Clothing Distribution Supply Chain
System

Chinese clothing enterprises typically have three kinds of marketing patterns:
agency, franchisee and direct sale. In the first two patterns, distribution supply
chain must be multi-level. Because of the large territory of China, even though the
latter is a direct selling pattern, its distribution supply chain might also be a multi-
level one. As a result, multi-level distribution network is common in Chinese
clothing industries. Figure 147.1 shows a typical framework of clothing supply
chain logistics network.

Distributor

Graphic symbol:

Distribution 
center(DC)

Agents

Regional 
Distribution 
Center(RDC)

Manufacturing 
Factory

Store

Fig. 147.1 The framework
of clothing supply chain
logistics network
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In this framework, products produced by enterprises themselves or original
equipment manufacturer (OEM) factories are sent to Regional Distribution Center
(RDC) first, then these products will be sent to other subordinate distribution
centers or agents’ warehouses, who will accomplish the terminal transportation to
stores.

147.2.2 Clothing Supply Chain RFID System Technology
Framework

In the clothing distribution logistics process, products have to pass 4 nodes: fac-
tory, Regional Distribution Center (RDC), distribution center (or agents’ ware-
house), stores and 3 transport links: entering warehouse, distribution, terminal
distribution at least in order to be sent to customers. Applying RFID technology in
the clothing supply chain logistics system, RFID tags attached to clothes transport
with them, thus it can be served as an information carrier which could real-time
share information concerning products and its logistics process, as a result,
enhance the competitiveness of the entire clothing supply chain. Figure 147.2
shows the RFID application in clothing supply chain.

147.2.3 RFID System Structure and Transmission Principle

RFID system consists of two parts: hardware part and software part. The hardware
part consists of RFID tags, RFID readers, antennas, auxiliary modules and
mainframe machines. The software part consists of RFID middleware and main
database which could be connected through internet by mainframe machines at
any time.

RFID tags consist of coupling components and chips, and each tag has a unique
electronic code, identify the target object the tag attached. Under the control of
mainframe machines and the RFID middleware, RFID reader can read information
carried by RFID tag or write information to the RFID tag through its antenna. The

Clothing supply chain RFID system
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Fig. 147.2 RFID application
in clothing supply chain
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hardware part can be used to form a data collection area, which can automatically
exchanging information with all RFID tags when pallets loaded with products pass
though this area. All information can be aggregated to the real-time main database
through internet. An organization called EPCglobal has created a worldwide
standard for RFID and use Internet to share data via the EPCglobal Network. Thus
enterprises can purchase the whole RFID systems complying EPCglobal standard.

147.2.4 RFID Tags Selection Application

RFID tags could be differed according to the criteria concerning the power source,
reader interaction, and the computational capabilities [1]. RFID devices have 3
power source patterns, including passive way, semi-passive way, and active way,
and four main communication bands of electro-magnetic field might be used.
These bands are: (1) the low frequency (LF); (2) the high frequency (HF); (3) the
ultra-high frequency (UHF); (4) a band at 2.4 GHz (only used in some active tags)
[7]. A computational capability of RFID tag is also different in many ways.
Besides these factors, whether to attach some sensor on RFID tags is also worth
well deliberating. Therefore, how to select the most proper kind of RFID tag is
vital significant.

147.2.4.1 Power Source Selection

RFID devices have 3 power source patterns, including passive way, semi-passive
way, and active way. Table 147.1 shows comparison between these 3 power
sources.

In sum, considering these 3 kinds of RFID devices, the most active one is
obviously the most functional one. Active RFID tags can carry with different kinds
of sensors to monitor the environment of transport and storage. However, for the
retail trade, active tags are impractical. Passive tags, thanks to the fact that they
don’t carry with batteries or other power sources and low costs, are the most
prospective choice for item-level use [1, 3].

Table 147.1 RFID tags power source comparison

Power source Instruction Characteristics Applications

Active way An on-board battery,
always active

Large capacity, long
range, expensive

Carry with sensor

Semi-passive
way

A small battery, activate
by RFID reader

High speed RFID payment card

Passive way No battery, use radio energy
as its power source

Small, cheap Item-level use
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147.2.4.2 Communication Band Selection

In general, passive RFID tags work on 3 communication bands: LF, HF and UHF
band. Table 147.2 shows comparison between different types of communication
bands concerning their frequencies, characteristics and other remarks.

In sum, LF RFID tags are not proper in clothing industry. It seems to conclude
that UHF RFID devices are the best choices in manufacturing line. However, HF
RFID devices also have its own advantages in security performance and its mature
technology research. Thus, both HF and UHF could be used in the RFID clothing
distribution application. Here are some substantial methods of application about
these different tags.

For UHF RFID tags, using RFID tags to replace traditional barcode is the most
easy and convenient way. These tags could be embedded to cards and attached to
their target clothes using plastic ropes. Because of its advantages in transmission
range, exchanging speed and cost, UHF RFID tags could be the most suitable tags
for item-level use in clothing supply chain. These tags could retrieve easily after
their target clothes have been sold.

HF RFID tags, thanks to its good security performance, can combine planar-
fashionable circuit board (P-FCB) technology to embed the whole circuit of RFID
tags into clothes. P-FCB technology is a technique to make entire electronic
circuits, like RFID tags and their antennas, on a fabric board. This technique could
protect RFID tags from being destroyed unless their target clothes have been
washed for more than 20 times, so that these tags can trace their clothes for longer
time, record the process of sell and return about these clothes, and clearly
understand the dynamic of clothes. These processes need a very good security
level in order to prevent these tags from being distorted. HF RFID tag is a proper
choice [6].

147.2.4.3 Contents and Capacity

All RFID tags must be given an electronic product code (EPC). In general, EPC
have 3 types: 64-bit, 96-bit and 256-bit. Thus, HF and UHF RFID tags could be
given EPCs to uniquely identify them. These EPCs and other information

Table 147.2 RFID tags communication band comparison [7, 8]

Communication band Frequency Characteristics Remarks

Low frequency (LF) 135 kHz Short range, low
speed, high cost

Data collection

High frequency (HF) 13.56 MHz Moderate range,
moderate speed,
moderate cost

Good security
performance

Ultra high frequency
(UHF)

900 MHz Long range, high speed, low
cost

Management on supply
chain
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concerning their target products can be recorded to main database. Some RFID
tags offer additional read/write user memory that could be used for storage of
additional information. For instance, an active RFID tag with a large capacity and
a temperature censor can remember the changes of temperature for a long time.

147.3 Clothing RFID System Application

By applying RFID technology in clothing industries, goods could be tracked in
real time at every stage of the supply chain. The company can exact learn which
clothing is in the production process. Enterprises could check daily inventory
counts to see which product backlog and which products require replenishment.
This clothing RFID system application will be discussed in 4 parts in the
following.

147.3.1 Clothing RFID Application in Manufacturing Plants

Firstly, in the terminal of manufacturing line, RFID tags could be attached to each
product or each box depending on the circumstances. Then, each RFID tag will be
given an EPC code, which must be encoded within the range given by EPCglobal.
Massive data, including clothing band, category, color, SKU, storage form, mar-
keting mode and etc., should be saved to main database and RFID tags if neces-
sary. Depositing RFID systems in every node in the whole logistics system helps
clothing enterprise collecting product information, writing logistics information
and products status information of each RFID tag to database. Establishing a real-
time database can also help enterprise updating logistics data in real time, tracking
goods, preventing wrong products distribution. This RFID system helps clothing
enterprises always grasp the situation of sale and at the same time facilitate pro-
duction of next cycle.

147.3.2 Clothing RFID Application in LC

In logistics center, the RFID system can be applied to receive goods, put goods in
storage, and pick goods according to order, outbound goods from storage and other
segments. When clothes affixed with RFID tags enter the warehouse data collec-
tion area, the reader will automatically read tags to confirm whether the quantity,
size, type of goods is consistent with the order and sent information to mainframes
in LC. Mainframes will send receipt time and the extent of damage of goods to the
main database, in order to complete clothing received process. Then, in the process
of picking goods, Mainframes could automatically generate an application
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according to the situation of inventory location of LC. After the storing process,
technicians will use hand-held RFID readers to send the inventory information to
mainframes through WLAN, and mainframes will change inventory information in
the main database. In the outbound goods process, when pallets with clothes or
packing boxes pass though data collection area at the exit of warehouse, all
information in RFID tags will be read and send to system database to confirm
whether error exist between these information and order of goods. Then, the data
of these RFID tags in main database will be updated to the latest logistics infor-
mation and products status information.

147.3.3 Clothing RFID Application in Transport Process

In transport links, RFID tags can be used to trace transport process. Transport
conveyances carry with RFID system can collect codes of all RFID tags attached
on clothes and send these codes to host system database. Each conveyance should
possess a global positioning system (GPS). In this way, the host machine can only
need to contact with conveyances to locate the position of each goods. Addi-
tionally, in some transport nodes like Goods collection stations and distribution
centers, RFID systems should be deposited in order to real-time locate goods and
change the logistics information and products status information in main database.
RFID devices can also used to achieve automatic payment in toll stations or
between distribution center and conveyance owner.

147.3.4 Clothing RFID Application in Retail Part

Applying RFID system in retail links will benefit both suppliers and retailers.
Similar with the process in logistics center, RFID system can collect information
of all RFID tags attached on them, and confirm data with order of goods when
clothing retailers receive goods. Retailers can use RFID system to transmit data
concerning point of sells (POS) to suppliers so that suppliers can keep abreast of
the sales situation, and timely adjust production or procurement plans. On the other
hand, suppliers use Electronic Data Interchange (EDI) system to sent orders to
retailers before shipping goods so that the retailers can get ready for purchase.

At store, if clothes have not been placed back to their original places by cus-
tomers, they are really tough to replace. However, by covering the entire retail
store with RFID readers, those disordered clothes could be easily found and
replaced by shop assistants. When customers take their favorite clothes walking
through the RFID data collection area, systems in store will automatically add up
price of all clothes. If a customer has a RFID payment card, RFID systems could
directly deduct the cost from it without any artificial processes.
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Besides, RFID technology can solve the replacement and warranty caused by
the quality of clothing as well as fake and other issues. Because of the unique
identification code, every RFID tags can accurately record detailed information
about every aspect of the production, warehousing and sale. Thus customers can be
better served and the cause of problems can be easily observed.

147.4 Conclusion

This paper systematically introduces characteristics of Chinese clothing enter-
prises supply chain and necessity of applying RFID technology into clothing
industry. By putting forward the solutions and key technology issues concerning
clothing supply chain system based on RFID technology, this paper pointed out the
direction for the clothing enterprises of applying RFID technology. With more and
more clothing enterprises are beginning to realize low-level information, pro-
cessing capability has become the bottleneck of their development. And with a
variety of information technologies and applications drive to maturity stage, the
application of RFID technology in the field of clothing will be furthered as time
goes by. Clothing supply chain based on RFID technology is of great significance
to reduce inventory, improve work efficiency, shorten delivery time, reduce
logistics costs and improve service capabilities.
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