
Chapter 6
Degree Theory

6.1 Introduction

Many applications, including some bifurcation problems of functional differential
equations, lead to the problem of finding all zeros of a mapping f : U ⊆ X → X ,
where X is some (real) Banach space. In this type of nonlinear problem, we are
interested in the solutions of

f (x) = 0, x ∈U. (6.1)

In most cases, it turns out that it is too much to ask to determine the zeros analyti-
cally and explicitly. Hence one looks for a more qualitative study of the zeros, such
as the number, location, and multiplicity.

To illustrate this and to motivate the topological degree, we consider the case
f ∈ H (C), where H (C) denotes the set of holomorphic functions on a domain
U ⊂C. Recall that the winding number of a path γ: [0,1]→C around a point z0 ∈C

is defined by

n(γ,z0) =
1

2π i

∫
γ

dz
z− z0

∈ Z. (6.2)

It gives the number of times that z0 is encircled, taking orientation into account (that
is, encirclings in opposite directions are counted with opposite signs).

In particular, if we pick f ∈ H (C), we compute (assuming 0 /∈ f (γ))

n( f (γ),0) =
1

2π i

∫
γ

f ′(z)
f (z)

dz =∑
k

n(γ,zk)αk, (6.3)

where zk denotes zeros of f , and αk their respective multiplicity. Moreover, if γ
is a Jordan curve encircling a simply connected domain U ⊂ C, then n(γ,zk) = 0
if zk /∈ U and n(γ,zk) = 1 if zk ∈ U . Hence n( f (γ),0) counts the number of zeros
inside U .

Let us also recall how we compute complex integrals along complicated paths
using homotopy invariance (see [23, 240, 241]). In this approach, we look for a
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154 6 Degree Theory

simpler path along which the integral can be computed that is homotopic to the
original one. In particular, if f : γ →C\ {0} and g: γ → C\ {0} are homotopic, we
have n( f (γ),0) = n(g(γ),0) (which is known as Rouché’s theorem). More explicitly,
we need to find a mapping g for which n(g(γ),0) can be computed and a homotopy
H: [0,1]× γ → C \ {0} such that H(0,z) = f (z) and H(1,z) = g(z) for z ∈ γ . For
example, to see how many zeros of f (z) = 1

2 z6 + z− 1
3 lie inside the unit circle, we

consider g(z) = z. Then H(t,z) = (1− t) f (z)+ tg(z) is the required homotopy, since
| f (z)−g(z)|< |g(z)|, |z|= 1, implying H(t,z) �= 0 on [0,1]× γ . Hence f (z) has one
zero inside the unit circle.

To summarize, given a (sufficiently smooth) domain U with enclosing Jordan
curve ∂U , we have defined a degree deg( f ,U,z0) = n( f (∂U),z0) = n( f (∂U)−
z0,0) ∈ Z that counts the number of solutions of f (z) = z0 inside U . The invariance
of this degree with respect to certain deformations of f allow us to explicitly com-
pute deg( f ,U,z0) even in nontrivial cases. Degree theory has been developed for
various classes of mappings, not all of which are mentioned in the chapter. For rel-
evant results on topological degree, see, for example, [24, 25, 177–182, 191–195].
Moreover, similar ideas also appears in the definitions of Fuller index. See, for ex-
ample, Chow and Mallet-Paret [69].

6.2 The Brouwer Degree

In 1912, Brouwer [47] introduced the so-called Brouwer degree in R
n. See

Brouwder [46], Alexander et al. [8–10], Chow et al. [71], Krasnosel’skii [191],
Sieberg [265] for historical developments. In this section, we introduce Brouwer
degree theory. Throughout this section, U will be a bounded open subset of Rn. For

f ∈ C1(U,Rn), the Jacobi matrix of f at x ∈ U is f ′(x) = (
∂ f j(x)

∂xi
)1≤i, j≤n, and the

Jacobi determinant of f at x ∈U is

Jf (x) = det f ′(x).

The set of regular values is

RV( f ) = {y ∈ R
n : Jf (x) �= 0 for all x ∈ f−1(y)}.

Its complement CV( f ) = Rn \ RV( f ) is called the set of critical values. Set
Cr(Ū ,Rn) = { f ∈Cr(U,Rn) : d j f ∈C(Ū ,Rn) for all 0 ≤ j ≤ r} and

Dr
y(Ū ,Rn) = { f ∈Cr(Ū ,Rn) : y /∈ f (∂U)},

D0
y(Ū ,Rn) = { f ∈C(Ū ,Rn) : y /∈ f (∂U)}

for y ∈R
n.

Lemma 6.1 (Sard’s lemma). Let U ⊂ Rn be open and f ∈ C1(U,Rn). Then μn

( f (CV( f ))) = 0, where μn is the n-dimensional Lebesgue measure.
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A function deg that assigns each f ∈ D0
y(U,Rn), y ∈ R

n, a real number
deg( f ,U,y) will be called a degree if it satisfies the following conditions:

(BD1) (translation invariance) deg( f ,U,y) = deg( f − y,U,0).
(BD2) (normalization) deg(I,U,y) = 1 if y ∈U , where I denotes the identity op-

erator when the space involved is clear.
(BD3) (additivity) If U1 and U2 are open, disjoint subsets of U such that y /∈ f (U \

(U1 ∪U2)), then deg( f ,U,y) = deg( f ,U1,y)+ deg( f ,U2,y).
(BD4) (homotopy invariance) If H : [0,1]× Ū → Rn is continuous, so that y /∈

H(t,∂U) for evert t ∈ [0,1], and f = H(0, ·),g = H(1, ·), then deg( f ,U,y) =
deg(g,U,y).

To compute the degree of a nonsingular matrix, we need the following lemma.

Lemma 6.2. Two nonsingular matrices M1,M2 ∈ GL(n) are homotopic in GL(n) if
and only if sgndetM1 = sgndetM2.

Using this lemma, we can prove the following theorem.

Theorem 6.1. Suppose f ∈ D1
y(Ū ,Rn) and y /∈ CV( f ). Then a degree satisfying

(BD1)–(BD4) satisfies

deg( f ,U,y) = ∑
x∈ f−1(y)

sgnJf (x), (6.4)

where the sum is finite.

In fact, the determinant formula (6.4) can be extended to all f ∈ D0
y(Ū ,Rn), that

is, deg( f ,U,y) as defined in (6.4) is locally constant with respect to both y and f . In
particular, we have the following result.

Theorem 6.2. There is a unique degree deg satisfying (BD1)–(BD4). Moreover, for
each given f ∈ D0

y(Ū ,Rn), we have

deg( f ,U,y) = ∑
x∈ f̃−1(y)

sgnJ f̃ (x), (6.5)

where f̃ ∈D2
y(Ū ,Rn) is sufficiently close to f (with respect to the sup-norm topology

in Cr(Ū ,Rn) ), and y ∈ RV( f̃ ), and the above calculation is independent of the
choice of f̃ .

To extend the formula (6.4) to all f ∈ D0
y(Ū ,Rn), we first note that ε :=

min{| f (x)− y| : x ∈ ∂U} > 0, and then apply the Weierstrass theorem to obtain
g̃ ∈ C2(Ū ,Rn), so that max{| f (x)− g̃(x)| : x ∈ Ū} < ε/2. We then use Sard’s the-
orem to find a regular value y0 ∈ Rn of g̃ such that |y− y0| < ε/2. We then define
g : Ū → Rn as g(x) = g̃(x)− y0. Then g ∈ C2(Ū ;Rn),max{|g(x)− f (x)|} < ε , and
0 is a regular value of g. We can define

deg( f ,U,y) = ∑
x∈g−1(0)

sgnJg(x),

and we need to check that this definition is independent of the choice of such g.
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6.3 The Leray–Schauder Degree

In 1934, Leray and Schauder [207] generalized Brouwer degree theory to an infinite
Banach space and established the so-called Leray–Schauder degree. It turns out that
the Leray–Schauder degree is a powerful tool in proving various existence results
for nonlinear differential equations (see, for example, [89, 90]). The objective of this
section is to extend the Brouwer degree to general Banach spaces. We first extend
the Brouwer degree to general finite-dimensional spaces.

Let X be a (real) Banach space of dimension n, and let n be an isomorphism
between X and Rn. Then for f ∈ Dy(Ū ,X), U ⊂ X open, y ∈ X , we can define

deg( f ,U,y) = deg(φ ◦ f ◦φ−1,φ(U),φ(y)), (6.6)

provided this definition is independent of the basis chosen. To see this, let ψ be
a second isomorphism. Then A = ψ ◦ φ−1 ∈ GL(n). Abbreviate f ∗ = φ ◦ f ◦ φ−1,
y∗ = φ(y), and pick f̃ ∗ ∈ D1

y(φ(Ū),Rn) in the same component of Dy(φ(Ū),Rn) as
f ∗ such that y∗ ∈ RV( f ∗). Then A◦ f̃ ∗ ◦A−1 ∈ D1

y(ψ(U),Rn) is the same component
of Dy(ψ(Ū),Rn) as A◦ f ∗ ◦A−1 =ψ ◦ f ◦ψ (since A is also a homeomorphism) and

JA◦ f̃ ∗◦A−1(Ay∗) = det(A)J f̃ ∗(y
∗)det(A−1) = J f̃ ∗(y

∗) (6.7)

by the chain rule. Thus we have deg(ψ ◦ f ◦ ψ−1,ψ(U),ψ(y)) = deg(φ ◦ f ◦
φ−1,φ(U),φ(y)), and our definition is independent of the basis chosen. In addi-
tion, it inherits all properties from the mapping degree in Rn. Note also that the
reduction property holds if Rm is replaced by an arbitrary subspace X1, since we can
always choose φ : X → R

n such that φ(X1) = R
m.

Our next aim is to tackle the infinite-dimensional case. The general idea is to
approximate F by finite-dimensional operators (in the same spirit as we approxi-
mated continuous f by smooth functions). To do this, we need to know which oper-
ators can be approximated by finite-dimensional operators. Hence we have to recall
some basic facts first.

Let X and Y be Banach spaces and U ⊂ X . An operator F : U ⊂ X → Y is called
finite-dimensional if its range is finite-dimensional. In addition, it is called compact
(completely continuous) if it is continuous and maps bounded sets into relatively
compact ones. The set of all compact operators is denoted by C (U,Y ), and the set
of all compact finite-dimensional operators is denoted by F (U,Y ). Both sets are
normed linear spaces, and we have F (U,Y )⊆C (U,Y )⊆C(U,Y ). If U is compact,
then C (U,Y ) =C(U,Y ) (since the continuous image of a compact set is compact),
and if dim(Y ) < ∞, then F (U,Y ) = C (U,Y ). In particular, if U ⊂ Rn is bounded,
then F (U,Y ) = C (U,Rn) =C(U,Rn).

For U ⊂X , we set Dy(Ū ,X) = {F ∈C (Ū ,X): y /∈ (I+F)(∂U)} and Fy(Ū ,X) =
{F ∈ F (Ū ,X): y /∈ (I+ F)(∂U)}. Note that for F ∈ Dy(Ū ,X), we have ρ =
dist(y,(I+F)(∂U))> 0, since I+F maps closed sets to closed sets.
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Pick F1 ∈ F (Ū ,X) such that |F − F1| < ρ . Hence, F1 ∈ Fy(Ū ,X). Next, let
X1 be a finite-dimensional subspace of X such that F1(U) ⊂ X1, y ∈ X1, and set
U1 =U ∩X1. Then we have F1 ∈ Fy(Ū1,X1), and we may define

deg(I+F,U,y) = deg(I+F1,U1,y). (6.8)

It is easy to verify that this definition is independent of F1 and X1.

Theorem 6.3. Let U be a bounded open subset of a (real) Banach space X and let
F ∈ Fy(Ū ,X), y ∈ X. Then the following hold.

(i) deg(I+F,U,y) = deg(I+F − y,U,0).
(ii) deg(I,U,y) = 1 if y ∈U.

(iii) If U1,2 are open, disjoint subsets of U such that y /∈ f (Ū \ (U1 ∪U2)), then
deg(I+F,U,y) = deg(I+F,U1,y)+ deg(I+F,U2,y).

(iv) If H: [0,1]× Ū → X and y: [0,1] → X are both continuous such that H(t) ∈
Dy(t)(U,Rn), t ∈ [0,1], then deg(I+H(0),U,y(0)) = deg(I+H(1),U,y(1)).

6.4 Global Bifurcation Theorem

As in Sect. 5.1, we study the nonlinear parameter-dependent problem

F(u,α) = 0, (6.9)

where F : E ×R→ X is a C1-map such that F(0,α) = 0 for all α ∈ R, and E ⊆ X
is an open neighborhood of 0 (possibly E = X). Note that (6.9) has the trivial so-
lution for all values of α . We shall now consider the question of bifurcation from
this trivial branch of solutions and demonstrate the existence of global branches of
nontrivial solutions bifurcating from the trivial branch. If X = Rn, then we use the
Brouwer degree; if X is an infinite-dimensional (real) Banach space, then we assume
that F(x,α) = x+ f (x,α) and that f : E×R→X is completely continuous. Thus for
F(·,α), the Leray–Schauder degree is applicable. The application of degree theory
to bifurcation theory goes back to Krasnosel’skii [191]. Global bifurcation theorem
of the following type were first proved by Rabinowitz [251]. Several generaliza-
tions have been given by Ize et al. [177–182], Krawcewicz et al. [192–195], and
Nussbaum et al. [232–236].

Theorem 6.4. Let there exist a, b ∈ R with a < b such that u = 0 is an isolated
solution of (6.9) for α = a and α = b, where a and b are not bifurcation points.
Furthermore, assume that

deg(F(·,a),Br(0),0) �= deg(F(·,b),Br(0),0), (6.10)

where Br(0) = {u∈ E: ‖u‖< r} is an isolating neighborhood of the trivial solution.
Let

S = {(u,α): (u,α) solves (6.9) with u �= 0}∪{0}× [a,b],

and let C be the maximal connected subset of S that contains {0}× [a,b]. Then
either
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(i) C is unbounded in E ×R,

or else

(ii) C ∩{0}× (R\ [a,b]) �= /0.

Proof. Define a class U of subsets of E ×R as follows:

U = {Ω ⊂ E ×R: Ω = Ω0 ∪Ω∞},
where Ω0 = Br(0)× [a,b], and Ω∞ is a bounded open subset of (E \ {0})×R.
We shall first show that (6.9) has a nontrivial solution (u,α) ∈ ∂Ω for every such
Ω ∈ U . To accomplish this, let us consider the following sets:

⎧⎨
⎩

K = F−1(0)∩ Ω̄ ,
A = {0}× [a,b],
B = F−1(0)∩{∂Ω \ [Br(0)×{a}∪Br(0)×{b}]}.

(6.11)

We observe that K may be regarded as a compact metric space, and A and B are
compact subsets of K. We hence may apply Whyburn’s lemma to deduce that either
there exists a continuum in K connecting A to B, or else there is a separation KA,
KB of K, with A ⊂ KA, B ⊂ KB. If the latter holds, we may find open sets U , V in
E ×R such that KA ⊂ U , KB ⊂ V , with U ∩V = /0. We let Ω ∗ = Ω ∩ (U ∪V ) and
observe that Ω ∗ ∈U . It follows by construction that there are no nontrivial solutions
of (6.9) that belong to ∂Ω ∗; this, however, is impossible, since it would imply, by the
generalized homotopy and the excision principle of the Leray–Schauder degree, that
deg(F(·,a),Br(0),0) = deg(F(·,b),Br(0),0), contradicting (6.10). We hence have
that, for each Ω ∈U , there is a continuum C of solutions of (6.9) that intersects ∂Ω
in a nontrivial solution.

We assume now that neither of the alternatives of the theorem holds, that is, we
assume that C is bounded and C ∩{0}×(R\ [a,b]) = /0. In this case, we may, using
the boundedness of C , construct a set Ω ∈ U containing no nontrivial solutions in
its boundary, thus arriving once more at a contradiction. �

6.5 S1-Equivariant Degree

Let E be a real isometric Banach representation of the group G = S1. The isotypical
direct sum decomposition is denoted by

E= E0 ⊕E1 ⊕·· ·⊕Ek ⊕·· · , (6.12)

where E0 = EG def
= {x ∈ E;gx = x for all g ∈ G} is the subspace of G-fixed points,

and for k ≥ 1, x ∈ Ek\{0} implies that Gx, the isotropy group of x, is Zk
def
= {g ∈

G;gk = 1}. Throughout this section, we assume the following:

(SD1) For each integer k = 0,1, . . ., the subspace Ek is of finite dimension.

All subspaces Ek, k ≥ 1, admit a natural structure of complex vector spaces such
that an R-linear operator A : Ek → Ek is G-equivariant if and only if it is C-linear
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with respect to this complex structure. Therefore, by choosing a C basis in Ek, k ≥ 1,
we can define an isomorphism between the group of all G-equivariant automor-
phisms of Ek, denoted by GLG(Ek), and the general linear group GL(mk,C), where
mk = dimCEk.

Let F be another Banach isometric representation of G, and L : E → F a given
equivariant linear bounded Fredholm operator of index zero. We say that an equiv-
ariant compact operator K : E → F is an equivariant compact resolvent of L if
L+K : E→ F is an isomorphism. We shall denote by CRG(L) the set of all equiv-
ariant compact resolvents of L, and assume that

(SD2) CRG(L) �= /0.

In what follows, a point of the Banach space E×R
2 is denoted by (x,λ ) with

x ∈ E and λ ∈ R2, and the action of G on E×R2 is defined by g(x,λ ) = (gx,λ ) for
every g ∈ G.

We consider a G-equivariant continuous map f : E×R2 → F such that

f (u,λ ) = Lu−Q(u,λ ), (u,λ ) ∈ E×R
2, (6.13)

where Q : E×R
2 →F is a completely continuous map and the following assumption

is satisfied:

(SD3) There exists a two-dimensional submanifold M ⊂ E0 ×R
2 such that (i)

M ⊂ f−1(0); (ii) if (u0,λ0) ∈ M, then there exist an open neighborhood Uλ0
of

λ0 in R2, an open neighborhood Uu0 of u0 in E0, and a C1-map η : Uλ0
→ E0

such that M∩ (Uu0 ×Uλ0
) = {(η(λ ),λ );λ ∈Uλ0

}.

In relation to the bifurcation problem of (6.13), we consider the structure of the
set of solutions to the following equation:

f (u,λ ) = 0, (u,λ ) ∈ E×R
2. (6.14)

All points (u,λ ) ∈ M are called trivial solutions of (6.13) or (6.14), and all other
solutions in f−1(0)\M are called nontrivial solutions. A point (u0,λ0)∈M is called
a bifurcation point if in every neighborhood of (u0,λ0) ∈ M there is a nontrivial
solution for (6.14).

Equation (6.14) can be transformed into the equivariant fixed-point problem

u = (L+K)−1 ◦ [K +Q(·, λ )](u), (u, λ ) ∈ E×R
2. (6.15)

Let F (u, λ ) = u− (L+K)−1 ◦ [Q(·, λ ) +K](u), (u, λ ) ∈ E×R2. Then (6.14) is
equivalent to the equation

F (u, λ ) = 0, (u, λ ) ∈ E×R
2. (6.16)

The idea of finding nontrivial solutions to (6.16) in an open G-invariant
neighborhood U ⊆ E×R2 of (u0,λ0) ∈ M is based on an auxiliary function ψ
to (6.16), which is introduced to distinguish nontrivial solutions from trivial solu-
tions. Here U is said to be G-invariant if (gx, λ ) ∈ U for all g ∈ G, (x, λ ) ∈ U .
An auxiliary function to (6.16) on the set U is an equivariant function (i.e.,
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ψ(gx) = gψ(x) for all g ∈ G and x ∈ U , where U denotes the closure of U ;
here and in what follows G acts on R2 trivially) ψ : U ⊂ E×R2 → R satisfying
ψ(u, λ )< 0 for all (u, λ ) ∈ U ∩M. Then every solution to the system

{
F (u, λ ) = 0,
ψ(u, λ ) = 0,

(u, λ ) ∈ U , (6.17)

is a nontrivial solution to (6.13). This leads to the equivariant map Fψ : U →E×R

defined by

Fψ (u, λ ) = (F (u, λ ), ψ(u, λ )), (u, λ ) ∈ U , (6.18)

and the problem of finding a nontrivial solution to (6.13) in U can be reduced to
the problem of finding a solution to the equation Fψ(u, λ ) = 0 in U , which may be
solved by the so-called S1-equivariant degree as a topological invariant associated
with the problem (6.17).

To describe the definition and basic properties of S1-degree, we assume that V
is an isometric Hilbert representation of G = S1. If U is an open bounded invariant
subset of V ⊕R (where S1 acts trivially on R) and F : (U ,∂U) → (V,V \ {0}) is
an equivariant compact vector field on U , then there is defined the S1-equivariant
degree of F with respect to U , which is a sequence of integers

S
1-deg(F,U) : = {degk(F,U)}∞

k=1 ∈
∞⊕

k=1

Z

such that degk(F,U) �= 0 for only a finite number of indices k. The basic properties
of S1-deg are as follows (see [24, 25, 112, 180, 194] for details):

(i) Existence: If S1-deg(F,U) : = {degk(F,U)}∞
k=1 �= 0, i.e., there exists k ∈ N

such that degk(F,U) �= 0, then F−1(0)∩UH �= /0, where H = Zk and

UH : = {v ∈U : gv = v for any g ∈ H}.
(ii) Additivity: If U1 and U2 are two open invariant subsets of U such that U1 ∩

U2 = /0 and F−1(0) ∩U ⊆ U1 ∪U2, then S1-deg(F,U) = S1-deg(F,U1) +
S1-deg(F,U2).

(iii) Homotopy invariance: If H : (U ,∂U) × [0,1] → (V,V \ {0}) is an S1-
equivariant homotopy of compact vector fields, then S1-deg(H0,U) =
S1-deg(H1,U), where Ht(θ ) = H (t,θ ) for t ∈ [0,1] and θ ∈U .

(iv) Contraction: Suppose that W is another isometric Hilbert representation of S1

and let Ω be an open, bounded, invariant subset of W such that 0 ∈ Ω . De-
fine Φ : Ω ×U → W ⊕V by Φ(y,x, t) = (y,F(x, t)). Then S

1-deg(Φ,U) =
S1-deg(F,U).

Now we return to the problem (6.17). If the mapping Fψ : U → E×R has no
solution on ∂U and F : U → E is a condensing field (i.e., π −F is a condensing
map, where π : U → E is the natural projection on E), then the S1-equivariant
degree S

1-deg(Fψ , U ) is well defined, and its nontriviality implies the existence
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of solutions of Fψ (u, λ ) = 0 in U . Global continuation of the branch of nontrivial
solutions (solutions in f−1(0) \M) bifurcating from (u0, λ0) can be characterized
by the above S1-degree at all bifurcation points along the closure of the branch if
such a branch is bounded in E×R2 (the so-called Fuller space).

To describe precisely this S1-degree-based bifurcation theory, we need some
additional information about: (i) the construction of the open neighborhood U , (ii)
the auxiliary function ψ , (iii) the computation of S1-deg(Fψ ,U ).

If F (u, λ ) is differentiable with respect to u, we are able to define singular points
of system (6.16) through its linearization at the trivial solutions of (6.14). This is
unfortunately not so for state-dependent DDEs. Therefore, we shall distinguish two
cases.

6.5.1 Differentiability Case

Throughout this subsection, we further assume that at all points (u0,λ0) ∈ M, the
derivative Du f (u0,λ0) : E→ F of f with respect to u exists and is continuous on M.
We say that (u0,λ0)∈M is E-singular if Du f (u0,λ0) : E→F is not an isomorphism.
An E-singular point (u0,λ0) is isolated if there are no other E-singular points in
some neighborhood of (u0,λ0). It follows from the implicit function theorem that if
(u0,λ0) is a bifurcation point, then (u0,λ0) is an E-singular point.

We start with the construction of the open neighborhood U . We consider the
open neighborhood of (u0,λ0) ∈ M defined by

BM(u0,λ0;r,ρ) def
= {(u,λ ) ∈ E×R

2 : |λ −λ0|< ρ ,‖u−η(λ )‖< r}, (6.19)

where r > 0 is chosen such that

(i) F (u, λ ) �= 0 for all (u, λ ) ∈ BM(u0,λ0;r,ρ) such that |λ − λ0| = ρ ,‖u −
η(λ )‖ �= 0;

(ii) (u0, λ0) is the only E-singular point of F in BM(u0, λ0;r, ρ).
We call BM(u0,λ0;r,ρ) a special neighborhood of F determined by r and ρ .

The existence of a special neighborhood U
def
= BM(u0,λ0;r,ρ) follows from the

assumption that the E-singular point (u0, λ0) of F is isolated. Note that the equiv-
ariant version of Dugundji’s extension theorem (see [193, p. 197]) implies that there
exists a continuous S1-equivariant function θ : U → R such that

(i) θ (η(λ ), λ ) =−|λ −λ0| for all (η(λ ), λ ) ∈ U ∩M;
(ii) θ (u, λ ) = r if ‖u−η(λ )‖= r.

Such a function θ is called a completing function (or Ize’s function). Clearly, if θ
is a completing function, then ψδ (u, λ )

def
= θ (u, λ )− δ is negative on the subset of

trivial solutions U ∩M, provided that δ > 0. So ψδ is an auxiliary function to (6.16).
For δ > 0 small enough, we can define Fψδ : U → E×R by

Fψδ (u, λ )
def
= (F (u, λ ),ψδ (u, λ )),
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and define the S1-equivariant degree S1-deg(Fψδ ,U ). By the homotopy invariance
of the S1-degree, S1-deg(Fψδ ,U ) = S1-deg(Fθ ,U ). Therefore, the nontriviality
of S1-deg(Fθ ,U ) implies the existence of a nontrivial solution of (6.14) in U .

We now turn to the computation of S1-deg(Fθ ,U ). We identify R2 with C, and

for sufficiently small ρ > 0, we define α : D → M, D
def
= {z ∈ C : |z| ≤ 1}, by

α(z) = (η(λ0 +ρz),λ0 +ρz) ∈ E0 ×R
2.

Since we have assumed that (x0,λ0) = (η(λ0),λ0) ∈ M is an isolated E-singular
point, it is clear that we can choose sufficiently small ρ > 0 such that α(D)
contains only one E-singular point, namely (x0,λ0). Consequently, the formula

Ψ(z)
def
= DuF (α(z)),z ∈ S1 ⊆ D, defines a continuous map Ψ : S1 → GLG(E),

which has the decomposition (see [88] for details) Ψ = Ψ0 ⊕Ψ1 ⊕ ·· · ⊕Ψk ⊕ ·· · ,
where Ψk = Ψ |Ek : S1 → GLG(Ek) for k = 1,2, · · · and Ψ0 : S1 → GL(E0), with
GL(E0) the set of linear automorphisms of E0. We now define

⎧⎨
⎩

ε0(u0, λ0) = sgndetΨ0(z),
μk(u0, λ0) = degB(detC[Ψk]), k = 1,2, · · · ,
μ(u0, λ0) = {μk(u0, λ0)} ∈ ⊕∞

k=1Z.
(6.20)

It is clear that ε0 does not depend on the choice of z ∈ S1.
We need one more notion, the crossing number, to calculate degB(detC[Ψk]):

Lemma 6.3 ([88]). Suppose α0, β0, δ , ε are given numbers with α0, δ , ε > 0. Let

Ω def
= (0, α0)× (β0 − ε, β0 + ε) ⊆ R2. Assume that H : [σ0 − δ , σ0 + δ ]× Ω̄ → R2

is a continuous function satisfying:

(i) H(σ , α, β ) �= 0 for all σ ∈ [σ0 − δ , σ0 + δ ] and (α, β ) ∈ ∂Ω \ {(0, β );β ∈
(β0 − ε, β0 + ε)};

(ii) if (α, β ) ∈ Ω and Hσ0±δ (α, β ) = 0, then α �= 0.

Let Ω1
def
= (σ0 −δ , σ0 +δ )× (β0 −ε, β0+ε) and define the function ΨH : Ω̄1 →R2

by ΨH(σ ,β ) = H(σ ,0,β ), for σ ∈ [σ0 −δ , σ0 +δ ], and β ∈ [β0 − ε, β0 + ε]. Then
ΨH(σ ,β ) �= 0 for (σ ,β ) ∈ ∂Ω1 and degB(ΨH ,Ω1) = γ , where γ is the crossing
number given by

γ def
= degB(Hσ0−δ ,Ω)− degB(Hσ0+δ ,Ω).

Lemma 6.4. Let U = BM(u0, λ0;r′,ρ)⊆ E×R2 be a special neighborhood of F ,
and θ a completing function. Then the S1 degree S1-deg(Fθ , U ) is well defined,
and

S
1-deg(Fθ , U ) = ε0 ·μ(u0, λ0).

That is,

S
1-degk(Fθ , U ) = ε0 ·μk(u0, λ0), k = 1, 2, · · · ,

where μ(u0, λ0) is defined by (6.20).
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By Lemma 6.4, we have the following local bifurcation theorem of Krasnosel’skii
type [191].

Theorem 6.5. Suppose that f : E⊕R
2 → F is a G-equivariant continuous map

that is continuously differentiable with respect to x at points (x,λ ) ∈ M and
satisfies (SD1)–(SD3). If (u0,λ0) ∈ M is an isolated E-singular point such that
ε0μk(u0,λ0) �= 0 for some k ≥ 1, then (u0, λ0) is a bifurcation point of (6.13). More
precisely, there exists a sequence (un, λn) of nontrivial solutions to (6.13) such that
the isotropy group of un contains Zk and (un, λn)→ (u0, λ0) as n → ∞.

We remark that the above results hold when R2 is replaced by an open subset of
R2. Geba and Marzantowicz [111] established the following global bifurcation the-
orem of Rabinowitz type [251] by applying the S1-degree theory due to Dylawerski,
Geba, Jodel, and Marzantowicz [85].

Theorem 6.6. Suppose that f : E⊕R2 → F is as in Theorem 6.5 and suppose fur-
ther that M is complete and every E-singular point in M is isolated. Let S ( f )
denote the closure of the set of all nontrivial solutions of (6.13). Then for each
bounded component C of S ( f ), the set C∩M is a finite set, i.e.,

C∩M = {(u1, λ1), (u2, λ2), · · · ,(uq, λq)},
and

q

∑
i=1

S
1-deg(Fθi , Ui) =

q

∑
i=1

εi ·μ(ui, λi) = 0,

where Ui is a special neighborhood of (ui, λi), θi is a completing function defined
on U i, and εi and μ(ui, λi) are defined by (6.20).

Proof. If C is a bounded component of S ( f ), then every point of C ∩ M is a
bifurcation point that is also a E-singular point of f . Since every E-singular point
of f is isolated and M is complete, C ∩ M is a bounded and closed subset of
E0×R2 ⊃M. By (SD1), E0×R2 is finite-dimensional, and hence C∩M is compact.
Therefore, C∩M is a finite set.

Choose r, ρ > 0 sufficiently small that for each i=1, 2, · · · ,q, Ui =BM(ui, λi;r, ρ)
is a special neighborhood of (ui, λi) for f and Ui ∩ Uj = /0 if i �= j. Let
U = U1 ∪U2 ∪ ·· · ∪ Uq and find a bounded open set Ω1 ⊂ E× R2 such that
C \U ⊆ Ω1 and Ω1

⋂
M = /0. Put Ω2 = U ∪ Ω1. Then C ⊆ Ω2. We can (e.g.,

see [193, p. 174]) find an open invariant subset Ω ⊆ E×R2 such that C ⊆ Ω ⊆ Ω2

and ∂Ω ∩S ( f ) = /0.
Note that Ω is an open, bounded, invariant subset. We now choose r0 ∈ (0, r)

and ρ0 ∈ (0, ρ) such that for every i = 1, 2, · · · , q, we have

(i) BM(ui, λi;r0, ρ0)⊆ Ω ;

(ii) Ui
def
= BM(ui, λi;r0, ρ0) is a special neighborhood of (ui, λi) for f .
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Set U = U1 ∪U2 ∪·· ·∪Uq and

∂Ur0

def
= {(u, λ ) ∈ Ω̄ : ‖u−η(λ )‖= r0, (η(λ ), λ ) ∈ U ∩M}.

We note that r0 > 0, and define an invariant function by

θ (u, λ ) =

{
|λ −λi| ‖u−η(λ )‖−r0

r0
+ ‖u−η(λ )‖, if (u,λ ) ∈ Ūi,

r0, if (u,λ ) ∈C \U .
(6.21)

Now, Ui is a special neighborhood, and hence we have (C \U )∩ Ūi =C∩∂Ui ⊆
∂Ur0 , where we have θ (u, λ ) = r0. Then by (6.21), θ (u, λ ) is continuous on (C \
U )∩ Ūi. Also, by the construction of Ui, we have Ūi ∩ Ū j = /0 if i �= j. Therefore,
θ : C∪ Ū → R is continuous.

By the equivariant version of Dugundji’s extension theorem (see [193, p. 197]),
we can extend θ : C∪ Ū → R to a continuous invariant function θ : Ω → R such
that

(iii) θ (u, λ ) =−|λ −λi| if (u, λ ) ∈ U i
⋂

M;
(iv) θ (u, λ ) = r0 if (u, λ ) ∈ (C \U )∪∂Ur0 .

Let Fθ (u, λ ) = (F (u, λ ), θ (u, λ )). Then F−1
θ (0) = F−1(0)

⋂
θ−1(0). By (iii),

we know that F−1
θ (0) ⊆ C. Since C ∩ ∂Ω = /0, F−1

θ (0) ∩ ∂Ω = /0. Therefore,
S1-deg(Fθ , Ω) is well defined.

We now construct a homotopy H : Ω × [0, 1]→ E×R as follows:

H(u, λ , α) = (F (u, λ ), (1−α)θ (u, λ )−αρ0), (u, λ , α) ∈ Ω × [0, 1].

Note that trivial solutions (u, λ ) ∈ Ω̄ outside S ( f ) are contained in Ūi ∩M for
some i = 1, 2, · · · , q, and by (iii), we have

(1−α)θ (u, λ )−αρ0 =−(1−α)|λ −λi|−αρ0 < 0.

Then by the fact that ∂Ω ∩S ( f ) = /0, we have H(u, λ , α) �= 0 for all (u, λ , α) ∈
∂Ω × [0, 1]. Note that θ is invariant and F is equivariant. So H is an S1-homotopy.
Since H(u, λ , 0) =Fθ (u, λ ) and H(u, λ , 1) = (F (u, λ ),−ρ0) �= 0 for all (u, λ )∈
Ω × [0, 1], by the existence and homotopy invariance of the S1-degree, we have
S1-deg(Fθ , Ω) = 0. But (i)–(iv) imply that F−1

θ (0)⊆C∩U . Then it follows from
the excision property of the S1-degree that

S
1-deg(Fθ , U ) = S

1-deg(Fθ , Ω) = 0.

On the other hand, by the additivity property of the S1-degree, we have

q

∑
i=1

S
1-deg(Fθ , Ui) = S

1-deg(Fθ , U ) = 0.
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Let θi(u, λ ) = θ (u, λ )|U i
. Note that U ⊆ Ω implies that ((C \U )∪∂Ur0)

⋂
U i =

∂Ui ∩∂Ur0 . Then θi(u, λ ) is a completing function on U i, and we have

q

∑
i=1

S
1-deg(Fθi , Ui) = S

1-deg(Fθ , U ) = 0.

Therefore, it follows from Lemma 6.4 that

q

∑
i=1

εi ·μ(ui, λi) =
q

∑
i=1

S
1-deg(Fθi , Ui) = 0.

The proof is complete. �

6.5.2 Nondifferentiability Case

If f (u, λ ) is not differentiable with respect to u, then we need to justify that the for-
mal linearization can be utilized to detect the local Hopf bifurcation and to describe
the global continuation of periodic solutions for such a system with state-dependent
delay. Our approach to this justification of formal linearization is through a simple
homotopy argument. Namely, we will consider the equation

F̃ (u, λ ) = 0, (u, λ ) ∈ Ū , (6.22)

for an S1-equivariantC1-map F̃ : U →E that is S1-homotopic to F in a sense to be
detailed below. For the functional-analytic setting of the Hopf bifurcation of state-
dependent DDEs, such a C1-map is attained by extending a linear operator obtained
through the formal linearization from a C1-space to a C-space, an idea previously
used by Eichmann [86] and Mallet-Paret–Nussbaum–Paraskevopoulos [215]. To be
more precise, we assume that such a C1-map is given by

F̃ (u, λ ) = u− (L+K)−1◦ [Q̃(·, λ )+K](u), (u, λ ) ∈ Ū , (6.23)

where Q̃ : U → E is an S1-equivariant C1-map and

(SD4) M ⊆ F̃−1(0), and for every λ ∈ R2, (L+K)−1 ◦ (Q̃(·,λ )+K) : E→ E is
a condensing map.

By the implicit function theorem, if (u0, λ0) ∈ M is a bifurcation point of system
(6.23), then the derivative DuF̃ (u0, λ0), which is G-equivariant, is not an automor-
phism of E. Therefore, all bifurcation points of (6.23) are contained in the set

Λ def
= {(u, λ ) ∈ M : DuF̃ (u, λ ) �∈ GLG(E)}.

Let (u0, λ0) be an isolated E-singular point of F̃ . To tie the S1-equivariant degree
of F to that of F̃ , we assume that:
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(SD5) We can choose the constants r > 0 and ρ > 0 such that BM(u0,λ0;r,ρ) is
a special neighborhood of F̃ and there exists 0 < r′ ≤ r such that F (u, λ ) �= 0
for all (u, λ ) ∈ BM(u0,λ0;r′,ρ) with |λ −λ0|= ρ and ‖u−η(λ )‖ �= 0.

If ψ is an auxiliary function to (6.16), then by the construction of the S1-degree
and the assumptions (SD2), (SD4), and (SD5), there exists a special neighbor-

hood U
def
= BM(u0,λ0;r′,ρ) of F̃ such that the continuous G-equivariant maps Fψ

and F̃ψ are nonzero on the boundary of U , and therefore both S1-deg(F̃ψ , U )
and S1-deg(Fψ , U ) are well defined.

For a completing function θ defined on U , if F̃θ = (F̃ , θ ) is homotopic
to Fθ on U , then the homotopy invariance of the S1-degree ensures that S1-
deg(Fθ ,U ) = S

1-deg(F̃θ ,U ). On the other hand, we can follow the approach
presented in the previous subsection to calculate S1-deg(F̃θ , U ).

Finally, in order to exclude bifurcation of solutions of (6.22) in E0 ×R2, we
assume that

(SD6) DuF̃ (u0, λ0)|E0 : E0 → E0 is an isomorphism.

Theorem 6.7 ([170]). Assume that (SD1)–(SD6) hold and let U =BM(u0, λ0;r′,ρ)⊆
E×R2 be a special neighborhood for F̃ and θ a completing function. If F̃θ is
homotopic to Fθ on U and there exists k ≥ 1 such that S1-degk(F̃θ , U ) �= 0,
then (u0, λ0) is a bifurcation point for (6.13). That is, there exists a sequence of
nontrivial solutions (un, λn) of (6.13) such that the isotropy group of un contains
Zk and (un, λn)→ (u0, λ0) as n → ∞.

For global bifurcation, we assume further that both F and F̃ are defined on
E×R2, and that:

(SD7) Every bifurcation point of (6.13) is a E-singular point of F̃ .
(SD8) F̃θ is homotopic to Fθ on some special neighborhood U of each isolated

E-singular point of F̃ , where θ is a completing function defined on U .

Now we can state the following global bifurcation theorem of Rabinowitz type.

Theorem 6.8 ([170]). Assume that (SD1)–(SD8) hold and (SD5)–(SD6) hold for
every E-singular point (u0, λ0) of F̃ . Assume further that every E-singular point of
F̃ in M is isolated and M is complete. Let S denote the closure of the set of all
nontrivial solutions of (6.13). Then for each bounded component C of S , the set
C∩M is a finite set, i.e., C∩M = {(u1, λ1), (u2, λ2), · · · ,(uq, λq)}, and

q

∑
i=1

S
1-deg(F̃θi , Ui) = 0,

where Ui is a special neighborhood of (ui, λi), and θi is a completing function
defined on U i.
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6.6 Global Hopf Bifurcation Theory of DDEs

In this section, we employ the S1-equivariant degree to establish global Hopf
bifurcations for general functional differential equations of mixed type with two
parameters. We state our theory in a very general setting to allow for mixed type to
ensure that the general theory can be used to address the issue of global bifurcations
of bifurcated periodic solutions with additional features, such as spatial–temporal
symmetry, for systems of DDEs with special symmetries.

Let X denote the Banach space of bounded continuous mappings x : R → Rn

equipped with the supremum norm. For reasons mentioned above, we will consider
functional differential equations with both delayed and advanced arguments. There-
fore, for x ∈ X and t ∈ R, we will use xt to denote an element in X defined by
xt(s) = x(t + s) for s ∈ R.

Consider the functional differential equation

ẋ(t) = F(xt ,α, p) (6.24)

parameterized by two real numbers (α, p) ∈ R × R+, where R+ = (0,∞),
and F : X × R × R+ → Rn is completely continuous. Identifying the sub-
space of X consisting of all constant mappings with R

n, we obtain a mapping
F̂ = F |Rn×R×R+ : Rn ×R×R+ → Rn. We require the following assumption:

(GHB1) F̂ is twice continuously differentiable.

Denote by x̂0 ∈ X the constant mapping with the value x0 ∈ Rn. We call
(x̂0,α0, p0) a stationary solution of (6.24) if F̂(x0,α0, p0) = 0. We assume that:

(GHB2) At each stationary solution (x̂0,α0, p0), the derivative of F̂(x,α, p) with
respect to the first variable x, evaluated at (x̂0,α0, p0), is an isomorphism of Rn.

Under (GHB1)–(GHB2), for each stationary solution (x̂0,α0, p0), there exist
ε0 > 0 and a continuously differentiable mapping y : Bε0(α0, p0) → Rn such that
F̂(y(α, p),α, p) = 0 for (α, p)∈Bε0(α0, p0) = (α0−ε0,α0+ε0)×(p0−ε0, p0+ε0).

We need the following smoothness condition:

(GHB3) F(ϕ ,α, p) is differentiable with respect to ϕ , and the n × n complex
matrix function Δ(ŷ(α ,p),α ,p)(λ ) is continuous in (α, p,λ ) ∈ Bε0(α0, p0)×C.
Here, for each stationary solution (x̂0,α0, p0), we have Δ(x̂0,α0,p0)(λ ) =

λ Id − DF(x̂0,α0, p0)(eλ ·Id), where DF(x̂0,α0, p0) is the complexification of
the derivative of F(ϕ ,α, p) with respect to ϕ , evaluated at (x̂0,α0, p0).

For easy reference, we will again call Δ(x̂0,α0,p0)(λ ) the characteristic matrix and
the zeros of detΔ(x̂0,α0,p0)(λ ) = 0 the characteristic values of the stationary solution
(x̂0,α0, p0). So (GHB2) is equivalent to assuming that 0 is not a characteristic value
of any stationary solution of (6.24).
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Definition 6.1. A stationary solution (x̂0,α0, p0) is called a center if it has purely
imaginary characteristic values of the form im 2π

p0
for some positive integer m. A cen-

ter (x̂0,α0, p0) is said to be isolated if (i) it is the only center in some neighborhood
of (x̂0,α0, p0); (ii) it has only finitely many purely imaginary characteristic values
of the form im 2π

p0
, m an integer.

Assume now that (x̂0,α0, p0) is an isolated center. Let J(x̂0,α0, p0) denote the
set of all positive integers m such that im 2π

p0
is a characteristic value of (x̂0,α0, p0).

We assume that there exists m ∈ J(x̂0,α0, p0) such that:

(GHB4) There exist ε ∈ (0,ε0) and δ ∈ (0,ε0) such that on [α0 − δ ,α0 + δ ]×
∂Ωε,p0 , detΔ(ŷ(α ,p),α ,p)(u+ im 2π

p ) = 0 if and only if α = α0, u = 0, p = p0,
where Ωε,p0 = {(u, p) : 0 < u < ε, p0 − ε < p < p0 + ε}.

Let

H±(x̂0,α0, p0)(u, p) = detΔ(ŷ(α0±δ ,p),α0±δ ,p)

(
u+ im

2π
p

)
.

Then (GHB4) implies that H±
m (x̂0,α0, p0) �= 0 on ∂Ωε,p0 . Consequently, the integer

γm(x̂0,α0, p0) = degB(H
−
m (x̂0,α0, p0),Ωε,p0)− degB(H

+
m (x̂0,α0, p0),Ωε,p0)

is well defined.

Definition 6.2. γm(x̂0,α0, p0) is called the mth crossing number of (x̂0,α0, p0).

We will show that γm(x̂0,α0, p0) �= 0 implies the existence of a local bifurcation
of periodic solutions with periods near p0/m. More precisely, we have the following:

Theorem 6.9. Assume that (GHB1)–(GHB3) are satisfied, and that there exist an
isolated center (x̂0,α0, p0) and an integer m ∈ J(x̂0,α0, p0) such that (GHB4) holds
and γm(x̂0,α0, p0) �= 0. Then there exists a sequence (αk, pk) ∈R×R+ such that

(i) limk→∞(αk, pk) = (α0, p0);
(ii) at each (α, p) = (αk, pk), (6.24) has a nonconstant periodic solution xk(t) with

period pk/m;
(iii) limk→∞ xk(t) = x̂0, uniformly for t ∈R.

To describe the global continuation of the local bifurcation obtained in Theorem
6.9, we need to assume that:

(GHB5) All centers of (6.24) are isolated and (GHB4) holds for each center
(x̂0,α0, p0) and each m ∈ J(x̂0,α0, p0).

(GHB6) For each bounded set W ⊆ X×R×R+, there exists a constant l > 0 such
that |F(ϕ ,α, p)−F(ψ ,α, p)|≤l sups∈R |ϕ(s)−ψ(s)| for (ϕ ,α, p),(ψ ,α, p)∈ W .

Theorem 6.10. Let

Σ(F) =Cl{(x,α, p); x is a p-periodic solution of (6.24)} ⊂ X ×R×R,

N(F) = {(x̂,α, p);F(x̂,α, p) = 0}.
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Assume that (x̂0,α0, p0) is an isolated center satisfying the conditions in Theo-
rem 6.9. Denote by C(x̂0,α0, p0) the connected component of (x̂0,α0, p0) in Σ(F).
Then either

(i) C(x̂0,α0, p0) is unbounded, or
(ii) C(x̂0,α0, p0) is bounded, C(x̂0,α0, p0)∩N(F) is finite, and

∑
(x̂,α ,p)∈C(x̂0,α0,p0)∩N(F)

γm(x̂,α, p) = 0 (6.25)

for all m = 1,2, . . . , where γm(x̂,α, p) is the mth crossing number of (x̂,α, p) if
m ∈ J(x̂,α, p), and zero otherwise.

Proof of Theorems 6.9 and 6.10: Put S1 =R/2πZ,E= L1(S1;Rn), F=L2(S1;Rn).
Define L : E→ F and Q : E×R×R+ → F by

Lz = ż(t), Q(z,α, p)(t) =
p

2π
F(zt,p,α, p),

where

zt,p(θ ) = z

(
t +

2π
p

θ
)
, θ ∈ R.

Clearly, x(t) is a p-periodic solution of (6.24) if and only if z(t) = x( p
2π t) is a solution

in E of the operator equation Lz = Q(z,α, p).
The representations E and F are isometric Hilbert representations of the group

S1, where S1 acts by shifting the argument. With respect to these S1-actions, L is
an equivariant bounded linear Fredholm operator of index zero with an equivariant
compact resolvent K, and Q is an S1-equivariant compact mapping. Moreover, at

(ŷ(α, p),α, p) with (α, p) ∈D
def
= (α0 −δ ,α0+δ )× (p0−ε, p0+ε), the derivative

of Q with respect to the first variable is given by

DzQ(ŷ(α, p),α, p)z(t) =
p

2π
DF(ŷ(α, p),α, p)zt,p.

Identifying ∂D with S1, since (x̂0,α0, p0) is an isolated center, we can easily show
that the mapping Id− (L+K)−1[K +DzF(ŷ(α, p),α, p)] is an isomorphism of E
and that the mapping Ψ : S1 → GL(E) defined by

(α, p) ∈ ∂D ∼= S
1 → Id− (L+K)−1[K +DzF(ŷ(α, p),α, p)] ∈ GL(E)

is continuous.
The representationE has the well-known isotypical decompositionE=

⊕∞
k=0Ek,

where E0
∼= Rn and for each k ≥ 1, Ek is spanned by cos(kt)ε j and sin(kt)ε j , 1 ≤

j ≤ n, where {ε1, . . . ,εn} is the standard basis of Rn. So we have Ψ(α, p)Ek ⊆ Ek.
Let Ψk(α, p) =Ψ(α, p)|Ek . It is not difficult to show that

Ψk(α, p) =
p

i2kπ
Δ(ŷ(α ,p),α ,p)

(
ik

2π
p

)
.
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Let

ε = signdetΨ0(α, p), (α, p) ∈ ∂D ,

nk(x̂0,α0, p0) = ε degB(detΨk(·),D), k = 1,2, . . . .

Then one can show, as in Erbe, Geba, Krawcewicz, and Wu [112], that
γk(x̂0,α0, p0) = nk(x̂0,α0, p0), and therefore Theorems 6.9 and 6.10 are sim-
ply immediate consequences of Theorems 6.5 and 6.6 with M = {(x̂0,α0, p0) ∈
Rn ×R×R+;F(x̂0,α0, p0) = 0}. This completes the proof. �

For ease of applications, we describe below the local and global Hopf bifurcation
theory for parameterized DDEs. Let X =Cn,τ and consider the following functional
differential equation:

ẋ(t) = F(xt ,α) (6.26)

with parameter α ∈R, F : X ×R→Rn is completely continuous.
Identifying the subspace of X consisting of all constant mappings with Rn, we ob-

tain a mapping F̂ = F |Rn×R : Rn ×R→ Rn. We now describe conditions (GHB1)–
(GHB6) in relatively simple form:

(SGHB1) F̂ is twice continuously differentiable.

Denote by x̂0 ∈ X the constant mapping with the value x0 ∈ Rn. We call (x̂0,α0)
a stationary solution of (6.26) if F̂(x0,α0) = 0. We assume that:

(SGHB2) At each stationary solution (x̂0,α0), the derivative of F̂(x,α) with re-
spect to the first variable x, evaluated at (x̂0,α0), is an isomorphism of Rn.

Under (SGHB1)–(SGHB2), for each stationary solution (x̂0,α0), there exist
ε0 > 0 and a continuously differentiable mapping y : Bε0(α0) → Rn such that
F̂(y(α),α) = 0 for α ∈ Bε0(α0) = (α0 − ε0,α0 + ε0).

We need the following smoothness condition:

(SGHB3) F(ϕ ,α) is differentiable with respect to ϕ , and the n × n complex
matrix function Δ(ŷ(α),α)(λ ) is continuous in (α,λ ) ∈ Bε0(α0)×C. Here, for

each stationary solution (x̂0,α0), we have Δ(x̂0,α0)(λ ) = λ Id−DF(x̂0,α0)(eλ ·Id),
where DF(x̂0,α0) is the complexification of the derivative of F(ϕ ,α) with re-
spect to ϕ , evaluated at (x̂0,α0).

For easy reference, we will again call Δ(x̂0,α0)(λ ) the characteristic matrix and
the zeros of detΔ(x̂0,α0)(λ ) = 0 the characteristic values of the stationary solution
(x̂0,α0). So (SGHB2) is equivalent to assuming that 0 is not a characteristic value
of any stationary solution of (6.26).

The concepts of isolated centers and crossing numbers are now simplified as
follows:

Definition 6.3. A stationary solution (x̂0,α0) is called a center if it has purely imag-
inary characteristic values ±iβ0 for some positive β0 > 0. A center (x̂0,α0) is said
to be isolated if it is the only center in some neighborhood of (x̂0,α0).
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Assume that (x̂0,α0) is an isolated center. We assume that:

(SGHB4) There exist ε ∈ (0,ε0) and δ ∈ (0,ε0) such that on [α0 − δ ,α0 + δ ]×
∂Ωε,p0 , detΔ(ŷ(α),α)(u+ iβ ) = 0 if and only if α = α0, u = 0, β = β0, where
Ωε,β0

= {(u, p) : 0 < u < ε,β0 − ε < β < β0 + ε}.

Let

H±(x̂0,α0)(u,β ) = detΔ(ŷ(α0±δ ),α0±δ ) (u+ iβ ).

Then (SGHB4) implies that H±(x̂0,α0,β0) �= 0 on ∂Ωε,β0
. Consequently, the integer

γ(x̂0,α0,β0) = degB(H
−(x̂0,α0,β0),Ωε,β0

)− degB(H
+(x̂0,α0,β0),Ωε,β0

)

is well defined; it is called the first crossing number of (x̂0,α0,β0).
The local Hopf bifurcation theory below shows that γ(x̂0,α0,β0) �= 0 implies the

existence of a local bifurcation of periodic solutions with periods near 2π/β0. More
precisely, we have the following theorem:

Theorem 6.11. Assume that (SGHB1)–(SGHB3) are satisfied, and that there exists
an isolated center (x̂0,α0) such that (SGHB4) holds and γ(x̂0,α0,β0) �= 0. Then
there exists a sequence (αk,βk) ∈ R×R+ such that

(i) limk→∞(αk,βk) = (α0,β0);
(ii) at each α = αk, (6.26) has a nonconstant periodic solution xk(t) with a

period 2π
βk

;
(iii) limk→∞ xk(t) = x̂0, uniformly for t ∈ R.

The global Hopf bifurcation theorem can now be stated as follows:

(SGHB5) All centers of (6.26) are isolated and (SGHB4) holds for each center
(x̂0,α0) with the corresponding β0.

(SGHB6) For each bounded set W ⊆ X ×R, there exists a constant l > 0 such that
|F(ϕ ,α)−F(ψ ,α)| ≤ l sups∈R |ϕ(s)−ψ(s)| for (ϕ ,α),(ψ ,α) ∈W .

Theorem 6.12. Set

Σ(F) =Cl{(x,α,β ); x is a 2π/β -periodic solution of (6.26)} ⊂ X ×R×R,

N(F) = {(x̂,α,β );F(x̂,α) = 0,detΔ(ŷ(α),α)(iβ ) = 0}.

Assume that (x̂0,α0,β0 is an isolated center satisfying the conditions in Theo-
rem 6.11. Denote by C(x̂0,α0,β0) the connected component of (x̂0,α0,β0) in Σ(F).
Then either

(i) C(x̂0,α0,β0) is unbounded, or
(ii) C(x̂0,α0,β0) is bounded, C(x̂0,α0,β0)∩N(F) is finite, and

∑
(x̂,α ,β )∈C(x̂0,α0,β0)∩N(F)

γ(x̂,α,β ) = 0, (6.27)

where γ(x̂,α,β ) is the crossing number of (x̂,α,β ).
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6.7 Application to a Delayed Nicholson Blowflies Equation

6.7.1 The Nicholson Blowflies Equation

Gurney et al. [142] proposed the following simple-looking delay differential equa-
tion to explain the oscillatory behavior of the observed sheep blowfly Lucilia cup-
rina population in the experimental data collected by the Australian entomologist
Nicholson [231]:

N′(t) = f (N(t − τ))− γN(t)

with f (N) = pNe−αN , where N(t) denotes the population of sexually mature adults
at time t, p is the maximum possible per capita egg production rate, 1/α is the pop-
ulation size at which the whole population reproduces at its maximum rate. In the
model, τ is the generation time, or the time from egg to sexually mature adult, and γ
is the per capita mortality rate of adults. This model is now commonly called Nichol-
son’s blowflies equation. It was used by Oster and Ipatkchi [239] for the develop-
ment of an insect population, and its modifications have been intensively studied in
the literature of theoretical biology and delay differential equations. Notably, it has
been shown that a unique positive equilibrium of the model is globally asymptoti-
cally stable (with respect to nonnegative and nontrivial initial conditions) for every
τ ≥ 0, provided that 1 < p/γ < e2 (see, for example, [198]). In the case p/γ > e2, the
positive equilibrium loses its local stability, and Hopf bifurcations occur at an un-
bounded sequence of critical values. In the next subsection, we introduce the work
of Wei and Li [294] that uses the global Hopf bifurcation theorem coupled with
Bendixson’s criterion for higher dimensional ordinary differential equations to es-
tablish the existence of periodic solutions when the delay τ is not necessarily near
the local Hopf bifurcation values.

6.7.2 The Global Hopf Bifurcation Theorem of Wei–Li

In this subsection, we consider the equation

N′(t) =−γN(t)+ pN(t − τ)e−aN(t−τ), t ≥ 0. (6.28)

We introduce the theorem of Wei–Li [294] that shows that under the assumption
p > γe2, as the delay τ increases, the positive equilibrium N∗ loses its stability, a
sequence of Hopf bifurcations occurs at N∗, and these periodic solutions persist for
τ far away from these Hopf bifurcation values. Wei and Li established this theorem
using a global Hopf bifurcation result (Theorem 6.12). A key step in establishing
the global extension of the local Hopf branch at τ = τ0 is to show that (6.28) has
no nonconstant periodic solutions of period 4. This is accomplished by applying a
higher-dimensional Bendixson criterion for ordinary differential equations due to Li
and Muldowney [210].
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The positive equilibrium N∗ = 1
a log p

γ of (6.28) exists if and only if a > 0 and

p > γ. These relations are assumed throughout this section. Set N(t) = N∗+ 1
a y(t).

Then x(t) satisfies

y′(t) =−γy(t)− aγN∗[1− e−y(t−τ)]+ γy(t − τ)e−y(t−τ). (6.29)

The linearization of (6.29) at y = 0 is

Y ′(t) =−γY (t)− γ [aN∗ − 1]Y (t − τ),

whose characteristic equation is

λ = γ − γ [aN∗ − 1]e−λτ . (6.30)

For τ = 0, the only root of (6.30) is λ =−aN∗ < 0, since p > γ . For ω �= 0, iω is a
root of (6.30) if and only if

iω =−γ − γ[aN∗− 1] (cosωτ − i sinωτ).

Separating the real and imaginary parts, we obtain

γ (aN∗ − 1) cosωτ =−γ,
γ (aN∗ − 1)sinωτ = ω ,

which leads to

γ2(aN∗ − 1)2 = γ2 +ω2,

namely,

ω =±γ
√

aN∗(aN∗ − 2).

This is possible if and only if aN∗ > 2, or equivalently, if p > γ e2.
For p > γ e2, let

τk =
1

γ
√

aN∗(aN∗ − 2)

[
sin−1

(√aN∗(aN∗ − 2)
aN∗ − 1

)
+ 2kπ

]
,

k = 0,1,2, · · · . Set

ω0 = γ
√

aN∗(aN∗ − 2). (6.31)

Let λk = αk(τ) + iωk(τ) denote a root of (6.30) near τ = τk such that αk(τk) =
0, ωk(τk) =ω0. Obviously, αk

′(τk)> 0. Therefore, we have obtained that when γ <
p≤ γe2, all roots of the characteristic equation (6.30) have negative real parts; when
p > γe2, (6.30) has a pair of simple imaginary roots ±iω0 at τ = τk, k = 0,1,2, · · · .
Furthermore, if τ ∈ [0,τ0), then all roots of (6.30) have negative real part; if τ = τ0,
then all roots of (6.30) except ±iω0 have negative real part; and if τ ∈ (τk, τk+1) for
k = 0,1,2, · · · , then (6.30) has 2(k+1) roots with positive real part. In particular, we
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have shown that under the condition p > γe2, N = N∗ is asymptotically stable for
τ ∈ [0,τ0) and unstable for τ > τ0. Furthermore, (6.28) undergoes a Hopf bifurcation
at N∗ when τ = τk, for k = 0,1,2, · · · .

Let x(t) = y(τt). Then (6.29) becomes

x′(t) =−γτ
[
x(t)+ aN∗(1− e−x(t−1))− x(t − 1)e−x(t−1)]. (6.32)

Lemma 6.5. All periodic solutions to (6.32) are uniformly bounded.

Proof. Let x(t) be a nonconstant periodic solution to (6.32), and let x(t1) =
M, x(t2) = m be its maximum and minimum, respectively. Then, x′(t1) = x′(t2) = 0,
and by (6.32),

M = x(t1 − 1)e−x(t1−1)− aN∗[1− e−x(t1−1)], (6.33)

m = x(t2 − 1)e−x(t2−1)− aN∗[1− e−x(t2−1)]. (6.34)

We claim that x(t1 − 1)< 0 and x(t2 − 1)> 0. In fact, if x(t1 − 1) = 0, then (6.33)
implies M = 0, and thus m < 0 and x(t2 −1)≤ 0. Using (6.34), we know that x(t2 −
1)< 0, and thus

m > x(t2 − 1)e−x(t2−1),

which contradicts the fact that m is the minimum. If x(t1 − 1) > 0, then by (6.33),
we arrive at

M ≤ M− aN∗(1− e−x(t1−1))< M,

a contradiction. Therefore, x(t1 −1)< 0. A similar argument shows that x(t2 −1)>
0. Therefore, we have m < 0 and M > 0. Again by (6.33) and (6.34), we have

m > aN∗[e−M − 1]>−aN∗. (6.35)

Also by (6.33), we have

M =−aN∗+(x(t1 − 1)+ aN∗)e−x(t1−1)

=−aN∗+ eaN∗
(x(t1 − 1)+ aN∗)e−(x(t1−1)+aN∗) (6.36)

≤−aN∗+ eaN∗
e−1 =−aN∗+ eaN∗−1.

Here we have used the fact that x(t1 −1)+aN∗ > m+aN∗ > 0 and that xe−x < e−1

for x ≥ 0. Relations (6.35) and (6.36) imply uniform boundedness of the periodic
solutions. �

Lemma 6.6. Assume that γ e2 < p <
√

2γ e2. Then (6.32) has no periodic solutions
of period 4.

Proof. Let x(t) be a periodic solution to (6.32) of period 4. Set u j(t) = x(t − j+
1), j = 1,2,3,4. Then u(t) = (u1(t),u2(t),u3(t),u4(t)) is a periodic solution of the
following system of ordinary differential equations:
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u′1(t) =−γτ [u1(t)+ aN∗(1− e−u2(t))− u2(t)e
−u2(t)],

u′2(t) =−γτ [u2(t)+ aN∗(1− e−u3(t))− u3(t)e
−u3(t)],

u′3(t) =−γτ [u3(t)+ aN∗(1− e−u4(t))− u4(t)e
−u4(t)],

u′4(t) =−γτ [u4(t)+ aN∗(1− e−u1(t))− u1(t)e
−u1(t)],

(6.37)

whose orbit belongs to the region

G = {u ∈R
4 : m̄ < |uk|< M̄, k = 1,2,3,4}, (6.38)

where m̄ and M̄ are a pair of uniform bounds for periodic solutions of (6.32) obtained
in Lemma 6.5. To rule out 4-periodic solutions of (6.32), it suffices to prove the
nonexistence of nonconstant periodic solutions of (6.37) in the region G. To do the
latter, we use a general Bendixson’s criterion in higher dimensions developed in Li
and Muldowney [210]. More specifically, we will apply Corollary 3.5 in [210]. The
Jacobian matrix J = J(u) of (6.37), for u ∈R4, is

J(u) =−γτ

⎛
⎜⎜⎝

1 f (u2) 0 0
0 1 f (u3) 0
0 0 1 f (u4)

f (u1) 0 0 1

⎞
⎟⎟⎠,

where

f (v) = (aN∗+ v− 1)e−v. (6.39)

The second additive compound matrix J[2](u) of J(u) is (see [103] and [226])

J[2](u) =−γτ

⎛
⎜⎜⎜⎜⎜⎜⎝

2 f (u3) 0 0 0 0
0 2 f (u4) f (u2) 0 0
0 0 2 0 f (u2) 0
0 0 0 2 f (u4) 0

− f (u1) 0 0 0 2 f (u3)
0 − f (u1) 0 0 0 2

⎞
⎟⎟⎟⎟⎟⎟⎠
.

Choose a vector norm in R6 as

|(x1,x2,x3,x4,x5,x6)|= max{
√

2|x1|, |x2|,
√

2|x3|,
√

2|x4|, |x5|,
√

2|x6|}.

Then with respect to this norm, the Lozinskiı̆ measure μ(J[2](u) of the matrix J[2](u)
is, see [73],

μ(J[2](u)) =

max{
√

2γτ(−
√

2+ | f (u3)|),
√

2γτ(−
√

2+ | f (u4)|/2+ | f (u2)|/2),√
2γτ(−

√
2+ | f (u2)|),

√
2γτ(−

√
2+ | f (u4)|),√

2γτ(−
√

2+ | f (u1)|/2+ | f (u3)|/2),
√

2γτ(−
√

2+ | f (u1)|)}.

(6.40)
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By Corollary 3.5 in [210], system (6.37) has no periodic orbits in G if μ(J[2](u))< 0
for all u ∈ G. From (6.40), we see that μ(J[2](u))< 0 if and only if

| f (u j)|<
√

2, j = 1,2,3,4, (6.41)

for u ∈ G.
To establish (6.41), we first use the assumption eaN∗

= p/γ <
√

2e2 to improve
the lower bound m given in Lemma 6.5. In (6.34), we now have

x(t2 − 1)+ aN∗ < M+ aN∗ < eaN∗−1 <
√

2e.

Using the fact that the function xe−x is monotonically decreasing for x > 1 and that
x(t2 − 1)+ aN∗ > 1, we have

m =−aN∗+ eaN∗
(x(t2 − 1)+ aN∗)e−(x(t2−1)+aN∗)

>−aN∗+ eaN∗√
2ee−

√
2e >−aN∗+ 2e2

√
2ee−

√
2e

=−aN∗+ 2
√

2e3−√
2e.

Therefore, u ∈ G satisfies

|ui|>−aN∗+ 2
√

2e3−√
2e.

For δ = 2
√

2e3−√
2e > 1, we can verify

| f (−aN∗+ δ )|= eaN∗−δ |δ − 1|= eaN∗−2 e2−δ (δ − 1)< eaN∗−2.

From the graph of f (v), we know that f (v) has a global maximum eaN∗−2 = e−2 p/γ.
Therefore, for u ∈ G,

| f (uk)| ≤ max{eaN∗−2, | f (−aN∗+ δ )|} ≤ eaN∗−2 =
p
γ

e−2 <
√

2,

and (6.41) is satisfied, completing the proof. �

Lemma 6.7. Assume that γ e2 < p. Then (6.32) has no periodic solutions of period
1 or 2.

Proof. First note that every nonconstant 1-periodic solution u(t) of (6.32) is also a
nonconstant periodic solution of the ordinary differential equation

u′(t) =−γτ(1− e−u(t))(u(t)+ aN∗). (6.42)

A simple phase-line analysis shows that (6.42) has no nonconstant periodic solu-
tions.

As in the proof of Lemma 6.6, if u(t) is a periodic solution of (6.32) of period
2, then u1(t) = u(t) and u2(t) = u(t − 1) are periodic solutions of the system of
ordinary differential equations
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u′1(t) =−γτ [u1(t)+ aN∗(1− e−u2(t))− u2(t)e
−u2(t)]

u′2(t) =−γτ [u2(t)+ aN∗(1− e−u1(t))− u1(t)e
−u1(t)].

(6.43)

Let (P(u1,u2), Q(u1,u2)) denote the vector field of (6.43). Then

∂P
∂u1

+
∂Q
∂u2

=−2γτ < 0

for all (u1,u2). Thus the classical Bendixson’s negative criterion implies that (6.43)
has no nonconstant periodic solutions. �

Theorem 6.13. Suppose that γe2 < p <
√

2γe2 holds. Then for each τ > τk, k =
0,1,2, · · · , (6.32) has at least k+ 1 periodic solutions.

Proof. First note that

F(xt ,τ)
def
= −γτ[x(t)+ aN∗(1− ex(t−1))− y(t − 1)e−x(t−1)]

satisfies hypotheses (SGHB1), (SGHB2), and (SGHB3) of Sect. 6.6, with

(x̂0,α0) = (0,τk),

Δ(0,τk)
(z) = z+ τγ + τγ[aN∗ − 1]e−z.

It can also be verified that (0,τk) are isolated centers with the corresponding imagi-
nary characteristic values ±iτkω0. We have shown that there exist ε > 0, δ > 0, and
a smooth curve z : (τk − δ , τk + δ )→ C such that Δ(z(τ)) = 0, |z(τ)− iτkω0| < ε
for all τ ∈ [τk − δ , τk + δ ], and

z(τk) = iτkω0,
dRez(τ)

dτ

∣∣∣
τ=τk

> 0.

Set βk = τkω0 and let

Ωε = {(0,β ) : 0 < u < ε, |β −βk|< ε}.

Clearly, if |τ−τk| ≤ δ and (u, p)∈ ∂Ωε such that Δ0,τ)(u+ iβ )= 0, then τ = τk, u=
0, and β = βk. This satisfies assumption (SGHB4) in Sect. 6.6. Moreover, if we put

H±(0,τk)(u,β ) = Δ(0,τk±δ )(u+ iβ ),

then we have the cross number

γ(0,τk) = degB(H
−(0,τk,τkω0), Ωε)

− degB(H
+(0,τk,τkω0), Ωε) =−1.

By Theorem 6.12, we conclude that the connected componentC(0,τk,τkω0) through
(0,τk,τkω0) in Σ(F) is nonempty. Meanwhile, we have
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∑
(x̂,τ,β )∈C(0,τk,τkω0)∩N(F)

γ(ŷ,τ,T ) < 0,

and hence C(0,τk,τkω0) is unbounded.
Lemma 6.5 implies that the projection of C(0,τk,τkω0) onto the x-space is

bounded. It can be verified using a phase-line analysis that when τ = 0, (6.32) has
no nonconstant periodic solutions. Therefore, the projection of C(0,τk,τkω0) onto
the τ-space is bounded below. From the definitions of τk and ω0, we obtain

τkω0 = sin−1
(√

aN∗(aN∗−2)
aN∗−1

)
+ 2kπ (6.44)

for k ≥ 0. Also, we know that sinω0τk > 0 and cosω0τk < 0, for k ≥ 0. Hence

π
2
< ω0τ0 < π , and 2π < ω0τk < (2k+ 1)π , k ≥ 1.

Therefore

2 <
2π

τ0ω0
< 4, and

1
k+ 1

<
2π

ω0τk
< 1, k ≥ 1. (6.45)

Applying Lemmas 6.6 and 6.7, we know that 2 < 2π/β < 4 if (x,τ,β ) ∈
C(0,τ0,τ0ω0), and that 1/(k + 1) < 2π/β < 1 if (x,τ,β ) ∈ C(0,τk,τkω0) for
k ≥ 1. This shows that in order for C(0,τk,τkω0) to be unbounded, its projection
onto the τ-space must be unbounded. Consequently, the projection of C(0,τk,τkω0)
onto the τ-space includes [τk,∞). This shows that for each τ > τk, (6.32) has k+ 1
nonconstant periodic solutions, completing the proof of the theorem. �
Remark 6.1. (i) From the proof of Theorem 6.13, we know that the first global

Hopf branch contains periodic solutions of period between 2 and 4. These are
the slowly oscillating periodic solutions. See [13, 60, 197, 291] for more details
about the existence of slowly oscillating periodic solutions in delay differential
equations. The τk branches, for k ≥ 1, since the periods are less than 1, contain
fast-oscillating periodic solutions.

(ii) For k ≥ 1,
1

k+ 1
<

2π
τkω0

< 1

automatically holds. The bounds on the period 2π/β for (x,τ,β )∈C(0,τk,τkω0)
hold without resort to Lemma 6.6. Thus, the global extension of the τk-branch
for k ≥ 1 can be proved without the restriction p <

√
2γe2.

6.7.3 Nicholson’s Blowflies Equation Revisited: Onset
and Termination of Nonlinear Oscillations

In [264], the authors reexamined the Nicholson’s blowflies model with natural death
rate explicitly incorporated into the delay feedback, obtaining the following delay
differential equation with a delay-dependent coefficient

N′(t) = e−δτ f (N(t − τ))− γN(t), (6.46)
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where δ > 0 is the death rate of the immature population, and f (N) = pNe−αN .
One can derive this, as was done in [82, 222], from a structured population model
for u(t,a) (the population density at age a and time t) as follows:

∂
∂ t

u(t,a)+
∂
∂a

u(t,a) =−μ(a)u(t,a),

with the stage-specific mortality rate

μ(a) =

{
γ, t > τ,
δ , t < τ.

A simple application of the integration along characteristic lines leads to the model
equation for the mature population N(t) =

∫ ∞
τ u(t,a)da with the Ricker’s-type birth

function f .
The additional term e−δτ is the probability of the immature population surviv-

ing τ time units before becoming mature. This addition, as shown in [264], leads
to rather different dynamics for model (6.46): as the delay τ increases, the positive
equilibrium loses its stability and undergoes local Hopf bifurcations at a finite even
number of critical values, and as τ passes a critical threshold, the positive equilib-
rium regains its stability. In other words, as τ keeps increasing and passes another
threshold value, the positive equilibrium disappears, and the species becomes ex-
tinct (the zero solution is globally asymptotically stable). Shu, Wang, and Wu [264]
also observed the coexistence of multiple stable periodic solutions.

As we did in the last subsection, Shu, Wang, and Wu [264] considered the delay
a bifurcation parameter and examined the onset and termination of Hopf bifurca-
tions of periodic solutions from a positive equilibrium. They proved that the model
has only a finite number of Hopf bifurcation values and that these branches of Hopf
bifurcations are paired, so that the existence of periodic solutions with specific oscil-
lation frequencies occurs only in bounded delay intervals. The bifurcation analysis
then guided some numerical simulations to identify ranges of parameters for coex-
isting multiple attractive periodic solutions.

6.8 Rotating Waves and Circulant Matrices

We have noticed that a key step in applying the global Hopf bifurcation theory is
to exclude the existence of nonconstant periodic solutions with a certain prescribed
period, normally the integer multiplier of the delay if the delay is constant. A gen-
eral approach outlined in [237] is as follows: If one assumes that y(t) is a periodic
solution of a prototype equation x′(t) = f (x(t),x(t − τ)) for some scalar function
f , of period mτ for a certain integer m, and defines u j(t) = y(t − ( j − 1)τ)) for
1 ≤ j ≤ m, one then discovers that u(t) = (u1(t), . . . ,um(t)) satisfies a cyclic system
of ordinary differential equations u′(t) = g(u(t)), and we shall show that solutions
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of such a cyclic system satisfy limt→∞ |u(t)| = 0 or ∞, and the key step in proving
the latter statement will be the construction of appropriate Lyapunov functions for
the cyclic system. This will normally require the estimation of the spectral radius of
a so-called circulant matrix. If we linearize this cyclic system at the trivial solution,
we are led to a linear system with a real circulant matrix. Here and in what follows,
an n× n matrix is called circulant if its (i, j)-element is given by a j−i+1 for n real
numbers a1, · · ·an. This matrix will be written as A = circ(a1,a2, · · ·an). For such a
matrix, it was shown in [237] that

inf{〈Ay,y〉 : y ∈ R
n,

n

∑
j=1

y2
j = 1}= min{Re

( n

∑
j=1

a jz
j−1) : z ∈C; zn = 1}.

In this section, we will demonstrate the use of the approach outlined by Nussbaum
based on the above-mentioned spectral property of circulant matrices.

We consider the following partial NFDE:

∂
∂ t

[u(t,x)− qu(t− τ,x)] = d
∂ 2

∂x2 [u(t,x)− qu(t,x)]

− au(t,x)− aqu(t− τ,x)− g[u(t,x)− qu(t− τ,x)],
(6.47)

where x ∈ S1, a,d,τ are positive constants, g : R→R is continuously differentiable
with g(0) = 0, q ∈ (0,1) is the bifurcation parameter. This partial NFDE can be
obtained from the coupled lossless transmission line NFDE introduced in Sect. 5.9
by letting the number of coupled oscillators go to infinity.

We are interested in the Hopf bifurcation of rotating waves from the trivial solu-
tion. Rotating wave solutions are solutions that satisfy

u(t,x) = u(t +
p

2π
x,0), u(t + p,x) = u(t,x), (t,x) ∈R×S

1, (6.48)

where p > 0 is a constant.
Let y(t) = u(t p

2π ,0). Then using the spatiotemporal relation (6.48) of the rotating
waves, we can show that u is a rotating wave if and only if y is a 2π-periodic solution
of an NFDE with two parameters (q, p). This two-parameter NFDE is very much
similar to (6.24), and a global Hopf bifurcation has been established (see [193] for
details). Here we describe how Wu and Xia [306] applied this theory to establish the
existence of rotating waves, and how this is related to circulant matrices.

Let g′(0) = −γ and assume that 0 < γ < a in what follows. The characteristic
equation of (6.47) at the trivial solution takes the form

(λ + dk2 + a− γ)eλτ − q(λ + dk2 − a− γ) = 0, k ≥ 1. (6.49)

Letting λ = iβ in (6.49), we get
{

− (dk2 + a− γ)cosβτ +β sinβτ = q(a+ γ− dk2),

β cosβτ +(dk2 + a− γ)sinβτ = qβ ,
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or equivalently,

⎧⎪⎪⎨
⎪⎪⎩

tan(βτ) =
2αβ

β 2 − (a+ dk2− γ)(a− dk2+ γ)
,

q2 =
β 2 +(a− γ+ dk2)2

β 2 +(a+ γ− dk2)2 .

(6.50)

It is easy to show that for a real number β > 0, the second equation of (6.50) has a
solution q ∈ (0,1) only if

dk2 < γ. (6.51)

Therefore, there are only finitely many k ≥ 1 such that (6.50) has a pair of purely
imaginary solutions.

For each fixed k ≥ 1 such that dk2 < γ , we can easily show graphically that there
exists a sequence of positive numbers βk,1 < βk,2 < · · · such that the first equation
of (6.50) is satisfied by βk, j, j = 1,2, . . .. Substituting this βk, j into the second equa-
tion of (6.50) gives

qk, j =

√√√√β 2
k, j +(a− γ+ dk2)2

β 2
k, j +(a+ γ− dk2)2

. (6.52)

Therefore, we can conclude that the set {(q, p)∈ (0,1)×(0,∞); (6.49) has a solution
i(2π/p)m for some m ≥ 1} is discrete.

Let λ = λ (q) be a smooth curve of zeros of (6.49) such that λ (qk, j) = iβk, j.
Differentiating (6.49) with respect to q, we get

λ ′(q)eλ + τ(λ + dk2 + a− γ)eλτλ ′(q) = λ + dk2 − γ− a+ qλ ′(q).

That is,

λ ′(q) =
λ + dk2 − γ − a

τ(λ + dk2 + a− γ)eλτ + eλ − q
.

This leads to

sgnReλ ′(q)|q=qk, j

= sgnRe
1

λ ′(q)
|q=qk, j

= sgn

{
τ +

2aβ 2
k, j

[(dk2 + a− γ)2+β 2
k, j][(dk2 − γ− a)2 +β 2

k, j]

}
= 1 > 0.

From the definition of the crossing number in Sect. 6.6, we can see that this will be
crucial in ruling out bounded connected components of rotating waves of (6.47).

For the sake of later application, let us look at the location of β0 = β1,1. We
assume that

0 < d < γ. (6.53)
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Then β0 is the first positive solution of

tan(βτ) =
2aβ

β 2 − (a− γ+ d)(a+ γ− d)
, (6.54)

and hence iβ0 is a solution of (6.49) with k = 1 and

q0 = q1,1 =

√
β 2

0 +(a− γ+ d)2

β 2
0 +(a+ γ− d)2

. (6.55)

Lemma 6.8. If
π
2τ

<
√
(a+ γ− d)(a− γ+ d), (6.56)

then π/2τ < β0 <
√
(a+ γ− d)(a− γ+ d), and hence

2π√
(a+ γ− d)(a− γ+ d)

<
2π
β0

< 4τ. (6.57)

In particular, if
π
2τ

<
√
(a+ γ− d)(a− γ+ d)<

π
τ
, (6.58)

then

2τ <
2π
β0

< 4τ. (6.59)

In order to apply the global bifurcation theorem to establish the global existence
of rotating waves, we need to obtain a priori bounds for rotating waves. Assume that
u(t,x) is a rotating wave of (6.47) satisfying (6.48). Let [u(t0,x0)− qu(t0 − τ,x0)]

2

be the maximum value of [u(t,x)− qu(t− τ,x)]2 over R×S1. Then

0 =
∂
∂ t

[u(t0,x0)− qu(t0 − τ,x0)]
2

= 2[u(t0,x0)− qu(t0− τ,x0)]
∂
∂ t

[u(t0,x0)− qu(t0 − τ,x0)],

0 =
∂
∂x

[u(t0,x0)− qu(t0− τ,x0)]
2

= 2[u(t0,x0)− qu(t0− τ,x0)]
∂
∂x

[u(t0,x0)− qu(t0− τ,x0)],

0 ≤ ∂ 2

∂x2 [u(t0,x0)− qu(t0− τ,x0)]
2

= 2{ ∂
∂x

[u(t0,x0)− qu(t0− τ,x0)]}2

+ 2[u(t0,x0)− qu(t0− τ,x0)]
∂ 2

∂x2 [u(t0,x0)− qu(t0− τ,x0)].
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Without loss of generality, we may assume that u(t0,x0)−qu(t0−τ,x0) �= 0. There-
fore, from (6.47) it follows that

[u(t0,x0)− qu(t0− τ,x0)]{−au(t0,x0)− aqu(t0− τ,x0)

− g[u(t0,x0)− qu(t0− τ,x0)]} ≥ 0.

That is,

−2aqu(t0 − τ,x0)[u(t0,x0)− qu(t0 − τ,x0)]

≥{a[u(t0,x0)− qu(t0− τ,x0)]

+ g[u(t0,x0)− qu(t0 − τ,x0)]}[u(t0,x0)− qu(t0 − τ,x0)].

(6.60)

Note that

|u(t,x)− qu(t− τ,x)| ≤ |u(t0,x0)− qu(t0 − τ,x0)|, t ∈R, x ∈ S
1

implies

|u(t,x)| ≤ 1
1− q

|u(t0,x0)− qu(t0− τ,x0)|, t ∈ R, x ∈ S
1. (6.61)

Therefore, by (6.60), we obtain

a+
g[u(t0,x0)− qu(t0 − τ,x0)]

u(t0,x0)− qu(t0− τ,x0)
≤ 2aq

1− q
. (6.62)

If we assume that

lim
z→∞

g(z)
z

= ∞, (6.63)

then (6.62) implies the existence of Q = Q(2aq/(1− q)), so that

|u(t0,x0)− qu(t0 − τ,x0)| ≤ Q,

and hence from (6.61), it follows that

|u(t,x)| ≤ 1
1− q

Q(
2aq

1− q
), t ∈ R, x ∈ S

1. (6.64)

Summarizing the above discussion, we get the following.

Lemma 6.9. If (6.63) is satisfied, then there exists a nondecreasing function Q :
(0,∞) → (0,∞) such that every rotating wave u(t,x) of (6.47) satisfies |u(t,x)| ≤
(1/(1− q)Q(2aq/(1− q)) for t ∈ R and x ∈ S1. In particular, for fixed q∗ ∈ (0,1),
the set of rotating waves of (6.47) corresponding to q ∈ [0,q∗) is uniformly bounded
in the sup-norm.
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Now we try to exclude nontrivial 4τ-periodic rotating waves. Assume that u(t,x)
is a nontrivial rotating wave of (6.47) satisfying (6.48) with p = 4τ . Then

u(t,0) = u(t + 4τ,0),
u(t,x) = u(t − 4τ

2π x,0) = u(t − 2
π x,0), t ∈ R, x ∈ S1.

So, v(t) = u(t,0) satisfies

d
dt
[v(t)− qv(t − τ)]

=

(
2τ
π

)2

d
d2

dt2 [v(t)− qv(t − τ)]

− a[v(t)− qv(t− τ)]− 2aqv(t− τ)− g[v(t)− qv(t− τ)],

(6.65)

t ∈ R. Let ⎧⎪⎪⎨
⎪⎪⎩

x1(t) = v(t)− qv(t− τ),
x2(t) = v(t − τ)− qv(t− 2τ),
x3(t) = v(t − 2τ)− qv(t− 3τ),
x4(t) = v(t − 3τ)− qv(t).

(6.66)

Then ⎛
⎜⎜⎝

v(t − τ)
v(t − 2τ)
v(t − 3τ)

v(t)

⎞
⎟⎟⎠=

1
1− q4 B

⎛
⎜⎜⎝

x1(t)
x2(t)
x3(t)
x4(t)

⎞
⎟⎟⎠ , (6.67)

where we have the following circulant matrix:

B =

⎛
⎜⎜⎝

q3 1 q q2

q2 q3 1 q
q q2 q3 1
1 q q2 q3

⎞
⎟⎟⎠ .

Substituting (6.66) and (6.67) into (6.65), we get

ẋi =

(
2τ
π

)2

dẍi − axi− 2aq
1− q4 (Bx)i − g(xi), 1 ≤ i ≤ 4.

Its similarity to the Liénard equation suggests a transformation that leads to an
equivalent system,

{
ẋi = yi +

( π
2τ
)2 1

d xi,

ẏi =
( π

2τ
)2 1

d

[
axi +

2aq
1−q4 (Bx)i + g(xi)

]
, 1 ≤ i ≤ 4,

(6.68)

and a related Lyapunov function,

V =
4

∑
i=1

[
1
2

y2
i −
( π

2τ

)2 1
d

∫ xi

0
g(s)ds− axiyi − 2aq

1− q4 yi(Bx)i

]
.
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The derivative of V along solutions of (6.68) is given by

V̇ =− a
4

∑
i=1

y2
i −

2aq
1− q4

4

∑
i=1

yi(By)i

−
[
(

π
2τ

)2 1
d

]2 4

∑
i=1

xig(xi)− a
d

( π
2τ

)2 4

∑
i=1

xig(xi)

− a2

d

4

∑
i=1

( π
2τ

)2
x2

i −
4a2q

1− q4

( π
2τ

)2 1
d

4

∑
i=1

xi(Bx)i

−
(

2aq
1− q4

)2( π
2τ

)2 1
d

4

∑
i=1

(Bx)i(Bx)i − 2aq
1− q4

( π
2τ

)2 1
d

4

∑
i=1

g(xi)(Bx)i.

We need the following lemma.

Lemma 6.10. ∑4
i=1 zi(Bz)i ≥−(1− q)(1+ q2)∑4

i=1 z2
i , zi ∈ R, 1 ≤ i ≤ 4.

Proof. Using the aforementioned spectral property of circulant matrices, we have
∑4

i=1 zi(Bz)i ≥ Γ ∑4
i=1 z2

i ,zi ∈R,≤ i ≤ 4, where

Γ = min{Re
4

∑
j=1

a jz
j−1 : z4 = 1,a1 = q3,a2 = 1,a3 = q,a4 = q2}

= min{Re
(
q3 + ei(2π/4) j + qei(4π/4) j+ q2ei(6π/4) j : j = 0,1,2,3}

= min{(1+ q)(1+ q2),−q(1− q2),−(1− q)(1+ q2)}
=−(1− q)(1+ q2).

�

We also need to compute the eigenvalues of BT B. While this can be done directly,
Wu and Xia [306] have presented an approach that can be extended to general cir-
cular matrices.

Lemma 6.11. The minimal eigenvalue of BT B is λmin(BT B) = (1− q4)2/(1+ q)2,
and the maximal eigenvalue of BT B is λmax(BT B) = (1− q4)2/(1− q)2.

Proof. Let

v j = (1,ei(π/2) j,ei(2π/2) j,ei(3π/2) j), j = 0,1,2,3.

It can be shown that v j is an eigenvector of B corresponding to the eigenvalue

α j = ei(π/2) j(1+ qei(π/2) j+ q2ei(2π/2) j + q3ei(3π/2) j) = ei(π/2) j 1− q4

1− qei(π/2) j

and an eigenvector of BT corresponding to the eigenvector

β j = e−i(π/2) j(1+qe−i(π/2) j+q2e−i(2π/2) j+q3e−i(3π/2) j) = e−i(π/2) j 1− q4

1− qe−i(π/2) j
.
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Assume that x ∈C
4 is an eigenvector of BT B corresponding to an eigenvalue λ ∈C.

Then x = a0v0 + a1v1 + a2v2 + a3v3, and BT Bx = λx is equivalent to

3

∑
j=0

α jβ ja jv j = λ
3

∑
j=0

a jv j,

from which it follows that λ = α jβ j for some j = 0,1,2,3. Therefore, all eigenval-
ues of BT B are given by

(1− q4)2

(1− qei(π/2) j)(1− qe−i(π/2) j)
, j = 0,1,2,3,

from which the conclusion follows. �
We also note the following result; see [306]

Lemma 6.12. Assume that

−K ≤ g(x)
x

, g(−x) =−g(x) f or x �= 0, (6.69)

g(x)
x

is nondecreasing in x ∈ (0,∞). (6.70)

Let xi(t), i = 1, . . . ,4, be given by (6.66). Then
∣∣∣∣g(xi(t))

xi(t)

∣∣∣∣≤ max

{
K,

a(3q− 1)
1− q

}
. (6.71)

We now return to the estimation of V̇ . Using Lemma 6.11, we get

4

∑
i=1

(Bx)i(Bx)i ≥ λmin(B
T B)

4

∑
i=1

x2
i =

(1− q4)2

(1+ q)2

4

∑
i=1

x2
i .

By Lemma 6.12, we have
∣∣∣∣∣

4

∑
i=1

g(xi)(Bx)i

∣∣∣∣∣≤
√

4

∑
i=1

g2(xi)

√
4

∑
i=1

x2
i λmax(B

T B)

≤ (1− q4)2

(1+ q)2 max

{
K,

a(3q− 1)
1− q

} 4

∑
i=1

x2
i .

Therefore, using Lemma 6.10, we get

V̇ ≤ −a
4

∑
i=1

[
1− 2q(1− q)(1+ q2)

1− q4

]
yi

−
( π

2τ

)2 1
d

{
(

1
d

( π
2τ

)2
+ a

) 4

∑
i=1

xig(xi)

−
4

∑
i=1

1
d

( π
2τ

)2
{

a2
[

1− 4q
1− q4 (1− q)(1+ q2)
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+
4q2

(1− q4)2

(1− q4)2

(1+ q)2

]
x2

i

− 2aq
1− q4

(1− q4)2

(1− q)2 max

{
K,

a(3q− 1)
1− q

} 4

∑
i=1

x2
i

}

≤ −a
4

∑
i=1

(
1− q
1+ q

)
y2

i

−
( π

2τ

)2 1
d

4

∑
i=1

[
a2
(

1− q
1+ q

)2

−
(

1
d

( π
2τ

)2
+ a

)
K

− 2aq(1+ q)(1+ q2)

1− q
max

{
K,

a(3q− 1)
1− q

}]
x2

i .

Consequently, if we assume that

0 ≤ q < 1− δ for some δ ∈ (0,1), (6.72)

1
4

a2δ 2 >

[
1
d
(

π
2τ

)2 + a

]
K +

8a(1− δ )max
{

K, 4a
δ
}

δ
, (6.73)

then V̇ is a strictly negative function of (x1, . . . ,x4,y1, . . . ,y4) unless xi = yi = 0
for 1 ≤ i ≤ 4. Therefore, under assumptions (6.69), (6.70), (6.72), and (6.73), sys-
tem (6.68) has no nontrivial periodic solution. This implies that system (6.47) has
no nontrivial rotating wave of period 4τ . That is, we have proved the following.

Lemma 6.13. Under assumptions (6.69), (6.70), (6.72), and (6.73), the partial neu-
tral functional differential equation (6.47) has no nontrivial 4π-periodic rotating
wave for q ∈ [0,1− δ ).

We can then use global bifurcation theory to obtain the following result, for
which we refer to [306] for more details of the proof.

Theorem 6.14. Assume that

(i) g′(0) =−γ,d < γ < a,π/2 <
√
(a+ γ− d)(a− γ+ d);

(ii) infy�=0g(y)/y >−a, limy→∞ g(y)/y = ∞;
(iii) g(−y) =−g(y) for y ∈R and g(y)/y is nondecreasing in y ∈ (0,∞);
(iv) there exist constants δ ∈ (0,1) and K ≥ 0 such that

−K ≤ g(x)/x for x �= 0,
1
4 a2δ 2 >

[
1
d

(π
2

)2
+ a
]

K + 8a
(

1−δ
δ

)
max
{

K, 4a
δ
}
,

and

q0
def
=

√
β 2

0 +(a+ γ− d)2

β 2
0 +(a− γ+ d)2

< 1− δ ,
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where β0 is the first solution in ((π/2τ),
√
(a+ γ− d)(a− γ+ d)) of the

equation

tan(βτ) =
2aβ

β 2 − (a+ γ− d)(a− γ+ d)
.

Then for each q ∈ (q0,1− δ ), system (6.47) has a rotating wave with a period less
than 4. If, in addition, we assume

(iv)
π
2
<
√
(a+ γ− d)(a− γ+ d)<

π
τ
,

then for each q ∈ (q0,1− δ ), system (6.47) has a slowly oscillating rotating wave,
that is, a rotating wave with a period in (2τ,4τ).

6.9 State-Dependent DDEs

State-dependent DDEs arises from a number of applications such as electrodynam-
ics, automatic and remote control, machine cutting, neutral networks, population
biology, mathematical epidemiology, and economics. They describe the evolution
of systems in which the rate of change depends on the history of the rate, and the
delay depends on the system’s status in a complicated manner, such as by an explicit
or implicit algebraic equation or a differential or integral equation.

Early results on the existence of periodic solutions for state-dependent DDEs in-
clude work by Smith [269] that considered bifurcations of periodic solutions from
a stationary state for a system of integral equations with state-dependent delay,
and work on the existence of periodic solutions by Nussbaum, Mallet-Paret, and
Paraskevopoulos [215]. These studies address the aspect of global continuation of
Hopf bifurcations of periodic solutions, especially the existence of periodic solu-
tions in which the bifurcation parameter is away from the critical value where a
local Hopf bifurcation is born. The work of Nussbaum et al. [215] focuses on im-
portant prototype classes of state-dependent delay differential equations with nega-
tive feedback and provides some detailed information on slowly oscillating periodic
solutions. Here we introduce the work [170, 171] to provide a general tool and
framework for studying the Hopf bifurcation problem, and in particular, the global
continuation of local bifurcation of periodic solutions of the following parameter-
ized state-dependent DDEs from an equivariant-degree point of view:

(
ẋ(t)
τ̇(t)

)
=

(
f (x(t), x(t − τ(t)), σ)

g(x(t), τ(t), σ)

)
, (6.74)

where x ∈ RN , τ ∈ R, t ∈ R and σ ∈ R, f : RN ×RN ×R→ RN , and g : RN ×R×
R → R are given maps. A stationary state of (6.74) with parameter σ is a vector
(x, τ) ∈RN ×R such that f (x, x, σ) = 0 and g(x, τ, σ) = 0.
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The major problem in developing such a global Hopf bifurcation theory for the
system of state-dependent DDEs (6.74) is that in the spaces of continuous pe-
riodic functions CT (R;RN) = {x ∈ C(R;RN) : x(t + T ) = x(t) for all t ∈ R} and
CT (R;R) = {τ ∈C(R;R) : τ(t +T ) = τ(t) for all t ∈R} with a fixed period T > 0,
the composition operator

χ : CT (R;RN)×CT (R;R)→CT (R;RN),
χ(x, τ)(t) = x(t − τ(t)), t ∈ R,

(6.75)

is generally not a C1 (continuously differentiable) map with respect to τ in the supre-
mum norm. This causes difficulty in formulating linearization at a stationary state,
and such a linearization is usually necessary in the functional-analytic setting for
Hopf bifurcation problems in which a topological index such as an S1-equivariant
degree can be calculated and applied to investigate the birth and continuation of
periodic solutions bifurcating from a stationary state.

In [72], a system of auxiliary equations obtained through a formal linearization
technique was used in the study of local stability of state-dependent DDEs in the
space of continuously differentiable functions. This formal linearization technique
is only heuristic and can be described in the following way: the state-dependent
delay τ(t) in x(t − τ(t)) is first fixed at a given stationary state, and then the re-
sulting nonlinear system with frozen constant delay is linearized. Other applications
of systems of auxiliary equations obtained through a formal linearization process
can be found in [26, 45, 156] and [157]. None of these results is sufficient for us
to develop a global Hopf bifurcation theory based on the S1-equivariant degree for
state-dependent DDEs (6.74). However, the above-mentioned results strongly indi-
cate that the system of auxiliary equations obtained through the heuristic technique
of formal linearization can be used to detect the local Hopf bifurcation and to de-
scribe its global continuation for state-dependent DDEs.

In this section, we use the homotopy invariance property of the S1-equivariant
degree to relate the Hopf bifurcation problem of (6.74) to the change of stability
of stationary states of the corresponding system of auxiliary equations obtained
through formal linearization. As such, much of the effort has been dedicated to
justifying that the detection of Hopf bifurcation can be achieved through the formal
linearization technique: the state-dependent delay τ(t) in x(t − τ(t)) is first fixed
at a given stationary state; then the resulting nonlinear system with frozen constant
delay is linearized. This linearization technique is used in the functional-analytic
setting that converts the Hopf bifurcation problem of system (6.74) to solving an
operator equation (6.13) involving S1-equivariant maps with two parameters, in the
space of periodic functions with a fixed period. Implicitly used is the C1-smoothness
of the operator defined in Lemma 6.17 in the space E (the space of periodic func-
tions with fixed period 2π). The formal linearization leads to this operator naturally
in the space of continuously differentiable periodic functions with period 2π , and
the fact that this operator can be extended to a bounded operator in the space E

is essential in our homotopy argument. This technique of extending the linearized
operator of a state-dependent delay differential equation from the space C1 to the
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space C has previously been used in other contexts; see, for example, Mallet-Paret–
Nussbaum–Paraskevopoulos [215], Krisztin [196], Walther [290], and the survey
paper by Hartung–Krisztin–Walther–Wu [158].

6.9.1 Local Hopf Bifurcation

We turn to the Hopf bifurcation of (6.74), with its solution denoted by u(t) =
(x(t),τ(t)). Denote by C(R; RN) the normed space of continuous functions from
R to RN equipped with the usual supremum norm ‖x‖ = supt∈R |x(t)| for x ∈
C(R; RN), where | · | denotes the Euclidean norm. We also denote by C1(R; RN)
the normed space of continuously differentiable bounded functions from R to RN

equipped with the usual C1 norm

‖x‖C1 = max{sup
t∈R

|x(t)|, sup
t∈R

|ẋ(t)|}

for x ∈C(R; RN). For a stationary state (u0,τ0) of (6.74) with the parameter σ0, we
say that (u0, σ0) is a Hopf bifurcation point of system (6.74) if there exist a sequence
{(uk, σk, Tk)}+∞

k=1 ⊆C(R;RN+1)×R2 and T0 > 0 such that

lim
k→+∞

‖(uk, σk, Tk)− (u0, σ0, T0)‖C(R;RN+1)×R2 = 0,

and (uk, σk) is a nonconstant Tk-periodic solution of system (6.74).
We assume that:

(SHB1) The map f : RN ×R
N ×R� (θ1,θ2,σ)→ f (θ1,θ2,σ) ∈R

N and the map
g: RN ×R×R � (γ1, γ2, σ) → g(γ1, γ2, σ) ∈ R are C2 (twice continuously dif-
ferentiable).

(SHB2) There exists L0 > 0 such that g(γ1, γ2, σ) < L0
L0+1 for γ1 ∈ RN , γ2 ∈ R,

σ ∈ R.

In what follows, we write ∂i f = ∂
∂θi

f for i = 1, 2, and similarly we define ∂ig for
i = 1, 2.

We shall study the Hopf bifurcation of (6.74) through its formal linearization.
We assume that for a fixed σ0 ∈ R, (xσ0 ,τσ0) (or abusing notation, (xσ0 ,τσ0 , σ0)) is
a stationary state of (6.74). That is,

f (xσ0 , xσ0 , σ0) = 0, g(xσ0 , τσ0 , σ0) = 0.

We also assume that

(SHB3) ( ∂
∂θ1

+ ∂
∂θ2

) f (θ1, θ2, σ)|σ=σ0,θ1=θ2=xσ0
is nonsingular and

∂
∂γ2

g(γ1, γ2, σ)|σ=σ0,γ1=xσ0 ,γ2=τσ0
�= 0.
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This assumption implies that there exist ε0 > 0 and a C1-smooth curve (σ0−ε0, σ0+
ε0)� σ �→ (xσ , τσ )∈RN+1 such that (xσ , τσ ) is the unique stationary state of (6.74)
in a small neighborhood of (xσ0 , τσ0) for σ close to σ0.

We now consider, for σ ∈ (σ0 − ε0, σ0 + ε0), the following formal linearization
of system (6.74) at the stationary point η(σ) = (xσ , zσ ):

(
ẋ(t)
τ̇(t)

)
=

[
∂1 f (σ) 0
∂1g(σ) ∂2g(σ)

](
x(t)− xσ
τ(t)− τσ

)

+

[
∂2 f (σ) 0

0 0

](
x(t − τσ )− xσ
τ(t − τσ )− τσ

)
, (6.76)

where

∂1 f (σ)
def
= ∂1 f (xσ , τσ , σ), ∂2 f (σ)

def
= ∂2 f (xσ , τσ , σ),

∂1g(σ)
def
= ∂1g(xσ , τσ , σ), ∂2g(σ)

def
= ∂2g(xσ , τσ , σ).

Then we obtain the following characteristic equation of the linear system corre-
sponding to the inhomogeneous linear system (6.76):

detΔ(xσ ,τσ ,σ)(ω) = 0, (6.77)

where Δ(xσ ,τσ ,σ)(ω) is an (N + 1)× (N+ 1) complex matrix defined by

Δ(xσ ,τσ ,σ)(ω) = ωI−
[

∂1 f (σ) 0
∂1g(σ) ∂2g(σ)

]
−
[

∂2 f (σ) 0
0 0

]
e−ωτσ . (6.78)

A solution ω0 to the characteristic equation (6.77) is called a characteristic value
of the stationary state (xσ0 , τσ0 , σ0). We call (xσ0 , τσ0 , σ0) a nonsingular station-
ary state if and only if zero is not a characteristic value of (xσ0 , τσ0 , σ0). Here
(xσ0 , τσ0 , σ0) is a center if the set of nonzero purely imaginary characteristic values
of (xσ0 , τσ0 , σ0) is nonempty and discrete. We call (xσ0 , τσ0 , σ0) an isolated center
if it is the only center in some neighborhood of (xσ0 , τσ0 , σ0) in RN+1 ×R.

If (xσ0 , τσ0 , σ0) is an isolated center of (6.76), then there exist β0 > 0 and δ ∈
(0, ε0) such that

detΔ(xσ0 ,τσ0 ,σ0)(iβ0) = 0, detΔ(xσ ,τσ ,σ)(iβ ) �= 0, (6.79)

for every σ ∈ (σ0 − δ , σ0)∪ (σ0, σ0 + δ ) and β ∈ (0,+∞). Hence, we can choose
constants α0 = α0(σ0, β0) > 0 and ε = ε(σ0, β0) > 0 such that the closure of

the set Ω def
= (0, α0) × (β0 − ε, β0 + ε) ⊂ R2 ∼= C contains no other zero of

detΔ(xσ0 ,τσ0 ,σ0)(·). The quantity p0 = 2π/β0 is called the virtual period associ-
ated with the center (xσ0 , τσ0 , σ0). We note that detΔ(xσ ,τσ ,σ)(ω) is analytic in
ω and is continuous in σ . If δ > 0 is small enough, then there is no zero of
detΔ(xσ0±δ ,τσ0±δ ,σ0±δ)(ω) in ∂Ω . So we can define the number

γ±(xσ0 , τσ0 , σ0, β0) = degB(detΔ(xσ0±δ ,τσ0±δ ,σ0±δ)(·), Ω),
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and the crossing number of (xσ0 , τσ0 , σ0, β0) as

γ(xσ0 , τσ0 , σ0, β0) = γ−(xσ0 , τσ0 , σ0, β0)− γ+(xσ0 , τσ0 , σ0, β0). (6.80)

This crossing number counts the number of characteristic values (with multiplici-
ties) escaping from the region Ω as α increases and crosses α0. Define the function
H : [σ0 − δ , σ0 + δ ]×Ω →R2 � C by

H(α, u, β ) def
= detΔ(xσ ,τσ ,σ)(u+ iβ ),

and

deg(ΨH ,D(σ0, β0)) = γ(xσ0 , τσ0 , σ0, β0), (6.81)

where ΨH : D(σ0, β0) → R2 � C is defined by ΨH(σ ,β ) = detΔ(xσ ,τσ ,σ)(iβ ) and
D(σ0, β0) = (σ0 − δ , σ0 + δ )× (β0 − c, β0 + c).

Let E
def
= C2π(R; Rn) be the normed space of continuous 2π-periodic functions

from R to R
n equipped with the usual supremum norm. Then S

1 acts on E by argu-

ment shift. Namely, for ξ = eiν ∈ S1, u ∈ E, (ξu)(t)
def
= u(t +ν). For the isotypical

direct sum decomposition (6.12) of E, we see that E0
∼= Rn and for each k ≥ 1,

Ek is spanned by cos(kt)ε j and sin(kt)ε j, 1 ≤ j ≤ n, where {ε1, . . . ,εn} is the stan-
dard basis of Rn. Therefore, Ek, k ≥ 0, are real 2n-dimensional and so satisfy (SD1)
of Sect. 6.5. To formulate the Hopf bifurcation problem as a fixed-point problem
in the space of continuous functions of period 2π , we normalize the period of the
2π/β -periodic solution (x, τ) in (6.74) by (x(t),τ(t)) = (y(β t), z(β t)) and obtain

u̇(t) = Q(u, σ , β )(t), (6.82)

where u = (y, z)T and (σ , β ) ∈ D(σ0, β0), and

Q(u, σ , β )(t) =
1
β

[
f (y(t), y(t −β z(t)), σ)

g(y(t), z(t), σ)

]
.

Correspondingly, (6.76) is transformed into

u̇(t) = Q̃(u, σ , β )(t), (6.83)

where Q̃: E×D(σ0, β0)→ E is defined by

Q̃(u, σ , β )(t) =
1
β

[
∂1 f (σ)(y(t)− yσ )+ ∂2 f (σ)(y(t −β zσ )− yσ)
∂1g(σ)(y(t)− yσ)+ ∂2g(σ)(z(t)− zσ )

]

and (yσ , zσ ) = η(σ) = (xσ , τσ ).
Before we state and prove the local Hopf bifurcation theorem, we need some

technical preparations. We denote by C1
2π(R; RN+1) the Banach space of 2π-

periodic and continuously differentiable functions equipped with the C1 norm

‖x‖C1 = max{ sup
t∈[0,2π ]

|x(t)|, sup
t∈[0,2π ]

|ẋ(t)|}.
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Lemma 6.14. Let L: C1
2π(R; RN+1)→ E and K: E→ R

N+1 be defined by

Lu(t) = u̇(t), Ku(t) =
1

2π

∫ 2π

0
u(t)dt

for t ∈R. Then L+K has a compact inverse (L+K)−1 : E→ E, which is given by

(L+K)−1(v)(t) =
∫ t

0
v(s)ds+

1
2π

∫ 2π

0
(1−π− t + s)v(s)ds.

This lemma can be found in [170] and is omitted here. It follows from
Lemma 6.14 that (L+K)−1 ◦ [Q(·,α,β )+K] : E→ E and (L+K)−1 ◦ [Q̃(·,α,β )+
K] : E→ E are completely continuous. That is, (SD2) and (SD4) are satisfied. Thus,
finding a 2π/β -periodic solution for the system (6.74) is equivalent to finding a
solution of the following fixed-point problem:

u = (L+K)−1 [Q(u, σ , β )+K(u)] , (6.84)

where (u, σ , β ) ∈ E×R×R+. Define the maps F : E×R×R+ → E and F̃ :
E×R×R+ → E by

F (u, σ , β ) def
= u− (L+K)−1 [Q(u, σ , β )+K(u)] ,

F̃ (u, σ , β ) def
= u− (L+K)−1[Q̃(u, σ , β )+K(u)

]
,

which are equivariant compact fields. Finding a 2π/β -periodic solution of sys-
tem (6.74) is equivalent to finding the solution of the problem

F (u, σ , β ) = 0, (u, σ , β ) ∈ E×R×R+.

It is an easy exercise to verify the following results.

Lemma 6.15. For σ ∈ R and β > 0, the map Q(·, σ , β ) : E→ E defined by (6.82)
is continuous.

Lemma 6.16. If system (6.76) has a nonconstant periodic solution with period T >
0, then there exists an integer m ≥ 1, m ∈ N such that ±im2π/T are characteristic
values of the stationary state (xσ , τσ , σ).

Lemma 6.17. Assume (SHB1)–(SHB3) hold. If BM(u0, σ0, β0;r, ρ) ⊆ E×R2 is a
special neighborhood of F̃ , where 0 < ρ < β0, then there exists r′ ∈ (0, r] such that
the neighborhood

BM(u0, σ0, β0;r′, ρ) = {(u, σ , β ) : ‖u−η(σ)‖< r′, |(σ , β )− (σ0, β0)|< ρ}

satisfies u̇(t) �≡ Q(u,σ ,β ) for (u, σ , β ) ∈ BM(u0, σ0, β0;r′, ρ) with u = (y,z)T �=
η(σ) and |(σ , β )− (σ0,β0)|= ρ .



194 6 Degree Theory

Proof. Suppose not. Then for all 0< r′ ≤ r, there exists (u, σ , β ) such that 0< ‖u−
η(σ)‖< r′, |(σ , β )− (σ0, β0)|= ρ and u̇(t) = Q(u,σ ,β ) for t ∈R. Then there ex-
ists a sequence of nonconstant periodic solutions {(uk, σk, βk) = (yk, zk, σk, βk)}∞

k=1
such that

lim
k→+∞

‖uk −η(σk)‖= 0, |(σk, βk)− (σ0, β0)|= ρ , (6.85)

and

u̇k(t) =
1
βk

(
f (yk(t),yk(t −βkzk(t)), σk)

g(yk(t), zk(t), σk)

)
for t ∈ R. (6.86)

Note that 0 < ρ < β0 implies that βk ≥ β0 −ρ > 0 for every k ∈ N. Also, since
the sequence {(σk, βk)}∞

k=1 belongs to a bounded neighborhood of (σ0, β0) in R2,
there exists a subsequence, denoted by {(σk, βk)}∞

k=1, that converges to (σ∗, β ∗),
so that |(σ∗, β ∗)− (σ0, β0)|= ρ and β ∗ > 0. Without loss of generality, we denote
this sequence by {(σk,βk)}∞

k=1. Our strategy here is to show that the system

v̇(t) =
1
β ∗

[
∂1 f (σ∗) 0
∂1g(σ∗) ∂2g(σ∗)

]
v(t)+

1
β ∗

[
∂2 f (σ∗) 0

0 0

]
v(t −β ∗zσ∗) (6.87)

has a nonconstant periodic solution, which contradicts the assumption that u0 =
(yσ0 , zσ0)

T is the only center of (6.83) in BM(u0, σ0, β0;r, ρ).
Put

vk(t) =
uk(t)−η(σk)

‖uk −η(σk)‖ .

Then we have

v̇k(t) =
1
βk

∫ 1

0

[
∂1 fk(σk, s)(t) 0
∂1gk(σk, s)(t) ∂2gk(σk, s)(t)

]
dsvk(t)

+
1
βk

∫ 1

0

[
∂2 fk(σk, s)(t) 0

0 0

]
dsvk(t −βkzk(t)), (6.88)

where

∂ j fk(σk, s)(t)
def
= ∂ j f (yσk + s(yk(t)− yσk),yσk + s(yk(t − zk(t))− yσk), σk)),

∂ jgk(σk, s)(t)
def
= ∂ jg(yσk + s(yk(t)− yσk),zσk + s(zk(t)− zσk), σk)

for all j = 1,2. We claim that there exists a convergent subsequence of {vk}+∞
k=1.

Indeed, by (6.85), we know that {(zk, βk)}+∞
k=1 is uniformly bounded in C(R;R)×R,

and hence limt→+∞[t −βkzk(t)] = +∞. Then, we have

‖vk‖= 1, ‖vk(·−βkzk(·))‖= 1.
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Recall that ∂i f (σ∗) and ∂ig(σ∗), i = 1, 2, are defined in (6.76). By (6.85), we know
that (yσk +s(yk(t)−yσk),yσk +s(yk(t−zk(t))−yσk), σk) converges to the stationary
state (xσ∗ , τσ∗ , σ∗) in C(R;R)×R uniformly for all s ∈ [0,1]. By (SHB1), we know
that f (θ1, θ2, σ) is C2 in (θ1, θ2) and ∂1 f (θ1, θ2, σ) is C1 in σ . Also, by (6.85),
the sequence {(uk, βk, σk)}+∞

k=1 is uniformly bounded in C(R;RN+1)×R2. Then we
obtain

{
limk→+∞ ‖∂ j fk(σk, s)− ∂ j f (σ∗)‖= 0,
limk→+∞ ‖∂ jgk(σk, s)− ∂ jg(σ∗)‖= 0

(6.89)

uniformly for s ∈ [0,1], j = 1,2. It is clear from (6.89) that ‖∂ j fk(σk, s)‖ and
‖∂ jgk(σk, s)‖ ( j = 1,2) are all uniformly bounded for all k ∈N and s ∈ [0, 1]. Then
it follows from (6.88) that there exists a constant L̃2 > 0 such that ‖v̇k‖ < L̃2 for
every k ∈ N. By the Arzelà–Ascoli theorem, there exists a convergent subsequence
{vkj}+∞

j=1 of {vk}+∞
k=1. That is, there exists v∗ ∈ {v ∈V : ‖v‖= 1} such that

lim
j→+∞

‖vkj − v∗‖= 0. (6.90)

By the integral mean value theorem, we have

|vkj (t −βk j zk j (t))− vkj(t −β ∗zσ∗)|

=

∣∣∣∣
∫ 1

0
v̇k j (t −θ (βk j zk j (t)−β ∗zσ∗))dθ (βk j zk j (t)−β ∗zσ∗)

∣∣∣∣
≤‖v̇k j‖ · |βk j zk j (t)−β ∗zσ∗ |
≤L̃2(βk j |zk j (t)− zσ∗|+ |βk j −β ∗|zσ∗). (6.91)

By (6.85) and (6.91), we have

lim
j→+∞

‖vkj(·−βk j zk j (·))− vkj(·−β ∗zσ∗)‖= 0. (6.92)

Therefore, it follows from (6.90) and (6.92) that

lim
j→+∞

‖vkj (·−βk j zk j (·))− v∗(·−β ∗zσ∗)‖ = 0. (6.93)

It follows from (6.85), (6.89), (6.90), and (6.93) that the right-hand side of (6.88)
converges uniformly to the right-hand side of (6.87). Therefore, v∗ is differentiable
and satisfies (6.87). Moreover, we have

lim
k→+∞

|v̇k(t)− v̇∗(t)|= 0.

Since by (SHB3), the matrix
[

∂1 f (σ∗)+ ∂2 f (σ∗) 0
∂1g(σ∗) ∂2g(σ∗)

]
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is nonsingular, v = 0 is the only constant solution of (6.87). Also, we have v∗ ∈
{v ∈ V : ‖v‖ = 1}, ‖v∗‖ �= 0. Therefore, (v∗(t), σ∗, β ∗) is a nonconstant peri-
odic solution of the linear equation (6.87). Then by Lemma 6.16, (η(σ∗), σ∗, β ∗)
is also a center of (6.83) in BM(u0, σ0, β0;r, ρ). This contradicts the assumption
that BM(u0, σ0, β0;r, ρ) is a special neighborhood of (6.82). This completes the
proof. �

As preparation for the proof of the local Hopf bifurcation theorem, we need the
following lemma.

Lemma 6.18. Assume that (SHB1)–(SHB3) hold. If U = BM(u0, σ0, β0;r, ρ) ⊆
E×R2 is a special neighborhood of F̃ with 0 < ρ < β0, then there exists r′ ∈ (0, r]
such that Fθ = (F , θ ) and F̃θ = (F̃ , θ ) are homotopic on BM(u0, σ0, β0;r′, ρ),
where θ is a completing function defined on BM(u0, σ0, β0;r′, ρ).

Proof. Since U = BM(u0, σ0, β0;r, ρ) ⊆ E×R2 is a special neighborhood of F̃
with 0 < ρ < β0, then by Lemma 6.17, both Fθ = (F , θ ) and F̃θ = (F , θ ) are
U -admissible.

Suppose that the conclusion is not true. Then for every r′ ∈ (0, r], Fθ = (F , θ )
and F̃θ = (F , θ ) are not homotopic on BM(u0, σ0, β0;r′, ρ). That is, every homo-
topy map between Fθ and F̃θ has a zero on the boundary of BM(u0, σ0, β0;r′, ρ).
In particular, the linear homotopy h(·, α)

def
= αFθ + (1 − α)F̃θ = (αF + (1 −

α)F̃ ,θ ) has a zero on the boundary of BM(u0, σ0, β0;r′, ρ), where α ∈ [0, 1].
Note that θ (u, σ , β )< 0 if ‖u−η(σ)‖= r′. Then there exist (u, σ , β ) and α ∈

[0, 1] such that ‖u−η(σ)‖< r′, |(σ , β )− (σ0, β0)|= ρ and

H(u, σ , β , α)
def
= αF +(1−α)F̃ = 0. (6.94)

Since r′ > 0 is arbitrary in the interval (0, r], there exists a nonconstant sequence
{(yk, zk, σk, βk, αk)}∞

k=1 of solutions of (6.94) such that

lim
k→+∞

‖uk −η(σk)‖= 0, |(σk, βk)− (σ0, β0)|= ρ , 0 ≤ αk ≤ 1, (6.95)

and

u̇k = αkQ(uk,σk,βk)+ (1−αk)Q̃(uk,σk,βk, for all k ∈ N. (6.96)

Note that 0 < ρ < β0 implies that βk ≥ β0 − ρ > 0 for every k ∈ N. From (6.95),
we know that {(σk, βk, αk)}∞

k=1 belongs to a compact subset of R3. Therefore, there
exist a convergent subsequence, denoted still by {(σk, βk, αk)}∞

k=1 without loss of
generality, and (σ∗, β ∗, α∗) ∈ R

3 such that β ∗ ≥ β0 −ρ > 0, α∗ ∈ [0, 1] and

lim
k→+∞

|(σk, βk, αk)− (σ∗, β ∗, α∗)|= 0.
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Similarly to the proof of Lemma 6.17, we can show that the system

v̇(t) =
1
β ∗

[
∂1 f (σ∗) 0
∂1g(σ∗) ∂2g(σ∗)

]
v(t)+

1
β ∗

[
∂2 f (σ∗) 0

0 0

]
v(t −β ∗zσ∗)

with ∂i f (σ∗), ∂ig(σ∗), i = 1,2, defined after (6.76), has a nonconstant periodic so-
lution, which contradicts the assumption that BM(u0, σ0, β0;r, ρ) is a special neigh-
borhood that contains an isolated center of (6.83). This completes the proof. �

Now we are able to state and prove the local Hopf bifurcation theorem.

Theorem 6.15. Assume that (SHB1)–(SHB3) hold. Let (xσ0 , τσ0 , σ0) be an isolated
center of system (6.76). If the crossing number defined by (6.80) satisfies

γ(xσ0 , τσ0 , σ0, β0) �= 0,

then there exists a bifurcation of nonconstant periodic solutions of (6.74) near
(xσ0 ,τσ0 , σ0). More precisely, there exists a sequence {(xn, τn, σn,βn)} such that
σn → σ0, βn → β0 as n → ∞, and limn→∞ ‖xn − xσ0‖ = 0, limn→∞ ‖τn − τσ0‖ = 0,
where

(xn, τn, σn) ∈C(R;RN+1)×R

is a nonconstant 2π/βn-periodic solution of system (6.74).

Proof. By (SHB1), we know that the linear operator Q̃ is continuous. By
Lemma 6.15, we know that Q(·, σ , β ): E→E is continuous. Moreover, as stated be-

fore, by Lemma 6.14, (SD2) and (SD4) are satisfied. Since (u0, σ0)
def
= (xσ0 , τσ0 , σ0)

is an isolated center of system (6.76) with a purely imaginary characteristic value
iβ0, β0 > 0, (u0, σ0, β0)∈E×R×(0,+∞) is an isolated E-singular point of F̃ . One
can define the following two-dimensional submanifold M ⊂ E

G ×R× (0,+∞) by

M
def
= {(η(σ), σ , β ) : σ ∈ (σ0 − δ , σ0 + δ ), β ∈ (β0 − ε, β0 + ε)}

such that the point (η(σ0), σ0, β0)) = (u0, σ0, β0) is the only E-singular point of F̃
in M, which is the set of trivial solutions to the system (6.76); it satisfies assumption
(SD3).

Moreover, (u0, σ0, β0) ∈ E×R× (0,+∞) is an isolated E-singular point of F̃ .
That is, for ρ > 0 sufficiently small, the linear operator DuF̃ (η(σ), σ , β ) : E→ E

with |(σ , β )− (σ0, β0)|< ρ is not an isomorphism only if (σ , β ) = (σ0, β0). Then
by the implicit function theorem, there exists r > 0 such that for all (u, σ , β ) ∈
E×R× (0,+∞) with |(σ , β )− (σ0, β0)| = ρ and 0 < ‖u−η(σ)‖ ≤ r, we have
F̃ (u, σ , β ) �= 0. Then the set BM(u0, σ0, β0;r,ρ) defined by

{(u, σ , β ) ∈ E×R× (0,+∞) : |(σ , β )− (σ0, β0)|< ρ ,‖u−η(σ)‖< r}
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is a special neighborhood for F̃ . By Lemma 6.17, there exists a special neighbor-
hood U = BM(u0, σ0, β0;r′,ρ) such that F and F̃ are nonzero for (u, σ , β ) ∈
BM(u0, σ0, β0;r′,ρ) with u �= η(σ) and |(σ , β )− (σ0, β0)| = ρ . That is, (SD5) is
satisfied.

Let θ be a completing function on U . It follows from Lemma 6.18 that (F , θ )
is homotopic to (F̃ , θ ) on U .

For (σ , β ) ∈ D(σ0, β0), we denote by Ψ(σ , β ) the map DuF̃ (u(σ), σ , β ) :
E → E. It is easy to see that Ψ(σ , β )(Ek) ⊂ Ek for all k = 0, 1, 2, · · · . Define
Ψk : D(σ0, β0)→ L(Ek, Ek) by

Ψk(σ , β ) def
= Ψ(σ , β )|Ek .

Thus, the matrix representation [Ψk] of Ψk(σ , β ) {eik·ε j}N+1
j=1 is given by

1
ikβ

Δ(u(σ),σ)(ikβ ).

For the application of Theorem 6.7, we now show that there exists some k ∈Z, k≥ 1,
such that ε0μk(u(σ0), σ0,β0) = ε0 degB(detC[Ψk]) �= 0, where ε0 = sgndetΨ0(σ , β )
for (σ ,β ) ∈ D(σ0, β0). For a constant map v0 ∈ E0,

Ψ0(σ , β )v0 =− 1
β

[
∂1 f (σ)+ ∂2 f (σ) 0

∂1g(σ) ∂2 g(σ)

]
v0.

Then by (SHB3), we have ε0 �= 0, and therefore (SD6) is satisfied. In view of (6.81),
we have

μ1(u(σ0), σ0, β0) = γ(xσ0 , τσ0 , σ0, β0) �= 0,

which by Theorem 6.7, implies that (u(σ0), σ0, β0) is a bifurcation point of the
system (6.82). Consequently, there exists a sequence of nonconstant periodic so-
lutions (un, σn, βn) = (xn, τn, σn, βn) such that σn → σ0, βn → β0 as n → ∞, and
(xn(t), τn(t)) is a 2π/βn-periodic solution of (6.74) such that limn→+∞ ‖(xn, τn)−
(xσ0 , τσ0)‖= 0. �

Remark 6.2. A local Hopf bifurcation theory for FDEs with state-dependent delays
was developed by Eichmann [86], where the existence of a local Hopf bifurcation is
guaranteed by a transversality condition. This transversality implies that the crossing
number defined by (6.80) is not zero, and hence the existence of a local Hopf bifur-
cation is also established in Theorem 6.15. Note that even in the case of a constant
delay, one can have nontrivial crossing number while the transversality condition is
not satisfied. Note also that the work of Eichmann gives more information about the
local Hopf bifurcation such as smoothness of the bifurcation curve with respect to
the parameter.
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6.9.2 Global Bifurcation

To use Theorem 6.8 to describe the maximal continuation of bifurcated periodic
solutions with large amplitudes when the bifurcation parameter σ is far away from
the bifurcation value, we need to prove that there is a lower bound for the periods of
periodic solutions of system (6.74).

Lemma 6.19 (Vidossich [287]). Let X be a Banach space and v : R → X a p-
periodic function with the following properties:

(i) v ∈ L1
loc(R, X);

(ii) there exists U ∈ L1([0, p
2 ];R+) such that |v(t)− v(s)| ≤ U(t − s) for almost

every (in the sense of the Lebesgue measure) s, t ∈R such that s ≤ t, t− s ≤ p
2 ;

(iii)
∫ p

0 v(t)dt = 0.

Then

p‖v‖L∞ ≤ 2
∫ p

2

0
U(t)dt.

We make the following assumption on system (6.74):

(SHB4) There exist constants Lf > 0, Lg > 0 such that

| f (θ1, θ2, σ)− f (θ 1, θ 2, σ)| ≤ Lf (|θ1 −θ1|+ |θ2 −θ2|)
|g(γ1, γ2, σ)− g(γ1, γ2, σ)| ≤ Lg(|γ1 − γ1|+ |γ2 − γ2|)

for every θ1, θ2, θ 1, θ 2, γ1, γ1 ∈ RN , γ2, γ2 ∈R, σ ∈ R.

Lemma 6.20. Assume that system (6.74) satisfies the assumption (SHB4). If u =
(x, τ) is a nonconstant periodic solution of (1.1), then the minimal period of u
satisfies

p≥ 4(|ẋ|L∞ + |τ̇|L∞)

(2Lf +Lg)|ẋ|L∞ +Lg|τ̇|L∞ +Lf |ẋ|L∞ |τ̇|L∞
.

Moreover, suppose g(x, τ, σ) satisfies

(SHB5) for every σ ∈ R, there exists L0 > 0 such that −L0 ≤ g(x, τ, σ) < 1 for
all (x, τ) ∈RN+1.

Then the minimal period p of u satisfies

p≥ 4
max{L0, 1}+ 2(Lf +Lg)

.

Proof. Let v(t) = u̇(t). Then
∫ p

0 v(t)dt = 0, since u(t) is a p-periodic solution. For
s ≤ t, by (SHB4) and the integral mean value theorem, we have

|v(t)− v(s)| ≤ |ẋ(t)− ẋ(s)|+ |τ̇(t)− τ̇(s)|
≤ Lf (|x(t)− x(s)|+ |x(t − τ(t))− x(s− τ(s))|)
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+Lg(|x(t)− x(s)|+ |τ(t)− τ(s)|)
≤ Lf |ẋ|L∞(t − s)+Lf |ẋ|L∞(t − s+ |τ(t)− τ(s)|)
+Lg|ẋ|L∞(t − s)+Lg|τ̇|L∞(t − s)

≤ [(2Lf +Lg)|ẋ|L∞ +Lg|τ̇|L∞ +Lf |ẋ|L∞ · |τ̇|L∞
]
(t − s).

Let

U(t) =
[
(2Lf +Lg)|ẋ|L∞ +Lg|τ̇ |L∞ + |ẋ|L∞ · |τ̇|L∞

]
t.

Then by Lemma 6.19, we obtain

p|(ẋ, τ̇)|L∞ ≤ 2
∫ p

2

0
U(t)dt =

p2

4

[
(2Lf +Lg)|ẋ|L∞ +Lg|τ̇|L∞ + |ẋ|L∞ · |τ̇|L∞

]
.

Therefore,

p≥ 4|(ẋ, τ̇)|L∞

(2Lf +Lg)|ẋ|L∞ +Lg|τ̇|L∞ +Lf |ẋ|L∞ |τ̇|L∞
.

Moreover, if −L0 ≤ g(x(t), τ(t), σ)< 1, then

|ẋ|L∞ · |τ̇|L∞ ≤ max{L0, 1}|ẋ|L∞ ,

and hence

p≥ 4|(ẋ, τ̇)|L∞

(2Lf +Lg)|ẋ|L∞ +Lg|τ̇|L∞ +max{L0, 1}|ẋ|L∞

≥ 4|(ẋ, τ̇)|L∞

(2Lf +Lg)|(ẋ, τ̇)|L∞ +Lg|(ẋ, τ̇)|L∞ +max{L0, 1}|(ẋ, τ̇)|L∞

=
4

max{L0, 1}+ 2(Lf +Lg)
.

�

The following result was first established by Mallet-Paret and Yorke [216] for
ordinary differential equations and was extended to neutral equations by Wu [301].

Lemma 6.21. Suppose that system (6.74) satisfies (SHB1)–(SHB2) and (SHB4)–
(SHB5). Assume further that there exists a sequence of real numbers {σk}∞

k=1 such
that:

(i) For each k, system (6.74) with σ = σk has a nonconstant periodic solution
uk = (xk, τk) ∈C(R;RN+1) with minimal period Tk > 0;

(ii) lim
k→∞

σk = σ0 ∈ R, lim
k→∞

Tk = T0 < ∞, and lim
k→∞

‖uk − u0‖ = 0, where u0 : R →
R

N+1 is a constant map with the value (x0, τ0).

Then (u0, σ0) is a stationary state of (6.74), and there exists m ≥ 1, m ∈N such that
±im2π/T0 are the roots of the characteristic equation (6.77) with σ = σ0.
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Proof. By Lemma 6.20, we conclude that Tk ≥ 4
max{L0,1}+2(Lf+Lg)

and therefore

T0 ≥ 4
max{L0,1}+2(Lf+Lg)

> 0.

Now we show that (u0, σ0) is a stationary state of (6.74). Since by (ii), lim
k→∞

σk =

σ0 and lim
k→∞

‖uk − u0‖ = 0, we have only to show that the derivatives {u̇k}+∞
k=1 con-

verge uniformly to the right-hand side of system (6.74). That is,

‖ f (xk, xk(·− τk),σk)− f (x0, x0,σ0)‖+ ‖g(xk, τk,σk)− g(x0, τ0,σ0)‖→ 0 (6.97)

as k → +∞. Note that we have used f (xk,xk(· − τk),σk) to denote the function
f (xk(·),xk(· − τk),σk). In fact, it follows from (SHB1) and assumption (ii) that
lim
k→∞

‖g(xk, τk,σk)− g(x0, τ0,σ0)‖ = 0. Moreover, by the integral mean value the-

orem, we have ‖ f (xk, xk(· − τk),σk)− f (x0, x0,σ0)‖ → 0 as k → +∞. This com-
pletes the proof of (6.97). Therefore, (u0, σ0) = (xσ0 , τσ0 , σ0) is the stationary state
of (6.74) with σ = σ0.

Next, we show that the linear system

v̇(t) =

[
∂1 f (σ0) 0
∂1g(σ0) ∂2g(σ0)

]
v(t)+

[
∂2 f (σ0) 0

0 0

]
v(t − τ0) (6.98)

has a nonconstant periodic solution.
For ρ ∈ (0, 1), define

εk,ρ = max
t∈R

|uk(t +ρTk)− uk(t)|,
vk(t) = ε−1

k,ρ [uk(t +ρTk)− uk(t)].

Then ‖vk‖= 1, and vk(t)
def
= (yk(t), zk(t)) satisfies

v̇k(t) =

[
∂1 f (σ0) 0
∂1g(σ0) ∂2g(σ0)

]
vk(t)+

[
∂2 f (σ0) 0

0 0

]
vk(t − τ0)+

(
δ1k(t)
δ2k(t)

)
,

where
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

δ1k(t) = ε−1
k,ρ [ f (xk(t +ρTk),xk(t +ρTk − τk(t +ρTk)),σk)

− f (xk(t),xk(t − τk(t)),σk)− ∂1 f (σ0)(xk(t +ρTk)− xk(t))
−∂2 f (σ0)(xk(t +ρTk − τ0)− xk(t − τ0))],

δ2k(t) = ε−1
k,ρ [g(xk(t +ρTk), τk(t +ρTk), σk)− g(xk(t), τk(t), σk)

−∂1g(σ0)(xk(t +ρTk)− xk(t))− ∂2g(σ0)(τk(t +ρTk)− τk(t))].

Using the integral mean value theorem, we can show that |δ1k(t)| → 0, |δ2k(t)| → 0
as k → +∞ uniformly for t ∈ R. This, together with the fact that ‖vk‖ = 1, implies
that there exists L̃6 > 0 such that ‖v̇k‖ ≤ L̃6 for all k ∈ N. Also, by assumption (ii),
the set of periods {Tk}+∞

k=1 is bounded. Then by the Arzelà–Ascoli theorem, {vk}+∞
k=1

has a convergent subsequence, denoted by {vkj}+∞
j=1. Let

vρ(t) = lim
j→+∞

vkj (t).
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Then vρ is a periodic solution of (6.98) with period T0. Since ‖vk‖ = 1 and the
average value of each vk is zero, the same is true for vρ . So vρ is a nonconstant T0-
periodic solution of (6.98). Then by Lemma 6.16, there exists m ≥ 1, m ∈ N, such
that ±im2π/T0 are characteristic values of (6.77). This completes the proof. �

Now we can describe the relation between 2π/βk and the minimal period of uk

in Theorem 6.15.

Theorem 6.16. Assume that (SHB1)–(SHB5) hold. In Theorem 6.15, every limit
point of the minimal period of uk = (xk, τk) as k →+∞ is contained in the set

{
2π

(nβ0)
: ±imnβ0 are characteristic values of (u0, σ0),m, n ≥ 1, m, n ∈N

}
.

Moreover, if ±imnβ0 are not characteristic values of (u0, σ0) for any integers
m, n ∈N such that mn > 1, then 2π/βk is the minimal period of uk(t) and 2π/βk →
2π/β0 as k → ∞.

Proof. Let Tk denote the minimal period of uk(t). Then there exists a positive integer
nk such that 2π/βk = nkTk. Since Tk ≤ 2π/βk → 2π/β0 as k →∞, there exist a subse-
quence {Tkj}∞

j=1 and T0 such that T0 = lim j→∞ Tkj . Since 2π/βk j → 2π/β0, Tkj → T0

as j →∞, nkj is identical to a constant n for k large enough. Therefore, 2π/β0 = nT0.
Thus Tkj → 2π/(nβ0) as j → ∞. By Lemma 6.21, ±im2π/T0 = ±imnβ0 are char-
acteristic values of (u0, σ0) for some m ≥ 1, m ∈ N.

Moreover, if ±imnβ0 are not characteristic values of (u0, σ0) for any integers
m∈N and n∈N with mn> 1, then m= n= 1. Therefore, for k large enough, nkj = 1
and 2π/βk = Tk is the minimal period of uk(t) and 2π/βk → 2π/β0 as k → ∞. This
completes the proof. �

The following lemma shows that we can locate all possible Hopf bifurcation
points of system (6.74) with state-dependent delay at the centers of its corresponding
formal linearization.

Lemma 6.22. Assume that (SHB1)–(SHB3) hold. If (u0, σ0) is a Hopf bifurcation
point of system (6.74), then it is a center of (6.76).

Proof. If (u0, σ0) is a Hopf bifurcation point of system (6.74), then there
exist a sequence {(uk, σk, Tk)}+∞

k=1 ⊆ C(R;RN+1) × R2 and T0 ≥ 0 such that
limk→+∞ ‖(uk, σk, Tk) − (u0, σ0, T0)‖ = 0, where (uk, σk) is a nonconstant Tk-
periodic solution of system (6.74). Using a similar argument to that in the proof of
Lemma 6.17, we see that the system

v̇(t) =

[
∂1 f (σ0) 0
∂1g(σ0) ∂2g(σ0)

]
v(t)+

[
∂2 f (σ0) 0

0 0

]
v(t − τσ0) (6.99)

has a nonconstant periodic solution v∗. Therefore, (v∗ + u0, σ0) is a nonconstant
periodic solution of (6.76). Then, by Lemma 6.16, (u0, σ0) is a center of (6.76). �
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Now we are able to consider the global Hopf bifurcation problem of sys-
tem (6.74). Letting (x(t),τ(t)) = (y( 2π

p t), z( 2π
p t)), we can reformulate the problem

as a problem of finding 2π-periodic solutions to the following equation:

u̇(t) = Q(u(t), σ , 2π/p), (6.100)

where u(t) = (y(t), z(t)). Accordingly, the formal linearization (6.76) becomes

u̇(t) = Q̃(u(t), σ , 2π/p). (6.101)

Using the same notation as in the proof of Theorem 6.15, we can define
N0(u, σ , p) = Q(u, σ , 2π/p), ˜N0(u, σ , p) = Q̃(u, σ , 2π/p). Then the system

Lu = N0(u, σ , p), p> 0, (6.102)

is equivalent to (6.100), and

Lu = ˜N0(u, σ , p), p> 0, (6.103)

is equivalent to (6.101). Let S denote the closure of the set of all nontrivial pe-
riodic solutions of system (6.102) in the space E×R×R+, where R+ is the set
of all nonnegative real numbers. It follows from Lemma 6.20 that the constant so-
lution (u0, σ0, 0) does not belong to this set. Consequently, we can assume that
problem (6.102) is well posed on the whole space E×R2, in the sense that if S
exists in E×R2, then it must be contained in E×R×R+.

On the other hand, assume that (SHB3) holds at every center of (6.103). Then
from the proof of Theorem 6.15, we know that the assumptions (SHB1–SHB3) are
sufficient for the systems (6.102) and (6.103) to satisfy the conditions (SD1)–(SD6).
Also, under the same assumptions, Lemma 6.22 implies (SD7), and Lemma 6.18 im-
plies (SD8). Then by Theorem 6.8, we obtain the following global Hopf bifurcation
theorem for system (6.102) with state-dependent delay.

Theorem 6.17. Suppose that system (6.74) satisfies (SHB1)–(SHB5) and (SHB3)
holds at every center of (6.103). Assume that all the centers of (6.103) are iso-
lated. Let M be the set of trivial periodic solutions of (6.102) and suppose that M
is complete. If (u0, σ0, p0) ∈ M is a bifurcation point, then either the connected
component C(u0, σ0, p0) of (u0, σ0, p0) in S is unbounded, or

C(u0, σ0, p0)∩M = {(u0, σ0, p0), (u1, σ1, p1), · · · ,(uq, σq, pq)},

where pi ∈ R+, (ui, σi, pi) ∈ M , i = 0, 1, 2, · · · ,q. Moreover, in the latter case, we
have

q

∑
i=0

εiγ(ui, σi, 2π/pi) = 0,

where γ(ui, σi, 2π/pi) is the crossing number of (ui, σi, pi) defined by (6.80) and

εi = sgndet

[
∂1 f (σi)+ ∂2 f (σi) 0

∂1g(σi) ∂2 g(σi)

]
.
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Definition 6.4. Let C be a connected component of the closure of all nonconstant
periodic solutions of (6.74) in the Fuller space C(R;RN+1)×R2. We call C a con-
tinuum of slowly oscillating periodic solutions if for every (x, τ, σ , p) ∈ C , there
exists t0 ∈ R such that p > τ(t0) > 0. Similarly, we call C a continuum of rapidly
oscillating periodic solutions if for every (x, τ, σ , p) ∈ C , there exists t0 ∈ R such
that 0 < p < τ(t0).

Theorem 6.17 shows that for a given trivial solution (x∗, τ∗, σ∗) with virtual pe-
riod p∗, either the connected component C(x∗, τ∗, σ∗, p∗) has finitely many bifur-
cation points with the sum of S1-equivariant degrees being zero or C(x∗, τ∗, σ∗, p∗)
is unbounded in the Fuller space C(R;RN+1)×R2. Therefore, if global persistence
of periodic solutions when the parameter is far away from the local Hopf bifur-
cation value σ∗ is desired, we should find conditions to ensure that the connected
component C(x∗, τ∗, σ∗, p∗) of Hopf bifurcation is unbounded in the Fuller space
C(R;RN+1)×R2 and C(x∗, τ∗, σ∗, p∗) will not blow up to infinity at any given σ
in the norm of the Fuller space C(R; RN+1)×R2. That is, there exists a continuous
function M : R � σ → M(σ)> 0 such that for every (x,τ,σ , p) ∈C(x∗, τ∗, σ∗, p∗),
we have

‖(x,τ, p)‖C(R;RN+1)×R ≤ M(σ). (6.104)

To achieve this goal, we shall give some sufficient geometric conditions ensuring
the uniform boundedness of all possible periodic solutions (x, τ, σ) of (6.74), that
is, we show that there exists a continuous function M1 : R � σ → M1(σ) > 0 such
that for every (x,τ,σ , p) ∈C(x∗, τ∗, σ∗, p∗), we have

‖(x,τ)‖C(R;RN+1) ≤ M1(σ). (6.105)

Then we seek a continuous function M2 : R � σ → M2(σ) > 0 such that for every
(x,τ,σ , p) ∈C(x∗, τ∗, σ∗, p∗), we have

|p| ≤ M2(σ). (6.106)

6.9.3 Uniform Bounds for Periods of Periodic Solutions in a
Connected Component

In order, by way of contradiction, to exclude certain values of the period of the pe-
riodic solutions in a given connected component, we need some analytic properties
of an interval map under the following assumptions:

(SHB6) For every (σ , τ) ∈ R2, ∂g
∂τ (xσ , τ, σ) �= 0.

(SHB7) ∂g
∂x (x, τ, σ) f (x, x, σ) �= 0 for (x, τ, σ) ∈ RN+1 ×R such that x �= xσ and

g(x, τ, σ) = 0.



6.9 State-Dependent DDEs 205

In this section, to avoid notational complications, we use superscripts to denote
function compositions, e.g., l j(t) denotes the jth composition of l evaluated at
time t.

The following result can be found in [171].

Lemma 6.23. Suppose that (6.74) satisfies (SHB1)–(SHB2) and (SHB6)–(SHB7)
and (x, τ, σ0) is a nonconstant periodic solution of (6.74). If (x, τ) is τ(t0)-periodic
and if τ(t0) �= τσ0 , then the function l(t) = t − τ(t)+ τ(t0) defined on [t0, t0 + τ(t0)]
satisfies the following properties:

(a) l(t) is a self-mapping on [t0, t0 + τ(t0)].
(b) l(t) has only finitely many fixed points {ti}n

i=1 in [t0, t0 + τ(t0)] with ti < ti+1 for
every i ∈ {1, 2, · · · , n− 1}.

(c) For every t ∈ (ti, ti+1)⊆ [t0, t0 + τ(t0)],

lim
j→+∞

l j(t) =

{
ti, if there exists t̄ ∈ [ti, ti+1] such that t̄ > l(t̄),
ti+1, if there exists t̄ ∈ [ti, ti+1] such that t̄ < l(t̄).

(d) Let {tik}k0
k=1 ⊆ {ti}n

i=1 be all the fixed points such that lim j→+∞ l j(t) = tik for
every t ∈ [tik , tik+1). Then for δ > 0 small enough,

lim
j→+∞

sup
t∈[tik ,tik+1−δ ]

|l j(t)− tik |= 0,

lim
j→+∞

sup
t∈[ti+δ ,ti+1],ti∈{t1,t2, ··· ,tn}\{tik}

k0
k=1

|l j(t)− ti+1|= 0.

(e) Let h(t) = t − τ(t). Then l j(t) = h j(t)+ jτ(t0) for every t ∈ [t0, t0 + τ(t0)] and
j ∈N;

(f) h j(t + τ(t0)) = h j(t)+ τ(t0) for all t ∈R and j ∈ N.

Recall that C(x∗, τ∗, σ∗, p∗) denotes the connected component of the closure of
all the nonconstant periodic solutions of system (6.74) bifurcated at (x∗, τ∗, σ∗, p∗)
in the Fuller space C(R; RN+1)×R2. We hope to exclude, for each periodic solution
(x0,τ0, σ0, p0), certain values of the period. To be specific, we find an open interval
I and a small open neighborhood U � (x0,τ0, σ0, p0) such that every (x,τ, σ , p) ∈
U ∩C(x∗, τ∗, σ∗, p∗) satisfies τ(t) �= mp for all t ∈ I and m ∈N. Then we will glue
up these local exclusions to a global upper bound for the period along the rescaled
(by period normalization) connected component C(y∗, z∗, σ∗, p∗).

We first consider the periods of the solutions in a neighborhood of a periodic
solution that does not assume a certain period.

Lemma 6.24. If a solution (x0, τ0, σ0, p0)∈C(x∗, τ∗, σ∗, p∗) satisfies τ0(t0) �=mp0

for some t0 ∈R and for all m ∈N, then there exist an open neighborhood I � t0 and
an open neighborhood U � (x0, τ0, σ0, p0) in C(R; RN+1)×R2 such that every so-
lution (x, τ, σ , p)∈U ∩C(x∗, τ∗, σ∗, p∗) satisfies τ(t) �= mp for all m ∈N and t∈I.
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Proof. By way of contradiction, we suppose that for every open interval I � t0 and
every open neighborhood U � (x0, τ0, σ0, p0) in C(R; RN+1)×R2, there exist t ∈ I,
m ∈N, and a periodic solution (x, τ, σ , p) ∈U ∩C(x∗, τ∗, σ∗, p∗) such that τ(t) =
mp. Then there exist sequences {(xk, τk, σk, pk, tk)}+∞

k=1 ⊆U ∩C(x∗, τ∗, σ∗, p∗) and
{mk : mk ∈ N}+∞

k=1 such that

{
τk(tk) = mk pk,

lim
k→+∞

(xk, τk, σk, pk, tk) = (x0, τ0, σ0, p0, t0).
(6.107)

Without loss of generality, we assume mk → m0 ∈N as k →+∞ (otherwise, we take
a subsequence). Then it follows from (6.107), (SHB2), and (SHB5) that

m0 = lim
k→+∞

mk = lim
k→+∞

τk(tk)
pk

=
τ0(t0)

p0
. (6.108)

Therefore, we have τ0(t0) = m0 p0, which is a contradiction to the assumption. �

We note that for a nonconstant periodic solution (x, τ, σ) of system (6.74), it is
allowed that τ(t) assume its stationary value τσ , or even τ(t) = τσ for all t ∈ R.
Ruling out these cases turns out to be crucial for us to exclude certain values of
periods of the periodic solutions.

Now we consider the periods of the periodic solutions in a neighborhood of
a given nonconstant periodic solution in the Fuller space for which the delay τ-
component is not equal to the corresponding stationary value at some time t. We
need the following condition:

(SHB8) (i) f (0, 0, σ) = 0 for all σ ∈ R;
(ii) x f (x, x, σ) is positive (or negative) if f (x, x, σ) �= 0.

Theorem 6.18. Suppose that system (6.74) satisfies (SHB6)–(SHB8). Let (x0, τ0,
σ0, p0) be a nonconstant periodic solution in C(x∗, τ∗, σ∗, p∗). If τ0(t0) �= τσ0

for some t0, then there exist an open interval I and an open neighborhood U
of (x0, τ0, σ0, p0) in C(R; RN+1)× R2 such that every solution (x, τ, σ , p) in
U ∩C(x∗, τ∗, σ∗, p∗) satisfies τ(t) �= mp for all m ∈ N and t ∈ I.

Proof. We first show that there exist an open neighborhood U of (x0, τ0, σ0, p0)
and an open neighborhood I0 of t0 such that τ(t) �= τσ0 for every (x, τ, σ , p) ∈
U ∩C(x∗, τ∗, σ∗, p∗) and t ∈ I0.

By way of contradiction, suppose that for every neighborhood Ĩ of t0 and
neighborhood U of (x0, τ0, σ0, p0), there exist t ∈ Ĩ and a nonconstant solution
(x, τ, σ , p)∈U∩C(x∗, τ∗, σ∗, p∗) such that τ(t) = τσ0 . Then there exist a sequence
of periodic solutions {(xk, τk, σk, pk)}+∞

k=1 and {tk}+∞
k=1 such that

{
τk(tk) = τσk ,

lim
k→+∞

(xk, τk, σk, pk, tk) = (x0, τ0, σ0, p0, t0).
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This, together with assumption (SHB2), implies that

|τk(tk)− τ0(t0)| ≤ |τk(tk)− τk(t0)|+ |τk(t0)− τ0(t0)|
≤ |tk − t0|+ sup

t∈R
‖τk − τ0‖

→ 0 as k →+∞.

Therefore, we have

τ0(t0) = lim
k→+∞

τk(tk) = lim
k→+∞

τσk = τσ0 .

This is a contradiction to the assumption that τ0(t0) �= τσ0 , and hence the claim is
proved.

If (x0, τ0, σ0, p0) satisfies τ0(t0) �= mp0 for all m ∈N, then the existence of I and
U is followed from Lemma 6.24. Otherwise, (x0, τ0, σ0, p0) is τ0(t0)-periodic. Let
Γσ0 be the nonempty solution set of the equation f (x, x, σ0) = 0 for x ∈ RN . Then
by (SHB6), for every x ∈Γσ0 , τσ0 is the unique solution of g(x, τ, σ0) = 0 for τ ∈R.
Now we distinguish two cases:

Case 1. x0(t0) = xσ0 for some xσ0 ∈ Γσ0 . Since τ0(t0) �= τσ0 , by system (6.74) and
by (SHB6), we have {

ẋ0(t0) = f (xσ0 , xσ0 , σ0) = 0,

τ̇0(t0) = g(xσ0 , τ0(t0), σ0) �= 0.
(6.109)

Without loss of generality, we suppose τ̇0(t)> 0 for t in some open neighborhood of
t0. Then, by the continuity and local monotonicity of τ0(t), there exists δ > 0 small
enough that

0 < τ0(t)− τ0(t0)< pmin, t ∈ (t0, t0 + δ ),

where pmin > 0 is the minimal period of (x0, τ0). Then τ0(t) �= m pmin for every
m ∈ N. Therefore, (x0, τ0) is not τ0(t)-periodic for all t ∈ (t0, t0 + δ ). So we have
τ0(t) �= mp0 for all t ∈ (t0, t0 + δ ) and m ∈ N.

By Lemma 6.24, for every t∗ ∈ (t0, t0 + δ ), there exist an open interval I of t∗
and an open neighborhood U of (x0, τ0, σ0, p0) in C(R; RN+1)×R2 such that every
solution (x, τ, σ , p) in U ∩C(x∗, τ∗, σ∗, p∗) satisfies τ(t) �= mp for all m ∈ N and
t ∈ I.

Case 2. x0(t0) �= xσ for every xσ ∈ Γσ0 . By Lemma 6.23 (c), there are finitely many
fixed points {ti}n

i=1 of l(t) = t−τ0(t)+τ0(t0) in [t0, t0+τ0(t0)] that are in ascending
order (we assume in the proof that all the sequences of the fixed points of l are in
ascending order). And we can let the subsequence {tik}k0

k=1 ⊆ {ti}n
i=1 be all the fixed

points such that lim j→+∞ l j(t) = tik for every t ∈ [tik , tik+1). Note that τ0(ti) = τ0(t0)
and τ0(t0) �= τσ0 implies that τ0(ti) �= τσ0 for all i ∈ {1, 2, · · · , n}. If x0(ti0) = xσ0

for some i0 ∈ {1, 2, · · · , n} and for some xσ0 ∈ Γσ0 . Then the conclusion follows by
Case 1 with t0 replaced by ti0 .

Now we exclude that x0(ti) �= xσ for every i ∈ {0, 1, 2, · · · , n} and for every
xσ ∈ Γσ0 . Assume that the contrary is true. We want to obtain a contradiction under
the assumption that (x0, τ0) is τ0(t0)-periodic.



208 6 Degree Theory

For δ > 0 small enough, we consider the following compact subset Iδ of [t0, t0 +
τ0(t0)]:

Iδ =
⋃

tik∈{ti1 ,ti2 , ··· ,tik0
}
[tik , tik+1 − δ ]

⋃ ⋃
ti∈{t1,t2, ··· ,tn}\{tik}

k0
k=1

[ti + δ , ti].

Note that for each interval [ti, ti+1], only one of the endpoints is the limit of
lim j→+∞ l j(t) for every t ∈ (ti, ti+1). Note also that when δ goes to zero, Iδ goes to
[t0, t0 + τ0(t0)] in the sense of Lebesgue measure.

Now for δ > 0 small enough, we introduce the following piecewise constant
function χ(t) on the compact subset Iδ of [t0, t0 + τ0(t0)]:

χ(t) =

{
tik , if t ∈ [tik , tik+1 − δ ], tik ∈ {tik}k0

k=1,

ti+1, if t ∈ [ti + δ , ti+1], ti ∈ {t1, t2, · · · , tn} \ {tik}k0
k=1.

Since the number of intervals with endpoints the fixed points of l(t) is finite, it is
clear from Lemma 6.23 (d) that

lim
j→+∞

sup
t∈Iδ

|l j(t)− χ(t)|= 0. (6.110)

Note that (x(t), τ(t)) is a periodic solution of system (6.74). There exists M̃ > 0
such that |ẋ(t)| ≤ M̃ for every t ∈ [t0, t0 + τ(t0)]. Let Ii with i ∈ {1, 2, · · · ,n} be the
subinterval of Iδ that is either [ti−1, ti −δ ] or [ti−1 +δ , ti]. Then we have χ(t) = ti−1

or χ(t) = ti for t ∈ Ii, and hence we have

x0(χ(t)) = x0(ti−1) or x0(χ(t)) = x0(ti) for every t ∈ Ii. (6.111)

Since x0(ti) �= xσ for every i ∈ {0, 1, 2, · · · , n} and for every xσ ∈ Γσ0 , by (6.111),
we have

x0(χ(t)) �∈ Γσ0 for every t ∈ Iδ . (6.112)

By (6.110), for every ε > 0, there exists N0 > 0 large enough that

sup
t∈Iδ

|l j(t)− χ(t)| ≤ ε, for every j > N0. (6.113)

Let (x j(t), τ j(t)) = (x0(h j(t)), τ0(h j(t)) for j = 0, 1, 2, · · · , where we define
h0(t) = t. Then by Lemma 6.23 (e), we have (x j(t), τ j(t)) = (x0(l j(t)), τ0(l j(t)).
Note that Iδ is composed of finitely many subintervals. By applying the integral
mean value theorem to each subinterval of Iδ and by (6.113), we have for every
j > N0 that

sup
t∈Iδ

|x0(l
j(t))− x0(χ(t))| ≤ sup

t∈Iδ

|ẋ0(t)|sup
t∈Iδ

|l j(t)− χ(t)| ≤ M̃ ε. (6.114)
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Differentiating x j(t) for j = 1, 2, · · · , we can obtain from system (6.74) that

ẋ j(t) =
j−1

∏
m=0

(1− g(xm(t), τm(t)), σ0) f (x j(t), x j+1(t), σ0). (6.115)

Since g(x, τ, σ)< 1, we have

j−1

∏
m=0

(1− g(xm(t), τm(t)), σ0)> 0, t ∈ R. (6.116)

Also by (ii) of (SHB8), x f (x, x, σ0)> 0 as long as x �∈Γσ0 . Then by (6.112) we have

x0(χ(t)) f (x0(χ(t)), x0(χ(t)), σ0)> 0 (6.117)

for every t ∈ Iδ . By (6.114), (6.117), and by the continuity of f , it follows that there
exists N1 > N0 such that

x j(t) f (x j(t), x j+1(t), σ0)> 0 for j > N1 and t ∈ Iδ . (6.118)

Therefore, for every t ∈ Iδ and j > N1, by (6.115), (6.116), and (6.118), we have

x j(t) · ẋ j(t) =
j−1

∏
m=0

(1− g(xm(t), τm(t)), σ0)x j(t) f (x j(t), x j+1(t), σ0)> 0. (6.119)

Since δ > 0 is arbitrary and Iδ goes to I in measure as δ → 0, by the continuity of
x j · ẋ j, we have x j(t) · ẋ j(t)≥ 0 for every t ∈ I and j > N1. By (6.119), we know that
x j · ẋ j �≡ 0 on I with j > N1. Therefore, x j · x j is a nonconstant increasing contin-
uous function. But this is impossible, since x j · x j is continuous and periodic. This
completes the proof. �

We now consider the periods of nonconstant periodic solutions, where the delay
coincides with the corresponding stationary value for every t ∈R.

Lemma 6.25. Suppose system (6.74) satisfies (SHB7). Let (x, τ, σ , p) be a non-
constant p-periodic solution of system (6.74). If τ(t) = τσ for every t ∈ R, then
(x, τ, σ , p) is not τσ -periodic.

Proof. Suppose, by way of contradiction, that (x, τ, σ , p) is τσ -periodic. If τ(t) =
τσ for every t ∈ R, then we have

{
ẋ(t) = f (x(t), x(t), σ),

0 = τ̇(t) = g(x(t), τσ , σ).
(6.120)

It follows from (6.120) that

τ̈(t) =
∂g
∂x

(x(t), τσ , σ) · f (x(t), x(t), σ) = 0. (6.121)
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Then by (SHB7) and (6.121), x(t) = xσ for every t ∈ R. Thus, (x, τ, σ , p) is a
constant periodic solution of (6.74). This is a contradiction. �

We now formulate our next assumption:

(SHB9) For every Hopf bifurcation point (x, τ, σ , p)∈C(x∗, τ∗, σ∗, p∗), mp �= τ
for every m ∈ N.

Theorem 6.19. Assume that system (6.74) satisfies (SHB6)–(SHB9). Then for every
solution (x0, τ0, σ0, p0) ∈ C(x∗, τ∗, σ∗, p∗), there exist an open interval I and an
open neighborhood U � (x0, τ0, σ0, p0) such that every solution

(x, τ, σ , p) ∈U ∩C(x∗, τ∗, σ∗, p∗)

satisfies τ(t) �= mp for all m ∈ N and t ∈ I.

Proof. For a given σ0 ∈ R, if (x0, τ0, σ0, p0) ∈ C(x∗, τ∗, σ∗, p∗) is a constant
periodic solution, then it is a Hopf bifurcation point of system (6.74) (See
Lemma 6.21). Thus the existence of an open interval I and an open neighborhood
U � (x0, τ0, σ0, p0) follows immediately from (SHB9) and Lemma 6.24.

If (x0, τ0, σ0, p0) ∈ C(x∗, τ∗, σ∗, p∗) is a nonconstant periodic solution and
τ0(t) = τσ0 for all t ∈ R, then by Lemma 6.25, (x0, τ0, σ0, p0) is not τσ0 -periodic.
The conclusion is implied by Lemma 6.24.

If (x0, τ0, σ0, p0) is a nonconstant periodic solution and τ0(t) �= τσ0 for some
t ∈ R, then the conclusion follows from Theorem 6.18. �

We now start the process that uses the local exclusion of periods developed above
to construct a uniform upper bound for periods of solutions in the Fuller space. To
achieve this goal, we need to “glue” the local exclusion of periods along the con-
nected component. Now we shall show that (6.106) is valid, provided that (6.105)
holds.

Theorem 6.20. Let C(y∗, z∗, σ∗, p∗) be a connected component of the closure
of all the nonconstant periodic solutions of system (6.100), bifurcated from
(y∗, z∗, σ∗, p∗) in the Fuller space C(R/2π ; RN+1) × R2. Suppose that sys-
tem (6.74) satisfies (SHB6)–(SHB9). Then for every (y0,z0,σ0, p0)∈C(y∗,z∗,σ∗, p∗),
there exist an open interval I and an open neighborhood U � (y0, z0, σ0, p0) such
that mp �= z(t) for every solution (y, z, σ , p) ∈ U ∩C(y∗, z∗, σ∗, p∗), m ∈ N and
t ∈ I.

Proof. Note that p > 0 for every solution (y, z, σ , p) in C(y∗, z∗, σ∗, p∗). We show
that the mapping

ι : C(y∗, z∗, σ∗, p∗)→C(x∗, τ∗, σ∗, p∗) (6.122)

(y(·), z(·), σ , p)→
(

y

(
2π
p
·
)
, z

(
2π
p
·
)
, σ , p

)
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is continuous, where C(x∗, τ∗, σ∗, p∗)⊆C(R;RN+1)×R
2. Indeed, if

lim
n→+∞

‖(yn(·), zn(·), σn, pn)− (y0(·), z0(·), σ0, p0)‖C(R/2π ;RN+1)×R2 = 0,

then we have

‖ι(yn(·), zn(·), σn, pn)− ι(y0(·), z0(·), σ0, p0)‖C(R;RN+1)×R

= |yn

(
2π
pn

·
)
− y0

(
2π
p0

·
)
|C + |zn

(
2π
pn

·
)
− z0

(
2π
p0

·
)
|C

+ |σn −σ0|+ |pn − p0|

≤ |yn − y0|C + 2π |ẏ0|
∣∣∣∣ 1

pn
− 1

p0

∣∣∣∣+ |zn − z0|C + 2π |ż0|
∣∣∣∣ 1

pn
− 1

p0

∣∣∣∣
+ |σn −σ0|+ |pn − p0|

→ 0 as n →+∞,

where | · |C denotes the supremum norm in either C(R/2π ; RN) or C(R/2π ; R).
Therefore, C(x∗, τ∗, σ∗, p∗) is a connected component of periodic solutions
of (6.74).

Let (x0, τ0, σ0, p0) = ι(y0, z0, σ0, p0) ∈ C(x∗, τ∗, σ∗, p∗). Then by Theo-
rem 6.19, there exist an open interval I′ and an open neighborhood U ′ �
(x0, τ0, σ0, p0) such that every solution (x, τ, σ , p) ∈ U ′ ∩C(x∗, τ∗, σ∗, p∗) satis-
fies τ(t) �= mp for all m ∈ N and t ∈ I′.

Since ι is continuous, we can choose an open set U ⊆ C(R/2π ; RN+1)×R2

small enough that (y0, z0, σ0, p0) ∈U ⊆ ι−1(U ′) and the open set

I
def
=

⋂
{p:(y,z,σ , p)∈U}

p
2π

· I′

is nonempty. Then by the definition of ι , mp �= z(t) for every (y, z, σ , p) ∈ U ∩
C(y∗, z∗, σ∗, p∗), m ∈ N, and t ∈ I. �

Lemma 6.26 (The generalized intermediate value theorem [227]). Let f : X →Y
be a continuous map from a connected space X to a linearly ordered set Y with
order topology. If a,b ∈ X and y ∈ Y lies between f (a) and f (b), then there exists
x ∈ X such that f (x) = y.

Definition 6.5. Let C(y∗, z∗, σ∗, p∗) be a connected component of the closure
of all the nonconstant periodic solutions of system (6.100), bifurcated from
(y∗, z∗, σ∗, p∗) in the Fuller space C(R/2π ; RN+1)×R2. Let I ⊂ R be an in-
terval and U a subset in C(y∗, z∗, σ∗, p∗). We call I × (U ∩C(y∗, z∗, σ∗, p∗)) a
delay-period disparity set if every solution

(y, z, σ , p) ∈U ∩C(y∗, z∗, σ∗, p∗)

satisfies mp �= z(t) for every t ∈ I and m ∈ N. We call I × (U ∩C(y∗, z∗, σ∗, p∗))
a delay-period disparity set at (t0, y0, z0, σ0, p0) if (t0, y0, z0, σ0, p0) ∈ I × (U ∩
C(y∗, z∗, σ∗, p∗)).
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In the remainder of this subsection, the following assumption is sometimes
needed:

(SHB10) Every periodic solution (x, τ, σ) of (6.74) satisfies τ(t) > 0 for every
t ∈R.

Lemma 6.27. Suppose that system (6.74) satisfies (SHB6)–(SHB7) and (x, τ, σ) is
a nonconstant periodic solution. If

(i) τ �≡ τσ and there exists t0 ∈R such that τ(t0) = τσ , and
(ii) (x, τ) is τσ -periodic,

then there exists t1 ∈R such that τ(t1)> τσ .

Proof. We prove the result by contradiction. Suppose that

τ(t)≤ τσ for every t ∈ R. (6.123)

Then since τ �≡ τσ , there exists t∗ ∈R such that τ(t∗)< τσ . We can choose a maxi-
mal interval [a, b]⊂ R that contains t∗ in the sense that

τ(t)< τσ for any t ∈ (a, b), (6.124)

τ(t) = τσ for any t = a and t = b. (6.125)

If τ̇(a) �= 0 or τ̇(b) �= 0, then it follows from the local monotonicity of τ(t) (at a or
b) that there exists t1 ∈R in some neighborhood of a or b such that τ(t1)> τσ . This
is a contradiction to (6.123).

If τ̇(a) = τ̇(b) = 0, then we have

g(x(a), τσ , σ) = g(x(b), τσ , σ) = 0. (6.126)

We distinguish the following two cases:

Case 1. x(a) �= xσ or x(b) �= xσ . Without loss of generality, we suppose x(a) �= xσ .
Then by (ii), we have

τ̈(a) =
∂g
∂x

(x(a), τσ , σ) f (x(a), x(a), σ). (6.127)

It follows from (SHB7), (6.126), and (6.127) that τ̈(a) �= 0. Therefore, we have that
τ̇(t) is strictly monotonic in some neighborhood of a. Hence there exists t1 ∈R such
that τ(t1)> τσ . This is also a contradiction to (6.123).

Case 2. x(a) = x(b) = xσ . By (S5), we have ∂g
∂τ (xσ , τσ , σ) �= 0. Without loss of

generality, we assume that

∂g
∂τ

(xσ , τσ , σ)< 0. (6.128)

Then by (6.124), (6.126), (6.128), and the continuity of x(t) and τ(t), we can choose
ε > 0 small enough that
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τ̇(t) = g(x(t), τ(t), σ)> 0 for every t ∈ (a, a+ ε)∪ (b− ε, b). (6.129)

Therefore, we have τ(a)< τ(a+ε). That is, there exists t1 = a+ε such that τ(a) =
τσ < τ(t1). This is a contradiction to (6.123). The proof is complete. �

Lemma 6.28. Suppose that (6.74) satisfies (SHB6)–(SHB10). Let C(y∗, z∗, σ∗, p∗)
be a connected component of the closure of all the nonconstant periodic so-
lutions of system (6.100), bifurcated from (y∗, z∗, σ∗, p∗) in the Fuller space

C(R/2π ; RN+1) × R2. Let I ⊂ R be an open interval and v̄
def
= (ȳ, z̄, σ̄ , p̄) ∈

C(y∗, z∗, σ∗, p∗). If there is no delay-period disparity set at (t, ū) for any t ∈ I,
then

(i) there exists m ∈ N such that m p̄ = z̄(t) = zσ̄ for every t ∈ I;
(ii) v̄ is a nonconstant solution with z̄(t) = zσ̄ for every t ∈ I;
(iii) there exist an open interval I′ ⊆ R and an open neighborhood U ′ of v̄ such

that I′ × (U ′ ∩C(y∗,z∗,σ∗, p∗)) is a delay-period disparity set with v̄ ∈ U ′ ∩
C(y∗,z∗,σ∗, p∗), and the inequality zσ̄ < z̄(t) holds for every t ∈ I′.

Proof. (i) By Definition 6.5, for every t ∈ I, there exists m ∈N such that z̄(t) = m p̄.
Note that z̄(t) is continuous, z̄(t) = m p̄ for every t ∈ I. Then for every t ∈ I, we
have

˙̄y(t) =
p̄

2π
f (ȳ(t), ȳ(t), σ̄), (6.130)

˙̄z(t) =
p̄

2π
g(ȳ(t), mp̄, σ̄) = 0. (6.131)

By (6.131), we have

¨̄z(t) =
p̄2

4π2

∂g
∂x

(ȳ(t), mp̄), σ̄) · f (ȳ(t), ȳ(t), σ̄) = 0. (6.132)

By (SHB7), (6.131), and (6.132), we have ȳ(t) = yσ̄ on I. Hence by (SHB6)
and by (6.131), we have z̄(t) = zσ̄ = mp̄ on I. This finishes the proof of (i).

(ii) Note that the stationary solutions of (6.74) and (6.100) are equal. That is,
(xσ , τσ ) = (yσ , zσ ) for every σ ∈ R.
If v̄ is a constant solution, then by (i) we have z̄(t) = zσ̄ = mp̄ and ȳ(t) = yσ̄
for all t ∈ R. Then (yσ̄ , zσ̄ , σ̄ , p̄) is a bifurcation point in C(y∗,z∗,σ∗, p∗) that
satisfies zσ̄ = mp̄ for some m ∈ N. This contradicts assumption (SHB9). So v̄
is a nonconstant solution with z̄(t) = zσ̄ for all t ∈ I.

(iii) Now we show that there exists t0 ∈ R such that z̄(t0) �= zσ̄ . If not, that is, if
z̄(t) = zσ̄ for all t ∈ R, then

(x̄(·), τ̄(·), σ̄)
def
= (ȳ(

2π
p̄
·), z̄(

2π
p̄
·), σ̄) = (ȳ(

2π
p̄
·), zσ̄ , σ̄) = (ȳ(

2π
p̄
·), τσ̄ , σ̄)

is a solution of (6.74). Then by Lemma 6.25, (x̄, τ̄) is not τσ̄ -periodic. Then
we have mp̄ �= zσ̄ for every m ∈N. This is a contradiction to (i).
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Therefore, there exists t0 ∈ R such that z̄(t0) �= zσ̄ . That is, τ̄( p̄
2π t0) �= τσ̄ . Note

that by (i), (x̄, τ̄) is τσ̄ -periodic and τ̄(t) = τσ̄ on p̄
2π I. Then by Lemma 6.27, there

exists t1 ∈ R such that

τ̄(t1)> τσ̄ . (6.133)

By the continuity of τ̄ and by (6.133), there exists a finite interval (a, b) � t1 such
that for every t ∈ (a, b),

τ̄(t)> τσ̄ . (6.134)

We claim that there exists t0 ∈ (a, b) such that v̄ is not τ̄(t0)-periodic. Indeed, if
not, then v̄ would be τ̄(t)-periodic for every t ∈ (a, b). Then by the continuity of τ̄
and by (6.134), there would exist t1, t2 ∈ (a, b) and an interval (τ̄(t1), τ̄(t2)) with
τ̄(t2)> τ̄(t1), so that τ̄ would be p-periodic for all p ∈ (τ̄(t1), τ̄(t2)). Hence v̄ would
be a constant solution. This is a contradiction to (ii), and the claim is proved.

Then we have τ̄(t0) �= mp̄ for all m ∈ N. By Lemma 6.24, there exist an open
interval I1 � t0 and an open neighborhood U1 � (x̄, τ̄, σ̄ , p̄) such that every solution
(x, τ, σ , p) of (6.74) in U1 ∩C(x∗, τ∗, σ∗, p∗) satisfies τ(t) �= mp for all m ∈N and
t ∈ I1. Note that τ̄ is continuous at t = t0. We can therefore choose I1 small enough
that (6.134) holds for all t ∈ I1.

Let ι be the continuous mapping defined by (6.122). Then we can choose an open
set U ′ ⊆C(R/2π ; RN+1)×R2 small enough that v̄ ∈U ′ ⊆ ι−1(U1) and

I′ def
=

⋂
{p:(y,z,σ , p)∈U ′}

p
2π

· I1

is nonempty. It follows from the definition of ι that mp �= z(t) for every solu-
tion (y, z, σ , p) ∈ U ′ ∩C(y∗, z∗, σ∗, p∗), m ∈ N, and t ∈ I′. In particular, noting
that (6.134) holds for all t ∈ I1 and I′ ⊆ p̄

2π I1, we have

z̄(t)> zσ̄ (6.135)

for every t ∈ I′. This completes the proof. �

Now we are able to state our main result.

Theorem 6.21. Let C(y∗, z∗, σ∗, p∗) be a connected component of the closure
of all the nonconstant periodic solutions of system (6.100), bifurcated from
(y∗, z∗, σ∗, p∗) in the Fuller space C(R/2π ; RN+1)×R

2. Suppose that (6.74) sat-
isfies (SHB6)–(SHB10). If p∗ < z∗, then for every (y, z, σ , p) ∈ C(y∗, z∗, σ∗, p∗),
p < z(t) for some t ∈ R.

Proof. By Theorem 6.20 and (SHB9), there exist an open interval I∗ ⊆ R and an
open set U∗ in C(R/2π ; RN+1)×R2 such that I∗ × (U∗ ∩C(y∗, z∗, σ∗, p∗)) is a
delay-period disparity set with (y∗, z∗, σ∗, p∗) ∈U∗.
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Let A∗ � (y∗, z∗, σ∗, p∗) be a connected component of (U∗ ∩C(y∗, z∗, σ∗, p∗)).
Then I∗×A∗ is connected in R×C(R/2π ;RN+1)×R2. Define S :R×C(R/2π ;RN+1)×
R2 → R by

S(t, y, z, σ , p) = p− z(t).

Note that we have p∗ < z∗. Then it follows that S(t, y∗, z∗, σ∗, p∗) = p∗ − z∗ < 0.
Note that S is continuous. By Lemma 6.26, we have

S(t, y, z, σ , p) = p− z(t)< 0 (6.136)

for every (t, y, z, σ , p)∈ I∗×A∗, for otherwise, there would exist (t0, y0, z0, σ0, p0)
∈ I∗×A∗ such that p0 = z0(t0), which contradicts the fact that I∗ ×A∗ is a subset of
the forbidden range of delay I∗ × (U∗ ∩C(y∗, z∗, σ∗, p∗)).

Now we show that there exists a sequence of connected subsets of C(y∗, z∗, σ∗, p∗),
denoted by {An}n0

n=1, n0 ∈ N or n0 =+∞, that satisfies

(i) A∗ ⊆ A1 ⊂ A2 ⊂ ·· · ⊂ An0 and ∪n0
n=1An =C(y∗, z∗, σ∗, p∗);

(ii) for every (y, z, σ , p) ∈ An with n ∈ {1, 2, · · · , n0}, p < z(t) at some t ∈ R.

Let A1
def
= A∗. If A1 = C(y∗, z∗, σ∗, p∗)), then we are done by (6.136). If not,

since the only sets that are both closed and open in the connected topological space
C(y∗, z∗, σ∗, p∗) are the empty set and the connected component C(y∗, z∗, σ∗, p∗)
itself, A1 � (y∗, z∗, σ∗, p∗) is not both closed and open. Then the boundary of A1 in
the sense of the relative topology induced by C(y∗, z∗, σ∗, p∗) is nonempty. That is,

∂A1 �= /0. (6.137)

Let v̄ = (ȳ, z̄, σ̄ , p̄) ∈ ∂A1. If there exist t1 ∈ I1
def
= I∗ and a delay-period disparity

set I′ × (U ′ ∩C(y∗, z∗, σ∗, p∗)) such that (t1, v̄) ∈ Ī′ × (U ′ ∩C(y∗, z∗, σ∗, p∗), and
if Av̄ � v̄ is the connected component of U ′ ∩C(y∗, z∗, σ∗, p∗), then it is clear that
A1 ∪Av̄ is connected. Since A1 is closed, we have p̄ < z̄(t1). Then by Lemma 6.26,
we have

S(t, y, z, σ , p) = p− z(t)< 0 for every (t, y, z, σ , p) ∈ I′ ×Av̄. (6.138)

If for every t ∈ I1, there is no delay-period disparity set at (t, ū), then by
Lemma 6.28, there exists a delay-period disparity set I′′ × (U ′′ ∩C(y∗, z∗, σ∗, p∗)
with v̄ ∈U ′ ∩C(y∗, z∗, σ∗, p∗) and

mp̄ = zσ̄ < z̄(t) for every t ∈ I′′ and m ∈ N. (6.139)

Let Av̄ � v̄ be the connected component of U ′′ ∩C(y∗, z∗, σ∗, p∗). It is clear that
A1 ∪Av̄ is connected. Then by (6.139) and Lemma 6.26,

S(t, y, z, σ , p) = p− z(t)< 0 for any (t, y, z, σ , p) ∈ I′′ ×Av̄. (6.140)
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By (6.138) and (6.140), we know that if v̄ ∈ ∂A1, then there exists a delay-period
disparity set Ĩ × (Ũ ∩C(y∗, z∗, σ∗, p∗)) with Av̄ � v̄ the connected component of
Ũ ∩C(y∗, z∗, σ∗, p∗) such that

S(t, y, z, σ , p) = p− z(t)< 0 for any (t, y, z, σ , p) ∈ Ĩ×Av̄. (6.141)

For every v̄ ∈ ∂A1, we find a Av̄ satisfying (6.141). Then we define

A2 = A1 ∪
⋃

v̄∈∂A1

Av̄.

It follows from (6.136), (6.138), and (6.140) that for every (y, z, σ , p)∈ A2, p< z(t)
for some t ∈ R. Note that for every v̄ ∈ ∂A1, A1 ∪Av̄ is connected. Therefore, A2 is
connected.

Note that the existence of A2 depends only on the fact that ∂A1 �= /0, in the sense
of the relative topology induced by C(y∗, z∗, σ∗, p∗). Beginning with n = 1, we can
always recursively construct a connected subset for each n≥ 1, n∈N, with ∂An �= /0,

An+1 = An ∪
⋃

v̄∈∂An

Av̄, (6.142)

satisfying that for every (y, z, σ , p) ∈ An+1,

p < z(t) for some t ∈ R, (6.143)

where In×(Un∩C(y∗, z∗, σ∗, p∗)) is a delay-period disparity set at (t, v̄)∈ In×∂An

and Av̄ is the connected component of Un.
If the construction in (6.142) stops at some n0 ∈ N with ∂An0 = /0, then An0 =

C(y∗, z∗, σ∗, p∗), and we are done. If not, then n0 =+∞, and we obtain a sequence
of sets {An}+∞

n=1 that is a totally ordered family of sets with respect to the set inclu-
sion relation ⊆. Note that ∪+∞

n=1An is the upper bound of {An}+∞
n=1. Then by Zorn’s

lemma, there exists a maximal element A∞ for the sequence {An}+∞
n=1.

Now we show that ∂A∞ = /0, in the sense of the relative topology induced by
C(y∗, z∗, σ∗, p∗). Suppose not. Then there exist v̄ ∈ ∂A∞ and Av̄, which is the con-
nected component of U∞, where I∞× (U∞×C(y∗, z∗, σ∗, p∗)) is a delay-period dis-
parity set at (t, v̄) ∈ I∞× ∂A∞. We distinguish two cases:

Case 1. Av̄ \ A∞ = /0 for all v̄ ∈ ∂A∞. Then A∞ is a connected component of
C(y∗, z∗, σ∗, p∗). Recall that C(y∗, z∗, σ∗, p∗) itself is a connected component of
the closure of all the nonconstant periodic solutions of system (6.100). So we have
A∞ =C(y∗, z∗, σ∗, p∗). That is, ∂A∞ = /0. This is a contradiction.

Case 2. Av̄ \A∞ �= /0. But this means that A∞ ⊂ A∞∪Av̄, which contradicts the max-
imality of A∞.

These contradictions show that ∂A∞ = /0, and hence A∞ = C(y∗, z∗, σ∗, p∗).
Therefore, (6.143) holds for all (y, z, σ , p) ∈ C(y∗, z∗, σ∗, p∗). This completes the
proof. �
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Theorem 6.22. Let C(y∗, z∗, σ∗, p∗) be a connected component of the closure of all
the nonconstant periodic solutions of system (6.100), bifurcated at (y∗, z∗, σ∗, p∗)
in the Fuller space C(R/2π ; RN+1)×R2. Suppose that (6.74) satisfies (S5)–(S9).
If there exists a continuous function M1 : R � σ → M1(σ) > 0 such that for every
(y, z,σ , p) ∈C(y∗, z∗, σ∗, p∗), we have

‖(y, z)‖C(R;RN+1) ≤ M1(σ), (6.144)

then p∗ < z∗ implies that p < M1(σ) for every (y, z, σ , p) ∈C(y∗, z∗, σ∗, p∗).

Proof. By Theorem 6.21, we have, for every (y, z, σ , p) ∈ C(y∗, z∗, σ∗, p∗), that
p < z(t) for some t ∈R. Then by (6.144), we have p < M1(σ). �

6.9.4 Uniform Boundedness of Periodic Solutions

We refer to [254] for the concepts of balanced, convex, and absorbing subsets and
the Minkowski functional.

Lemma 6.29. Let G be a convex absorbing subset of a locally convex linear topo-
logical space X that defines a Minkowski functional pG : X → R with pG(x) =

inf{α > 0 : α−1x
def
= x/α ∈ G}. For each γ > 0, define

Gγ = {x : pG(x)< γ}. (6.145)

Then x ∈ ∂Gγ if and only if pG(x) = γ .

Proof. It is clear that Gγ = γG. By linearity, the Minkowski functional pGγ : X →R

determined by Gγ is well defined. By (6.145) and by the definition of Minkowski
functional, we have

x ∈ ∂Gγ ⇐⇒ pGγ (x) = 1

⇐⇒ inf{α > 0 : x/α ∈ Gγ}= 1

⇐⇒ inf{α > 0 : pG(x/α)< γ}= 1

⇐⇒ inf{α > 0 : pG(x)/γ < α}= 1

⇐⇒ pG(x) = γ.
�

Lemma 6.30. Let G1 and G2 be convex absorbing subsets of locally convex linear
topological spaces X1 and X2, respectively. Let the Minkowski functionals associ-
ated with G1 and G2 be pG1(x) and pG2(τ), respectively. Then the Minkowski func-
tional defined by G = G1 ×G2 exists and satisfies

pG(x, τ) = max{pG1(x), pG2(τ)}.
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Proof. The existence of pG(x, τ) is clear from the definition of a Minkowski
functional. Let A = {α : x/α ∈ G1}, B = {α : τ/α ∈ G2}. Then it is clear that
infA∩B ≥ infA and infA∩B ≥ infB. It follows that infA∩B ≥ max{infA, infB},
that is,

pG(x, τ)≥ max{pG1(x), pG2(τ)}. (6.146)

On the other hand, if αA = infA ≥ αB = infB, since G1 and G2 are absorbing, we
have for every ε > 0 that αA + ε ∈ A, αA + ε ∈ B. Therefore, infA∩B ≤ αA + ε .
Similarly, if αA = infA ≤ αB = infB, we have infA∩B ≤ αB + ε . Hence we obtain
infA ∩ B ≤ max{αA, αB}+ ε . By the arbitrariness of ε > 0, we get infA ∩ B ≤
max{αA, αB}, that is,

pG(x, τ)≤ max{pG1(x), pG2(τ)}. (6.147)

By (6.146) and (6.147), we have

pG(x, τ) = max{pG1(x), pG2(τ)}.

This completes the proof. �

An immediate corollary of Lemmas 6.29 and 6.30 is the following.

Corollary 6.1. Let G1 and G2 be convex absorbing subsets of locally convex linear
topological spaces X1 and X2, respectively. Let pG1(x) and pG2(τ) be the Minkowski
functionals associated with G1 and G2, respectively. Let G = G1×G2, and for every
γ > 0, define

Gγ = {(x, τ) : pG(x, τ)< γ},
Gγ

1 = {x : pG1(x)< γ},
Gγ

2 = {τ : pG2(τ) < γ}.

Then Gγ = Gγ
1 ×Gγ

2 and Ḡγ = Ḡγ
1 × Ḡγ

2.

In this section, we use “·” to denote the usual inner product of a Euclidean space,
and we use Gc and Dc to denote the complementary sets of G and D, respectively.

We can now state and prove the geometric conditions for uniform boundedness
of the periodic solutions of (6.74) with σ ∈ Σ , where Σ ⊆ R is a given subset.

Theorem 6.23. Suppose that G1 ⊂ RN and G2 ⊂ R are bounded, balanced, con-
vex, and absorbing open subsets with associated Minkowski functionals pG1(x) and
pG2(τ). Let G =G1×G2 and (x, τ) = 1

pG(x,τ)
(x, τ)∈ ∂G for (x, τ) �= 0. Assume that

there exists a vector-valued function N : ∂G\(∂G1 ×∂G2)→RN+1 \{0} satisfying

(i) : G ⊆U1 ∪U2, where

U1 =
⋂

(x,τ)∈∂G\(∂G1×∂G2)

{(u, v) : N(x, τ) · (u− x, v− τ)≤ 0};
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U2 =
⋂

(x,τ)∈∂G1×∂G2

{(u, v) : x · (u− x)≤ 0, τ · (v− τ)≤ 0};

(ii) : N(x, τ) · ( f (x, x̃, σ), g(x, τ, σ)) is positive (or negative) for all (x, τ) ∈ Gc

with (x, τ) �∈ ∂G1 × ∂G2, and all (x̃, τ) ∈ RN ×R with pG(x̃, τ) ≤ pG(x, τ)
and σ ∈ Σ ;

(iii) : x · f (x, x̃, σ) and τ ·g(x, τ, σ) are both positive (or negative) for all (x, τ) ∈
Gc with (x, τ)∈ ∂G1×∂G2, and all (x̃, τ)∈RN ×R with pG(x̃, τ)≤ pG(x, τ)
and σ ∈ Σ .

Then the range of all the periodic solutions of (6.74) with σ ∈ Σ is contained in G.

Remark 6.3. The prototype of the vector-valued function N(x, τ) is the (outer or
inner) normal of G, which is not defined on ∂G1 × ∂G2. If G is a rectangle in a
planar space, ∂G1 × ∂G2 are the four corner points of G. Conditions (ii)–(iii) of
Theorem 6.23 require that the vector field determined by the right-hand side of
system (6.74) have positive (or negative) inner product with respect to the normal
of a given rectangle G, where the vector field is evaluated at (x, τ) ∈ RN+1, which
satisfies (x, τ) ∈ Gc and pG(x̃, τ)≤ pG(x, τ).

Proof. Letting (x, τ)(t) = (y, z)(β t) with a normalization parameter β > 0, we only
need to consider the 2π-periodic solutions of the following system:

{
ẏ(t) = 1

β f (y(t), y(t −β z(t)), σ),

ż(t) = 1
β g(y(t), z(t), σ),

(6.148)

where x ∈ RN and τ ∈ R. It is clear that if (x(t), τ(t)) and (y(t), z(t)) are solutions
of (6.74) and (6.148), respectively, then (x(t), τ(t)) ∈ G for all t ∈ R if and only if
(y(t), z(t)) ∈ G for all t ∈ R.

For simplicity, we denote y(t − β z(t)) by ỹ(t) for each solution (y(t), z(t))
of (6.148). Let (y, z) be the positive constant multiple of (y, z) such that (y, z) ∈ ∂G.
That is, for every (y, z) ∈ RN+1 \ {0}, there exists (ȳ, z̄) ∈ ∂G such that (y, z) =
pG(y, z)(ȳ, z̄).

Suppose there exists a 2π-periodic solution of (6.148) such that (y(t0), z(t0)) �∈
G for some t0 ∈ [0, 2π ] and define the map γ : R � t → pG(y(t), z(t)) ∈ R. Since
RN+1 � (y, z) �→ pG(y, z) ∈ R and R � t �→ (y(t), z(t)) ∈ RN+1 are continuous, the
map γ : t → pG(y(t), z(t)) is continuous and there exist γ∗ ≥ 1 and t∗ ∈ [0, 2π ] such
that

γ∗ = pG(y(t
∗), z(t∗)) = max

t∈[0,2π ]
pG(y(t), z(t)). (6.149)

Then by Lemma 6.29 and (6.149), we have (y(t∗), z(t∗)) ∈ ∂Gγ∗ and Gγ(t) ⊆ Gγ∗

for all t ∈ R. Therefore, by Corollary 6.1, (y(t), z(t)) ∈ Ḡγ∗ = Ḡγ∗
1 × Ḡγ∗

2 for
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all t ∈ [0, 2π ]. In particular, by the periodicity of (y(t), z(t)), we obtain (y(t −
β z(t)), z(t)) ∈ Ḡγ∗ for all t ∈ [0, 2π ] and β > 0. Therefore, we have

pG(y(t
∗ −β z(t∗), z(t∗))≤ pG(y(t

∗), z(t∗)). (6.150)

We first suppose that (ȳ(t∗), z̄(t∗)) = 1
pG(y(t∗),z(t∗)) (y(t

∗), z(t∗)) ∈ U1. Then
by (6.149), (6.150), and assumption (ii), we have (we use the positivity assumption
in the proof; the proof is similar if we use the negativity assumption; see Remark 6.4
for details)

N(ȳ(t∗), z̄(t∗)) ·
[

1
β

f (y(t∗), y(t∗ −β z(t∗)), σ),
1
β

g(y(t∗), z(t∗), σ)

]
> 0. (6.151)

Let us write

[
y(t∗+ h)

z(t∗+ h)

]
=

[
y(t∗)
z(t∗)

]
+

⎡
⎢⎢⎣

∫ 1

0
ẏ(t∗+ sh)dsh

∫ 1

0
ż(t∗+ sh)dsh

⎤
⎥⎥⎦ , (6.152)

and choose h > 0 small enough that

N(ȳ(t∗), z̄(t∗)) ·
[

1
β

f (y(t), y(t −β z(t)), σ),
1
β

g(y(t), z(t), σ)

]
> 0 (6.153)

for t∗ ≤ t < t∗+ h. Then by (6.148), (6.152), and (6.153), we have

N(ȳ(t∗), z̄(t∗)) · (y(t∗+ h)− y(t∗), z(t∗+ h)− z(t∗))> 0. (6.154)

Now we distinguish the following two cases in order to deduce contradictions:

Case 1. If (y(t∗+h), z(t∗+h))∈ Ḡ, then γ∗−1(y(t∗+h), z(t∗+h))∈ Ḡ, since γ∗ ≥ 1.
Also, we have (y(t∗), z(t∗)) = (γ∗ȳ(t∗), γ∗z̄(t∗)) with (ȳ(t∗), z̄(t∗)) ∈ ∂G. Then by
assumption (i), we have

N(ȳ(t∗), z̄(t∗)) ·
(
γ∗−1y(t∗+ h)− ȳ(t∗), γ∗−1z(t∗+ h)− z̄(t∗)

)
≤ 0. (6.155)

On the other hand, we have by (6.154),

0 <N(ȳ(t∗), z̄(t∗)) · (y(t∗+ h)− y(t∗), z(t∗+ h)− z(t∗))

=γ∗N(ȳ(t∗), z̄(t∗)) ·
(
γ∗−1y(t∗+ h)− ȳ(t∗), γ∗−1z(t∗+ h)− z̄(t∗)

)
,

(6.156)

which contradicts (6.155).

Case 2. If (y(t∗+ h), z(t∗+ h)) �∈ Ḡ, then by (6.149), we have

1 ≤ γh = pG(y(t
∗+ h), z(t∗+ h))≤ pG(y(t

∗), z(t∗)) = γ∗. (6.157)



6.9 State-Dependent DDEs 221

Also, we have (y(t∗+h), z(t∗+h)) = γh(ȳ(t∗+h), z̄(t∗+h)) with (ȳ(t∗+h), z̄(t∗+
h)) ∈ ∂G. By the convexity of Ḡ and by the inequality γh/γ∗ ≤ 1, we have

(
γh

γ∗
ȳ(t∗+ h),

γh

γ∗
z̄(t∗+ h)

)
∈ Ḡ.

Then by assumption (i), we have

N(ȳ(t∗), z̄(t∗)) ·
(

γh

γ∗
ȳ(t∗+ h)− ȳ(t∗),

γh

γ∗
z̄(t∗+ h)− z̄(t∗)

)
≤ 0. (6.158)

On the other hand, we have by (6.154),

0 <N(ȳ(t∗), z̄(t∗)) · (y(t∗+ h)− y(t∗), z(t∗+ h)− z(t∗))

=γ∗N(ȳ(t∗), z̄(t∗)) ·
(

γh

γ∗
ȳ(t∗+ h)− ȳ(t∗),

γh

γ∗
z̄(t∗+ h)− z̄(t∗)

)
,

(6.159)

which contradicts (6.158).
Second, we suppose that (ȳ(t∗), z̄(t∗)) = 1

pG(y(t∗),z(t∗)) (y(t
∗), z(t∗)) ∈ U2. By as-

sumption (iii), we have
⎧⎪⎪⎨
⎪⎪⎩

ȳ(t∗) · 1
β

f (y(t∗), y(t∗ −β z(t∗)), σ)> 0,

z̄(t∗) · 1
β

g(y(t∗), z(t∗), σ)> 0.
(6.160)

Therefore, we can choose h > 0 small enough that for t∗ ≤ t < t∗+ h,
⎧⎪⎪⎨
⎪⎪⎩

ȳ(t∗) · 1
β

f (y(t), y(t −β z(t)), σ)> 0,

z̄(t∗) · 1
β

g(y(t), z(t), σ)> 0.
(6.161)

Then by (6.148), (6.152), and (6.161), we have
{

ȳ(t∗) · (y(t∗+ h)− y(t∗))> 0,

z̄(t∗) · (z(t∗+ h)− z(t∗))> 0.
(6.162)

We distinguish the following two cases in order to deduce contradictions:

Case 1′. If (y(t∗+h), z(t∗+h))∈ Ḡ, then γ∗−1(y(t∗+h), z(t∗+h))∈ Ḡ, since γ∗ ≥
1. Also, we have (y(t∗), z(t∗)) = (γ∗ȳ(t∗), γ∗z̄(t∗)) with (ȳ(t∗), z̄(t∗)) ∈ ∂G. Then
by assumption (i), we have

{
ȳ(t∗) · (γ∗−1y(t∗+ h)− ȳ(t∗))≤ 0,

z̄(t∗) · (γ∗−1z(t∗+ h)− z̄(t∗))≤ 0.
(6.163)
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On the other hand, we have by (6.162),
{

ȳ(t∗) · (y(t∗+ h)− y(t∗)) = γ∗ȳ(t∗) · (γ∗−1y(t∗+ h)− ȳ(t∗))> 0,

z̄(t∗) · (z(t∗+ h)− z(t∗)) = γ∗z̄(t∗) · (γ∗−1z(t∗+ h)− z̄(t∗))> 0,
(6.164)

which contradicts (6.163).

Case 2′. If (y(t∗+ h), z(t∗ + h)) �∈ Ḡ, then by (6.157) and the convexity of Ḡ, we
have (

γh

γ∗
ȳ(t∗+ h),

γh

γ∗
z̄(t∗+ h)

)
∈ Ḡ,

where γh = pG(y(t∗+ h), z(t∗+ h)). Then by assumption (i), we have
⎧⎪⎨
⎪⎩

ȳ(t∗) · ( γh

γ∗
ȳ(t∗+ h)− ȳ(t∗))≤ 0,

z̄(t∗) · ( γh

γ∗
z̄(t∗+ h)− z̄(t∗))≤ 0.

(6.165)

On the other hand, we have by (6.162),
⎧⎪⎨
⎪⎩

ȳ(t∗) · (y(t∗+ h)− y(t∗)) = γ∗ȳ(t∗) · ( γh

γ∗
ȳ(t∗+ h)− ȳ(t∗))> 0,

z̄(t∗) · (z(t∗+ h)− z(t∗)) = γ∗z̄(t∗) · ( γh

γ∗
z̄(t∗+ h)− z̄(t∗))> 0,

(6.166)

which contradicts (6.165). Therefore, contradictions are obtained in all cases, and
the proof is complete. �

Remark 6.4. If we use < 0 instead of > 0 in the inequality (6.151), we need to
change (6.152) to be the difference between (y(t∗), z(t∗)) and (y(t∗ −h), z(t∗−h)).
That is,

[
y(t∗)
z(t∗)

]
=

[
y(t∗ − h)

z(t∗ − h)

]
+

⎡
⎢⎢⎣

∫ 1

0
ẏ(t∗ − sh)dsh

∫ 1

0
ż(t∗ − sh)dsh

⎤
⎥⎥⎦ .

Then the rest of the proof is similar.

Corollary 6.2. Suppose that G1 ⊂ RN and G2 ⊂ R are bounded, balanced, con-
vex, and absorbing open subsets that define the Minkowski functionals pG1(x) and
pG2(τ). Suppose N : ∂G\ (∂G1 ×∂G2)→RN+1 \{0} is the outer normal of G. Fix
σ ∈ Σ and let G = G1 ×G2 and

Fmax(x, σ) = max
{x̃: pG1

(x̃)≤pG1
(x)}

x · f (x, x̃, σ),

Fmin(x, σ) = min
{x̃: pG1

(x̃)≤pG1
(x)}

x · f (x, x̃, σ).
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Then the range of all the periodic solutions of (6.74) are contained in G if either of
the following conditions holds:

(H1) Fmax(x, σ)< 0 for every x ∈ Gc
1 and τ ·g(x, τ)< 0 for every τ ∈ Gc

2, x ∈RN.
(H2) Fmin(x, σ)> 0 for every x ∈ Gc

1 and τ ·g(x, τ)> 0 for every τ ∈ Gc
2, x ∈RN.

Proof. We prove the conclusions by applying Theorem 6.23. By Corollary 6.1,
there exist Minkowski functionals pG(x, τ), pG1(x), and pG2(τ) defined on RN ×R,
RN , and R, respectively. For every (x, τ) ∈ Gc, let (x̄, τ̄) = (x, τ)/pG(x, τ) ∈ ∂G.
Recall that N : ∂G \ (∂G1 × ∂G2)→ R

N+1 \ {0} is the outer normal of the convex
set G. Then condition (i) of Theorem 6.23 is satisfied.

Suppose (H1) holds. Then we have

x · f (x, x̃, σ)< 0,for all (x, x̃) ∈ Gc
1 ×RN with pG1(x̃)≤ pG1(x), (6.167)

τ ·g(x, τ, σ)< 0, for all τ ∈ Gc
2, x ∈ R

N . (6.168)

For every (x, τ) ∈ Gc with pG(x̃, τ) ≤ pG(x, τ), let (x̄, τ̄) = (x, τ)/pG(x, τ) ∈
∂G. Note that ∂G = (G1 × ∂G2)∪ (∂G1 ×G2)∪ (∂G1 × ∂G2). We distinguish the
following three cases:

Case 1: If (x̄, τ̄) ∈ G1 ×∂G2, then N(x̄, τ̄) = (0, τ)/pG(x, τ) �= 0 is an outer normal
of G. We claim that τ ∈ Gc

2 holds.
Indeed, since x̄ ∈ G1, we have pG1(x̄) = pG1(x/pG(x, τ)) < 1. Therefore,

pG1(x)< pG(x, τ). By Lemma 6.30, we know that pG(x, τ)=max{pG1(x), pG2(τ)}.
Then we have pG1(x) < pG2(τ) and pG(x, τ) = pG2(τ) > 1. Then by Lemma 6.29,
we have τ ∈ Gc

2.
Then by (6.168), we have

N(x̄, τ̄) · ( f (x, x̃, σ), g(x, τ, σ)) = τ ·g(x, τ, σ)/pG(x, τ)< 0.

Case 2: If (x̄, τ̄) ∈ ∂G1 ×G2, then N(x̄, τ̄) = (x, 0)/pG(x, τ) �= 0 is an outer normal
of G. We claim that x ∈ Gc

1 and pG1(x̃)≤ pG1(x).
Indeed, since τ̄ ∈ G2, we have pG2(τ̄) = pG2(τ/pG(x, τ)) < 1. Therefore,

pG2(τ)< pG(x, τ). By Lemma 6.30, we know that pG(x, τ)=max{pG1(x), pG2(τ)}.
Then we have pG2(τ) < pG1(x) and pG(x, τ) = pG1(x) > 1. Then by Lemma 6.29,
we have x ∈ Gc

1. Moreover, it follows again by Lemma 6.30 that pG(x̃, τ)≤ pG(x, τ)
implies pG1(x̃)≤ pG1(x). This proves the claim.

By (6.167), we have

N(x̄, τ̄) · ( f (x, x̃, σ), g(x, τ, σ)) = x · f (x, x̃, σ)/pG(x, τ)< 0.

From Case 1 and Case 2, we know that N(x̄, τ̄) · ( f (x, x̃, σ), g(x, τ, σ)) is negative
definite for all (x, τ) ∈ Gc and σ ∈ Σ with (x, τ) �∈ ∂G1 × ∂G2, and all (x̃, τ) ∈
RN ×R with pG(x̃, τ)≤ pG(x, τ). That is, condition (ii) of Theorem 6.23 is satisfied.
Case 3: If (x̄, τ̄) ∈ ∂G1 ×∂G2, we claim that (x, τ) ∈ Gc

1 ×Gc
2 and pG1(x̃) = pG1(x)

hold.
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Indeed, since (x̄, τ̄) ∈ ∂G1 × ∂G2, we have pG1(x̄) = pG1(x/pG(x, τ)) = 1 and
pG2(τ̄) = pG2(τ/pG(x, τ)) = 1. Therefore, pG(x, τ) = pG1(x) = pG2(τ). Since
(x, τ) ∈ Gc, we have pG1(x) = pG2(τ) = pG(x, τ) > 1. Then by Lemma 6.29, we
have (x, τ) ∈ Gc

1 ×Gc
2. Moreover, it follows again by Lemma 6.30 that pG(x̃, τ) ≤

pG(x, τ) implies pG1(x̃)≤ pG1(x). This proves the claim.
Then by (6.167) and (6.168), we have

x · f (x, x̃, σ)< 0 and τ ·g(x, τ, σ)< 0.

From Case 3, we know that x · f (x, x̃, σ) and τ ·g(x, τ, σ) are both negative definite
for all (x, τ) ∈ Gc and σ ∈ Σ with (x, τ) ∈ ∂G1 ×∂G2, and all (x̃, τ) ∈RN ×R with
pG(x̃, τ)≤ pG(x, τ). That is, condition (iii) of Theorem 6.23 is satisfied.

It follows from Theorem 6.23 that the range of all the periodic solutions of (6.74)
with σ ∈ Σ is contained in G. Similarly, if (H2) holds, we can obtain from Theo-
rem 6.23 the same conclusion. This completes the proof. �

6.9.5 Global Continuation of Rapidly Oscillating Periodic
Solutions: An Example

In this section, we illustrate the general results in the previous subsections by apply-
ing them to the study of the global continua of rapidly oscillating periodic solutions
for the following differential equations with state-dependent delay:

{
ẋ(t) =−μx(t)+σ2b(x(t − τ(t))),
τ̇(t) = 1− h(x(t)) · (1+ tanhτ(t)),

(6.169)

where tanh(τ) = (e2τ −1)/(e2τ +1) and μ > 0 is a constant. We make the following
assumptions:

(α1) b, h : R→R are C2 functions with b′(0) =−1;
(α2) There exist h0 < h1 in (1/2, 1) such that h1 > h(x)> h0 for all x ∈ R;
(α3) b is decreasing on R;
(α4) xb(x) < 0 for x �= 0, and there exists a continuous function M : R � σ →

M(σ) ∈ (0,+∞) such that
b(x)

x
>− μ

σ2

for every x ∈ R with |x| ≥ M(σ);
(α5) There exists M0 > 0 such that |b′(x)|< M0 for every x ∈ R;
(α6) h′(x) = 0 only if x satisfies −μx+σ2b(x) = 0.

Remark 6.5. We use tanh(τ) just for the sake of simplicity. Other types of functions
can be used with minor changes in our arguments below.

We start with the uniform boundedness of periodic solutions (x(t), τ(t)) of (6.169).
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Lemma 6.31. Assume that (α1)–(α4) hold. Then the range of every periodic
solution (x, τ) of (6.169) with σ ∈ R is contained in

Ω1 = (−M(σ), M(σ))×
(

0,− ln(2h0 − 1)
2

)
.

Proof. If σ = 0, the only periodic solution is
(

0,− ln(2h(0)−1)
2

)
, which is contained

in Ω1. Now we assume that σ �= 0. If x > 0, then by assumptions (α3) and (α4), we
have

max
y∈{y:|y|≤|x|}

x · (−μx+σ2b(y)) =−σ2x2
(

μ
σ2 − b(−x)

x

)
< 0

for every x ∈ R with x ≥ M(σ). It follows that

max
y∈{y:|y|≤|x|}

x · (−μx+σ2b(y))< 0 for x ≥ M(σ).

Similarly, we have

max
y∈{y:|y|≤|x|}

x · (−μx+σ2b(y))< 0 for x ≤−M(σ).

Thus,

max
y∈{y:|y|≤|x|}

x · (−μx+σ2b(y))< 0 if x �∈ (−M(σ), M(σ)). (6.170)

It is clear from (α2) that for all x ∈ R,

lim
τ→±∞

τ · (1− h(x)(1+ tanhτ))< 0.

To obtain an upper bound for τ , where (x, τ) is a periodic solution of (6.169), we
introduce the following change of variable:

z(t) = τ(t)+
ln(2h0 − 1)

4
. (6.171)

Then system (6.169) is transformed to

⎧⎪⎪⎨
⎪⎪⎩

ẋ(t) =−μx(t)+σ2b

(
x

(
t − z(t)+

ln(2h0 − 1)
4

))
,

ż(t) = 1− h(x(t))

(
1+ tanh

(
z(t)− 1

4
ln(2h0 − 1)

))
.

(6.172)

By (α2) and the monotonicity of tanhτ , we have, for every z �∈
(

ln(2h0−1)
4 ,

− ln(2h0−1)
4

)
and for all x ∈ R,

z ·
(

1− h(x)

(
1+ tanh

(
z− 1

4
ln(2h0 − 1)

)))
< 0. (6.173)
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Thus it follows from Corollary 6.2, (6.170), and (6.173) that the range of all
the periodic solutions (x, z) of (6.172) is contained in (−M(σ), M(σ)) ×(

ln(2h0−1)
4 , − ln(2h0−1)

4

)
. Then by (6.171), all periodic solutions (x, τ) of (6.169)

with σ �= 0 are contained in Ω1. The proof is complete. �

Now we consider the global Hopf bifurcation problem of system (6.169) under
the assumptions (α1)–(α6). By (α4), (x, τ) = (0, τ∗) is the only stationary solution
of (6.169), where τ∗ = − 1

2 ln(2h(0)− 1) > 0. Freezing the state-dependent delay
τ(t) at τ∗ for the term x(t − τ(t)) of (6.169) and linearizing the resulting system
with constant delay at the stationary solution (0, τ∗), we obtain the following formal
linearization of system (6.169):

{
Ẋ(t) =−μX(t)−σ2X(t − τ∗),
Ṫ (t) =−ρX(t)− qT(t),

(6.174)

where

ρ =
h′(0)
h(0)

, q = 2− 1
h(0)

> 0. (6.175)

In the following, we regard σ as the bifurcation parameter. We obtain the character-
istic equation of the linear system corresponding to (6.174):

(λ + μ+σ2e−τ∗λ )(λ + q) = 0. (6.176)

Since the zero of λ +q = 0 is −q, which is real, Hopf bifurcation points are related
to zeros of only the first factor (λ +μ +σ2e−τ∗λ ). To locate local Hopf bifurcation
points, we let λ = iβ , β > 0, in λ + μ + σ2e−τ∗λ = 0 and express the resulting
equation in terms of its real and imaginary parts as

{
β = σ2 sin(τ∗β ),

μ =−σ2 cos(τ∗β ).
(6.177)

It is easy to verify the following lemma.

Lemma 6.32. (i) All the positive solutions of (6.177) can be represented by an infi-
nite sequence {βn}+∞

n=1 that satisfies 0<β1 < β2 < · · ·< βn < · · · , limn→+∞ βn =
+∞, and

βn ∈
(
(4n− 3)π

2τ∗
,
(4n− 2)π

2τ∗

)
for n ≥ 1.

(ii) ±iβn are characteristic values of the stationary solution (0, τ∗, σn), where

σn =±(β 2
n + μ2)1/4.

If σ �=σn, then the stationary solution (0, τ∗, σ) has no purely imaginary char-
acteristic value.
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(iii) Let λn(σ) = un(σ)+ ivn(σ) be the root of (6.176) for σ close to σn such that
un(σn)+ ivn(σn) = iβn. Then

u′n(σ) σ=σn =
2
σn

(μ2 +β 2
n )τ∗+ μ

(1+ μτ∗)2 +(βnτ∗)2 .

Now we are able to state our main results.

Theorem 6.24. Assume that (α1)–(α6) hold. Let βn ∈
(
(4n−3)π

2τ∗ ,
(4n−2)π

2τ∗
)
, n ≥ 1,

be as given in (i) of Lemma 6.32. Let σn =±(μ2 +βn)
1/4 for n ≥ 1. Then:

(a) There exists an unbounded connected component C
(

0, τ∗, σn,
2π
βn

)
of the clo-

sure of all the nonconstant periodic solutions of system (6.169), bifurcated from
(0, τ∗, σn,

2π
βn
) in the Fuller space where σ satisfies sgn(σn)σ > 0.

(b) (0, τ∗, σ1,
2π
β1
) �∈C

(
0, τ∗, σn,

2π
βn

)
for every n ≥ 2.

(c) For every n ≥ 2, the projection of C
(

0, τ∗, σn,
2π
βn

)
onto the parameter space R

is unbounded in (0,+∞) if σn > 0 and is unbounded in (−∞, 0) if σn < 0.

Proof. (a) We apply Theorem 6.15. We first verify assumptions (SHB1)–(SHB3)
and (SHB5). It is clear that (α2) and (α1) imply (SHB1), (SHB2), and (SHB5).
Let us check (SHB3). Indeed, noticing that σn = ±(μ2 +β 2

n )
1/4, b′(0) = −1, and

βn > 0, we have
(

∂
∂θ1

+
∂

∂θ2

)[−μθ1 +σ2b(θ2)
]

σ=σn,θ1=θ2=0 =−μ −σ2
n < 0. (6.178)

Also, it follows from τ∗ =− ln(2h(0)−1)
2 that

∂
∂γ2

(1− h(γ1)(1+ tanh(γ2)) σ=σn,γ1=0,γ2=τ∗ =−h(0) · 4e2τ∗

(e2τ∗ + 1)2 < 0. (6.179)

Therefore, condition (SHB3) is satisfied by system (6.169).
We note from Lemma 6.32 (i), (ii), and (iii) that every center (including those

with σ < 0) of system (6.174) is isolated. We now calculate the crossing number of
(0, τ∗, σn, βn). Let un(σ)+ ivn(σ) be the characteristic value of (6.174) such that
un(σn)+ ivn(σn) = iβn. By (iv) of Lemma 6.32, we have

d
dσ

un(σ) σ=σn = u′n(σn) σ=σn

=
2
σn

(μ2 +β 2
n )τ∗+ μ

(1+ μτ∗)2 +(βnτ∗)2 . (6.180)

That is, d
dσ un(σ) σ=σn has the same sign as σn, since τ∗ > 0 and μ > 0. We note

from (6.80) that the crossing number γ(0, τ∗, σn,
2π
βn
) counts the difference, as σ

varies from σ−
n to σ+

n , of the number of imaginary characteristic values with positive
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real parts in a small neighborhood of iβn in the complex plane, where σ−
n <σn <σ+

n
are numbers in a small neighborhood of σn. Then by (6.180), the crossing number
of the isolated center (0, τ∗, σn,

2π
βn
) in the Fuller space C(R; R2)×R2 satisfies

γ(0, τ∗, σn,
2π
βn

) =−sgn(σn) for every n ∈ N. (6.181)

Then by Theorem 6.15, there exists a connected component C
(

0, τ∗, σn,
2π
βn

)
of

the closure of all the nonconstant periodic solutions of system (6.169), bifurcated
from the stationary solution (0, τ∗, σn,

2π
βn
) in the Fuller space. Note that there is

no nonconstant periodic solution for the system (6.169) if σ = 0, since in this case,
x satisfies a scalar ordinary differential equation. Moreover, there is no bifurcation

point at σ = 0. Therefore, C
(

0, τ∗, σn,
2π
βn

)
is located in the Fuller space where σ

satisfies sgn(σn)σ > 0.

To prove the unboundedness of C
(

0, τ∗, σn,
2π
βn

)
in the Fuller space, we apply

the global Hopf bifurcation Theorem 6.17 to exclude the case that there are finitely

many bifurcation points in C
(

0, τ∗, σn,
2π
βn

)
.

Now we suppose there are finitely many bifurcation points {(0, τ∗, σn j ,
2π
βn j

)}q
j=1,

q ∈ N, in C
(

0, τ∗, σn,
2π
βn

)
. We know that C

(
0, τ∗, σn,

2π
βn

)
is located in

the Fuller space where σ satisfies sgn(σn)σ > 0. Then the bifurcation points
{(0, τ∗, σn j ,

2π
βn j

)}q
j=1 satisfy sgn(σn)σn j > 0 for all j ∈ {1, 2, · · · , q}.

Let εn j be the value of

sgndet

[(
∂

∂θ1
+ ∂

∂θ2

)
f̃ (θ1, θ2, σ) 0

∂
∂γ1

g̃(γ1, γ2, σ) ∂
∂γ2

g̃(γ1, γ2, σ)

]

evaluated at (θ1, θ2, σ) = (0, 0, σn j ) and (γ1, γ2, σ) = (0, τ∗, σn j ), where

f̃ (θ1, θ2, σ) =
[−μθ1 +σ2b(θ2)

]
, g̃(γ1, γ2, σ) = (1− h(γ1)(1+ tanh(γ2)) .

Then by (6.178) and (6.179), we have

εn j = 1 for all j = 1, 2, · · · ,q. (6.182)

By (6.181) and (6.182), we have

q

∑
j=1

εn j γ((0, τ
∗, σn j ,

2π
βn j

) =−qsgn(σn) �= 0. (6.183)

Note that (α5) and (α6) implies (SHB4). Then by Theorem 6.17, (6.183) is a con-

tradiction. The unboundedness of C
(

0, τ∗, σn,
2π
βn

)
follows.
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(b) In order to verify assumption (SHB7), we claim that the virtual period pn of
every bifurcation point (0, τ∗, σn, 2π/βn) satisfies

mpn �= τ∗ for every m ∈N. (6.184)

Suppose that there exist m0, n0 ∈ N such that m0 pn0 = m0 · 2π/βn0 = τ∗. We
note that

βn ∈
(
(4n− 3)π

2τ∗
,
(4n− 2)π

2τ∗

)
for all n ≥ 1. (6.185)

Then we have
4n0 − 3 < 4m0 < 4n0 − 2.

This is a contradiction, and the claim is proved.
We note that by (6.185), a sufficient condition for pn = 2π

βn
< τ∗, is that 2π

βn
<

4τ∗/(4n− 3)< τ∗, that is, n ≥ 7/4. Therefore, every (0, τ∗, σn, pn) with n ≥ 2 is a
bifurcation point of system (6.169) satisfying

pn < τ∗ for all n ≥ 2. (6.186)

For the bifurcation point (0, τ∗, σ1, p1), we can conclude from (6.185) that

2τ∗ < p1 < 4τ∗. (6.187)

We want to obtain the uniform boundedness of the period in C(0, τ∗, σn,
2π
βn
)

with n ≥ 2. We only need to check the conditions (SHB6)–(SHB10) for applying
Theorems 6.21 and 6.22.

It is clear that (α4), (6.184), and (6.179) imply (SHB8), (SHB9), and (SHB6),
respectively. Also we conclude from (SHB2), (SHB4), and Lemma 6.20 that

p > 0 (6.188)

for every (x, τ, σ , p) ∈C(0, τ∗, σn,
2π
βn
). Also, by Lemma 6.31, we have

0 < τ(t)<−1
2

ln(2h0 − 1) (6.189)

for every t ∈ R, and hence (SHB10) is satisfied. To check (SHB7), we let
{

1− h(x)(1+ tanhτ) = 0,

(1+ tanhτ)h′(x)
(−μx+σ2b(x)

)
= 0.

(6.190)

Then by (α1), (α4), and (α6), the solutions of (6.190) are stationary solutions
of (6.169). This verifies (SHB7).
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Therefore, we can use Theorems 6.21, 6.22, (6.186), (6.188), and (6.189) to
conclude that there exists some t ∈ R such that

0 < p < τ(t)<−1
2

ln(2h0 − 1) (6.191)

for every (x, τ, σ , p) ∈ C(0, τ∗, σn,
2π
βn
) with n ≥ 2. Then by (6.187) and (6.191),

we know that (0, τ∗, σ1,
2π
β1
) �∈C

(
0, τ∗, σn,

2π
βn

)
for every n ≥ 2. This proves (b).

(c) Let Σ be the projection of C
(

0, τ∗, σn,
2π
βn

)
on the σ -parameter space R. By

(a), we know that Σ ⊆ (0,+∞) if σn > 0 and Σ ⊆ (−∞, 0) if σn < 0. By Lemma 6.31,
we know that for every σ ∈ Σ , there exists a constant Mn(σ)> 0 such that

‖(x, τ)‖C(R;RN+1) ≤ Mn(σ), (6.192)

where (x, τ, σ , p) is the solution associated with σ in C
(

0, τ∗, σn,
2π
βn

)
and Mn :

R � σ → Mn(σ) ∈ (0,+∞) is a continuous function on R.

We know from (6.191) that the projection of C
(

0, τ∗, σn,
2π
βn

)
on the p-

parameter space R is bounded. If Σ is bounded, then it follows from (a) that

the projection of C
(

0, τ∗, σn,
2π
βn

)
on the (x, τ)-space C(R; RN+1) must be

unbounded in the supremum norm. But by the continuity of Mn on R and

by (6.192), the projection of C
(

0, τ∗, σn,
2π
βn

)
on the (x, τ)-space C(R; RN+1)

is uniformly bounded with respect to σ ∈ Σ . This is a contradiction, and the proof is
complete. �

We conclude by noting that the global continuation of slowly oscillating periodic
solutions is addressed in [172].
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