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Preface

There has been a great deal of interest in optimal control systems described by
stochastic and partial differential equations. These optimal control problems lead to
stochastic and partial differential inclusions. The aim of this book is to present a
unified theory of stochastic differential inclusions written in integral form with both
types of stochastic set-valued integrals defined as subsets of the space L2.�;Rn/

and as multifunctions with closed values in the space Rn. Such defined inclusions
are therefore divided into two types: stochastic functional inclusions (SFI.F;G/)
and stochastic differential inclusions (SDI.F;G/), respectively. The main results of
the book deal with properties of solution sets of stochastic functional inclusions and
some of their applications in stochastic optimal control theory and in the theory
of partial differential inclusions. In particular, apart from the existence of weak
solutions for initial value problems of stochastic functional inclusions, the existence
of their strong and weak viable solutions is also investigated. An important role
in applications is played by theorems on weak compactness of solution sets of
weak and viable weak solutions for the above initial value problems. As a result of
these properties, some optimal control problems for dynamical systems described
by stochastic and partial differential inclusions are obtained. Let us remark that
for a given pair .F;G/ of multifunctions, the sets X .F;G/ and S.F;G/ of all
weak solutions of SFI.F;G/ and SDI.F;G/, respectively, are defined as families
of systems .PF; x; B/ consisting of a filtered probability space PF, a continuous
process x D .xt /t�0, and an F-Brownian motion B D .Bt /t� satisfying these
inclusions. Immediately from the definitions of SFI.F;G/ and SDI.F;G/, it
follows that X .F;G/ � S.F;G/. It is natural to extend the results of this book
to the set S.F;G/ and consider weak solutions with x a càdlàg process instead of
a continuous one. These problems are quite complicated and need new methods.
Therefore, in this book, they are left as open problems.

The first papers dealing with stochastic functional inclusions written in integral
form are due to Hiai [38] and Kisielewicz [50–56,58,60–62]. Independently, Ahmed
[2], Da Prato and Frankowska [23], Aubin and Da Prato [9], and Aubin et al.
[10] have considered stochastic differential inclusions symbolically written in the
differential form dxt 2 F.t; xt /dt C G.t; xt /dBt and understood as a problem

ix



x Preface

consisting in finding a system .PF; x; B/ consisting of a filtered probability space
PF, a continuous process x D .xt /t�0, and an F-Brownian motion such that
xt D x0CR t

0
f�d�CR t

0
g�dB� with ft 2 .F ıx/t DW F.t; xt / and gt 2 .G ıx/t DW

F.t; xt / a.s. for t � 0. Stochastic functional inclusions defined by Hiai [38] and
Kisielewicz [51] are in the general case understood as a problem consisting in
finding a system .PF; x; B/ such that xt � xs 2 clLfJst .F ı x/C Jst .G ı x/g for
every 0 � s � t < 1, where Jst .F ıx/ and Jst .Gıx/ denote set-valued functional
integrals on the interval Œs; t � of F ıx andG ıx, respectively. It is evident that some
properties of stochastic functional inclusions written in integral form follow from
properties of set-valued stochastic integrals. Such properties are difficult to obtain
for stochastic differential inclusions written in differential form.

The first results dealing with set-valued stochastic integrals with respect to the
Wiener process with application to some set-valued stochastic differential equations
are due to Bocşan [22]. More general definitions and properties of set-valued
stochastic integrals were given in the above-cited papers of Hiai and Kisielewicz,
where set-valued stochastic integrals are defined as certain subsets of the spaces
L2.�;Rn/ and L2.�;X / of all square integrable random variables with values at
Rn and X , respectively, where X is a Hilbert space. In this book, such integrals
are called stochastic functional set-valued integrals. Unfortunately, such integrals
do not admit a representation by set-valued random variables with values in Rn

and X , because they are not decomposable subsets of L2.�;Rn/ and L2.�;X /,
respectively. Later, Jung and Kim [46] (see also [98]) defined a set-valued stochastic
integral as a set-valued random variable determined by a closed decomposable hull
of the above-mentioned set-valued stochastic functional integral. Unfortunately, the
authors did not obtain any properties of such integrals. In Chap. 3, we apply the
above approach to the theory of set-valued stochastic integrals of F-nonanticipative
multiprocesses and obtain some properties of such integrals.

The first results dealing with partial differential inclusions were in fact simple
generalizations of ordinary differential inclusions. They dealt with hyperbolic
partial differential inclusions of the form z

00

x;y 2 F.x; y; z/. Later on, partial

differential inclusions z
00

x;y 2 F.x; y; z; z
0

x; z
0

y/ were also investigated. Such partial
differential inclusions have been considered by Kubiaczyk [65], Dawidowski and
Kubiaczyk [24], Dawidowski et al. [25], and Sosulski [92,93], among others. Some
hyperbolic partial differential inclusions were considered in Aubin and Frankowska
[11]. A new idea dealing with partial differential inclusions was given by Bartuzel
and Fryszkowski in their papers [15–17], where partial differential inclusions of
the form Du 2 F.u/ with a lower semicontinuous multifunction F and a partial
differential operatorD are considered. The existence and properties of solutions of
initial and boundary value problems of such inclusions follow from classical results
dealing with abstract differential inclusions. As usual, certain types of continuous
selection theorems for set-valued mappings play an important role in investigations
of such inclusions.

The partial differential inclusions considered in this book have the forms
u

0

t .t; x/ 2 .LFGu/.t; x/Cc.t; x/u.t; x/ and .t; x/ 2 .LFGu/.t; x/Cc.t; x/u.t; x/,
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where c and  are given functions and LFG denotes the set-valued diffusion
generator defined by given multifunctions F and G. The first results dealing with
such partial differential inclusions are due to Kisielewicz [60, 61]. The initial and
boundary value problems of such inclusions are investigated by stochastic meth-
ods. Their solutions are characterized by weak solutions of stochastic functional
inclusions SFI.F;G/. Such an approach leads to natural methods of solving
some optimal control problems for systems described by the above type of partial
differential inclusions. It is a consequence of weak compactness with respect to the
convergence in distribution of sets of all weak solutions of considered stochastic
functional inclusions.

The content of the book is divided into seven parts. Chapter 1 covers basic
notions and theorems of the theory of stochastic processes. Chapter 2 contains
the fundamental notions of the theory of set-valued mappings and the theory of
set-valued stochastic processes. Chapter 3 is devoted to the theory of set-valued
stochastic integrals. Apart from their properties, it contains some important selection
theorems. The main results of Chap. 4 deal with properties of stochastic functional
and differential inclusions. In particular, it contains theorems dealing with weak
compactness with respect to convergence in distribution of solution sets of weak
solutions of initial value problems for stochastic functional inclusions. Chapter 5
contains some results dealing with viability theory for forward and backward
stochastic functional and differential inclusions, whereas Chaps. 6 and 7 are devoted
to some applications of the above-mentioned results to partial differential inclusions
and to some optimal control problems for systems described by stochastic functional
and partial differential inclusions.

The present book is intended for students, professionals in mathematics, and
those interested in applications of the theory. Selected probabilistic methods and
the theory of set-valued mappings are needed for understanding the text. Formulas,
theorems, lemmas, remarks, and corollaries are numbered separately in each chapter
and denoted by pairs of numbers. The first stands for the section number, the second
for the number of the formula, theorem, etc. If we need to quote some formula or
theorem given in the same chapter, we always write only this pair. In other cases,
we will use this pair with information indicated the chapter number. The ends of
proofs, theorems, remarks, and corollaries are denoted by �.

The manuscript of this book was read by my colleagues M. Michta and J. Motyl,
who made many valuable comments. The last version of the manuscript was read
by Professor Diethard Pallaschke. His remarks and propositions were very useful
in my last correction of the manuscript. It is my pleasure to thank all of them for
their efforts.

Zielona Góra, Poland Michał Kisielewicz
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Chapter 1
Stochastic Processes

In this chapter we give a survey of concepts of the theory of stochastic processes. It
is assumed that the basic notions of measure and probability theories are known to
the reader.

1 Filtered Probability Spaces and Stopping Times

Let .�;F ; P / be a probability space and F D .Ft /t�0 a family of sub-�-algebras
Ft of �-algebra F such that Fs � Ft for 0 � s � t < 1 . A system PF D
.�;F ;F; P / is said to be a filtered probability space. It is called complete if P
is a complete measure, i.e., 2B � F for every B 2 F such that P.B/ D 0 . We
say that a filtration F satisfies the usual conditions if F0 contains all P -null sets of
F and Ft D T

">0 FtC" for every t � 0 . If the last condition is satisfied, we say
that a filtration F is right continuous. We call a filtration F left continuous if Ft
is generated by a family fFs W 0 � s < tg for every t � 0, i.e., Ft D �.fFs W 0 �
s < tg/ for every t � 0. A filtration F is said to be continuous if it is right and left
continuous.

Remark 1.1. From a practical point of view, a filtered probability space PF D
.�;F ;F; P / is usually regarded as a probability model of a given experiment with
results belonging to � . The family F is treated as a set of informations on elements
of � , whereas the filtration contains all informations contained in F given up to
t � 0 . �

Given a filtered probability space PF and a metric space .X ; �/ , by an X -
random variable on PF we mean an .F ; ˇX /-measurable mapping X W � ! X ,
i.e., such that X�1.A/ 2 F for every A 2 ˇ.X / , where as usual, ˇ.X / denotes the
Borel �-algebra on X and X�1.A/ D f! 2 � W X.!/ 2 Ag . We shall also say that
X is a random variable on PF with values at X . In particular, if X D Rn then,
an X -random variable is also called an n-dimensional random variable. Given a
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2 1 Stochastic Processes

random variable X W � ! X , we denote by FX the �-algebra generated by
X , i.e., the smallest �-algebra on � containing all sets X�1.U / for all open sets
U � X . It is easy to see that FX D fX�1.A/ W A 2 ˇ.X /g.

Remark 1.2. It can be verified that if X; Y W � ! Rn are given functions, then Y
is FX -measurable if and only if there exists a Borel-measurable function g W Rn !
Rn such that Y D g.X/. �

From a practical point of view, random variables can be applied to mathematical
modeling of static random processes. In the case of dynamic ones, instead of
random variables, we have to apply families X D .Xt/t�0 of random variables
parameterized by a parameter t � 0 usually treated as the time at which
the modeled dynamical process is taking place. Families X D .Xt/t�0 of n-
dimensional random variables Xt W � ! Rn are called n-dimensional stochastic
processes on PF. Such processes are called continuous if for a.e. ! 2 � mappings
RC 3 t ! Xt.!/ 2 Rn; called trajectories of X; are continuous. In a similar
way, we define càdlàg and càglàd stochastic processes on PF. An n-dimensional
process X is said to be a càdlàg process if for a.e. ! 2 � , its trajectory
RC 3 t ! Xt.!/ 2 Rn is right continuous and possesses the left-hand limit
Xt�.!/ for every t > 0. Similarly, a process X is called a càglàd process if for
a.e. ! 2 � , its trajectory RC 3 t ! Xt.!/ 2 Rn is left continuous and possesses
the right-hand limit XtC.!/ for every t > 0. If for every t � 0 , a random variable
Xt is Ft -measurable, then a process X is called F-adapted. Many more notions
and properties dealing with stochastic processes are given in Sect. 3.

Remark 1.3. It can be proved that all random variables X W � ! C and X W
� ! D with C D C.RC;Rn/ and D D D.RC;Rn/ , where C.RC;Rn/ and
D.RC;Rn/ denote the metric spaces of all continuous and càdlàg functions x W
RC ! Rn with appropriate metrics, can be described respectively as n-dimensional
continuous and càdlàg processes. �

A random variable T W � ! Œ0;1� on PF such that fT � tg 2 Ft for every
t � 0 is said to be an F-stopping time. If a filtration F is right continuous, then the
condition fT � tg 2 Ft in the above definition can be replaced by fT < tg 2 Ft
for every t � 0 . This follows from the following theorem.

Theorem 1.1. If a filtered probability space PF is such that F is right continuous,
then a random variable T W � ! Œ0;1� is an F-stopping time on PF if and only
if fT < tg 2 Ft for every t � 0 .

Proof. Let fT < tg 2 Fu for u > t and t � 0 . Since fT � tg D T
tC">u>tfT <

ug for every " > 0 and F is right continuous, we have fT � tg 2 Tu>t Fu D Ft
for t � 0 . Therefore, the condition fT < tg 2 Ft for t � 0 implies that fT �
tg 2 Ft for t � 0 . Conversely, if fT � tg 2 Ft for t � 0 , then we also have
fT < tg D S

"2Q
S
s2Q\Œ0;t�"�fT � sg 2 Ft , where Q is the set of all rational

numbers of the real line R . �



1 Filtered Probability Spaces and Stopping Times 3

Example 1.1. Let X D .Xt /t�0 be a càdlàg process and ƒ � R a Borel set. We
define a hitting time of ƒ for X by taking T .!/ D infft > 0 W Xt.!/ 2 ƒg
for ! 2 � . If ƒ is an open set, then by right continuity of X , we have fT <

tg � S
s2Q\Œ0;t /fXs 2 ƒg. If furthermore, X is F-adapted, then fXs 2 ƒg D

X�1
s .ƒ/ 2 Fs for s 2 Q \ Œ0; t/ . Therefore, for such a process X , one has

fT < tg 2 S
s2Q\Œ0;t / Fs D Ft for every t � 0 . From the above theorem, it

follows that if a filtration F is right continuous, then for the above process X and
an open set ƒ � R , a hitting time of ƒ for X is an F-stopping time.

Theorem 1.2. Let X D .Xt/t�0 be a càdlàg and F-adapted process on PF. Then
for every closed set ƒ � R , the random variable T W � ! R defined by T .!/ D
infft > 0 W Xt.!/ 2 ƒ or Xt�.!/ 2 ƒg for ! 2 � is an F-stopping time.

Proof. Let An D fx 2 R W dist.x;ƒ/ < 1=ng . It is easy to see that An is an
open set. But Xt�.!/ D lims!t;s<t Xs.!/ for ! 2 � . Therefore, fXt� 2 ƒg DT
n�1

S
s2Q\Œ0;t /fXs 2 Ang for t � 0 . Then fT � tg D fXt 2 ƒg[fXt� 2 ƒg D

fXt 2 ƒg [ T
n�1

S
s2Q\Œ0;t /fXs 2 Ang for t � 0 . By the properties of a family

X it follows that fXt 2 ƒg 2 Ft and
T
n�1

S
s2Q\Œ0;t /fXs 2 Ang 2 Ft for t � 0 .

Therefore, for every t � 0 one has fT � tg 2 Ft . �
The above result can be easily extended for n-dimensional càdlàg and F-adapted

processes.

Theorem 1.3. Let X D .Xt/t�0 be an n-dimensional càdlàg and F-adapted
process. Then for every domain D in Rn , the random variable T W � ! R

defined by T .!/ D infft > 0 W Xt.!/ 62 Dg for ! 2 � is an F-stopping time.

Proof. Let ƒ D RnnD . The set ƒ is closed and T .!/ D infft > 0 W Xt.!/ 2 ƒg
for ! 2 � . Hence, similarly as in the proof of Theorem 1.2, it follows that T is an
F-stopping time. �

The F-stopping time defined in Theorem 1.3 is said to be the first exit time of the
process X from D . Usually it is denoted by �XD , or simply by �D if X is fixed.

Remark 1.4. Immediately from the definition of stopping times it follows that for
all F-stopping times S and T on PF, also S ^ T , S _ T , S C T , and ˛S with
˛ > 1 are F-stopping times on PF. �

Given a filtered probability space PF D .�;F ;F; P / with F D .Ft /t�0 , the
�-algebra Ft can be thought as representing all (theoretically) observable events
up to and including time t . We would like to have an analogous notion of events
that are observable before a random time T . To get that, we have to define an F-
stopping time �-algebra FT induced by an F-stopping time T . It is defined by
setting FT D fA 2 F W A \ fT � tg 2 Ft ; for t � 0g. The present definition
represents “knowledge” up to time T . This follows from the following theorem.

Theorem 1.4. Let cad.F/ denote the family of all F-adapted càdlàg processes
X D .Xt /t�0 on PF. Then for every finite F-stopping time T , one has FT D
�.fXT W X 2 cad.F/g/.
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Proof. Let GT D �.fXT W X 2 cad.F/g/ and let A 2 FT . Define a process
X D .Xt /t�0 on PF by setting Xt D 1A �1ft�T g for t � 0. We have 1fT�T g D 1 .
Therefore, XT D 1A. By the above definition of a process X , we have X 2
cad.F/ , which implies that A 2 GT . Then FT � GT .

Let X 2 cad.F/ . We need to show that XT is FT -measurable. We can consider
X as a function X W Œ0;1/ � � ! R . Construct a function ' W fT � tg !
Œ0;1/ �� by setting '.!/ D .T .!/; !/ for ! 2 fT � tg . Since X 2 cad.F/ ,
then XT D X ı ' is a measurable mapping from .fT � tg;Ft \ fT � tg/ into
.R; ˇ.R// , where ˇ.R/ denotes the Borel �-algebra on R. Therefore, f! 2 � W
X.T .!/; !/ 2 Bg \ fT � tg 2 Ft for every t � 0 and B 2 ˇ.R/. Then XT is
FT -measurable. Thus GT � FT . �

The following result follows immediately from the above definitions of an F-
stopping time and an �-algebra FT .

Theorem 1.5. Let S and T be F-stopping times on PF such that S � T a.s.
Then FS � FT and FS \ FT D FS^T . �

2 Weak Compactness of Sets of Random Variables

Let .X ; �/ be a separable metric space and ˇ.X / a Borel �-algebra on X .
Denote by M.X / the space of all probability measures on ˇ.X / and let Cb.X / be
the space of all continuous bounded functions f W X ! R. We say that a sequence
.Pn/

1
nD1 of M.X / weakly converges to P 2 M.X / if limn!1

R
X f dPn DR

X f dP for every f 2 Cb.X /. We shall denote this convergence by Pn ) P . We
have the following theorem.

Theorem 2.1. The following conditions are equivalent to weak convergence of a
sequence .Pn/1nD1 of M.X / to P 2 M.X / :

(i) lim supn!1Pn.F / � P.F / for every closed set F � X .
(ii) lim infn!1Pn.G/ � P.G/ for every open set G � X .

Proof. Let Pn ) P . Hence it follows that lim supn!1Pn.F / � limn!1
R
X

fkdPn D R
X fkdP for every closed set F � X , where fk.x/ D  .k � dist.x; F //

with  .t/ D 1 for t � 0 ,  .t/ D 0 for t � 1 , and  .t/ D 1� t for 0 � t � 1 .
Passing in the above inequality to the limit with k ! 1 , we see that (i) is satisfied.
It is easy to see that (i) is equivalent to (ii). Indeed, by virtue of (i), for every open
set G � X we obtain lim supn!1 Pn.X n G/ � P.X n G/ , which implies that
lim infn!1Pn.G/ � P.G/ . In a similar way, we can see that from (ii), it follows
that lim supn!1Pn.F / � P.F / for every closed set F � X .

Assume that (i) is satisfied and let f 2 Cb.X /. We can assume that 0 < f .x/ <
1 for x 2 X . Then



2 Weak Compactness of Sets of Random Variables 5

kX

iD1

i � 1

k
� P

�

x 2 X W i � 1
k

� f .x/ <
i

k

�

�
Z

X
f .x/dP

�
kX

iD1

i

k
� P

�

x 2 X W i � 1

k
� f .x/ <

i

k

�

:

For every Fi D fx 2 X W i=k � f .x/g , the right-hand side of the above inequality
is equal to

Pk�1
iD0 Pn.Fi /=k , and the left-hand side to

Pk�1
iD0 Pn.Fi /=k�1=k . This

and (i) imply

lim sup
n!1

Z

X
f .x/dPn � lim sup

n!1

k�1X

iD0
Pn.Fi /=k �

k�1X

iD0
P.Fi /=k � 1=kC

Z

X
f .x/dP:

Then lim supn!1
R
X f .x/dPn � R

X f .x/dP . Repeating the above procedure
with a function g D 1 � f , we obtain lim infn!1

R
X f .x/dPn � R

X f .x/dP .
Therefore,

Z

X
f .x/dP � lim inf

n!1

Z

X
f .x/dPn � lim sup

n!1

Z

X
f .x/dPn �

Z

X
f .x/dP :

Thus limn!1
R
X f .x/dPn D R

X f .x/dP for every f 2 Cb.X /. �

We can consider weakly compact subsets of the space M.X /. Let us observe that
we can define on M.X / a metric d such that weak convergence in M.X / of a
sequence .Pn/1nD1 to P is equivalent to d.Pn; P / ! 0 as n ! 1. Therefore, we
say that a set ƒ � M.X / is relatively weakly compact if every sequence .Pn/1nD1
of ƒ possesses a subsequence .Pnk /

1
kD1 weakly convergent to P 2 M.X /.

If P 2 ƒ then ƒ , is called weakly compact. We shall prove that for relative weak
compactness of a set ƒ � M.X / , it suffices that ƒ be tight, i.e., that for every
" > 0 there exist a compact set K � X such that P.K/ � 1�" for every P 2 ƒ.

Theorem 2.2. Every tight set ƒ � M.X / is relatively weakly compact.

Proof. Assume first that .X ; �/ is a compact metric space. By the Riesz theorem,
we have M.X / D f	 2 C �.X / W 	.f / � 0 for f � 0 and 	.1/ D 1g, where
1.x/ D 1 for x 2 X and C �.X / is the dual space of C.X /. Since C.X / D
Cb.X / , weak convergence of probability measures is in this case equivalent to
weak �-topology convergence on C �.X /. Then M.X / is weakly compact, because
every weakly �-closed subset of the unit ball of C �.X / is weakly �-compact.

In the general case, let us note that X is homeomorphic to a subset of a
compact metric space. Therefore, we can assume that X is a subset of a compact
metric space QX . For every probability measure 	 on .X ; ˇ.X // let us define on
. QX ; ˇ. QX // a probability measure Q	 by setting Q	. QA/ D 	. QA\ X / for QA 2 ˇ. QX /.
Let us observe that A � X belongs to ˇ.X / if and only if A D QA \ X for every
QA 2 ˇ. QX /.
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We shall show now that if ƒ � M.X / is tight, then every sequence .	n/1nD1
of ƒ possesses a subsequence weakly convergent to 	 2 M.X / . Assume
that a sequence .	n/

1
nD1 is given and let . Q	n/1nD1 be a sequence of probability

measures defined on ˇ. QX / by the sequence .	n/1nD1 such as above, i.e., by taking
Q	n. QA/ D 	. QA\X / for QA 2 ˇ. QX / and n � 1. It is clear that a sequence . Q	n/1nD1
possesses a subsequence . Q	nk/1kD1 weakly convergent to a probability measure

 on . QX ; ˇ. QX //. We shall show that there exists a probability measure 	 on
.X ; ˇ.X // such that Q	 D 
 and that a subsequence .	nk /

1
kD1 converges weakly

to 	. Indeed, by tightness of ƒ , for every r D 1; 2; : : : , there exists a compact set
Kr � X such that 	n.Kr/ � 1 � 1=r for every n � 1. It is clear that Kr is also a
compact subset of QX , and therefore, Kr 2 ˇ.X /\ˇ. QX / and Q	nk .Kr/ D 	nk.Kr/.
But Q	nk ) 
. Therefore, 
.Kr/ � lim supk!1 	nk .Kr/ � 1 � 1=r . Thus
E DW Sr�1 Kr � X and E 2 ˇ.X / \ ˇ. QX /. For every A 2 ˇ.X / , we have

A\E 2 ˇ. QX / because A\E D QA\ X \E D QA\E for every QA 2 ˇ. QX /. Put
	.A/ D 
.A\E/ for every A 2 ˇ.X /. It is clear that 	 is a probability measure on
.X ; ˇ.X // and Q	 D 
. Finally, we verify that 	nk ) 	. Indeed, let A be a closed
subset of X . Then A D QA\ X for every closed set QA � QX and Q	n. QA/ D 	n.A/.
Therefore, lim supk!1	nk .A/ D lim supk!1 Q	nk. QA/ � Q	. QA/ D 	.A/ , which
by virtue of Theorem 2.1, implies that 	nk ) 	 as k ! 1 . �

Let .Xn/1nD1 be a sequence of X -random variables Xn W �n ! X on a
probability space .�n;Fn; Pn/ for n � 1. We say that .Xn/1nD1 converges in
distribution to a random variable X W � ! X defined on a probability space
.�;F ; P / if the sequence .PX�1

n /1nD1 of distributions of random variables Xn W
�n ! X is weakly convergent to the distribution PX�1 of X . It is denoted by
Xn ) X . If Xn and X are defined on the same probability space .�;F ; P / , then
we can define convergence of the above sequence .Xn/1nD1 in probability and a.s.

to a random variable X . We denote the above types of convergence by Xn
P! X

and Xn ! X a.s., respectively. We have the following important result.

Corollary 2.1. If .Xn/1nD1 and X are as above, then Xn ) X if and only if
Enff .Xn/g ! Eff .X/g as n ! 1 for every f 2 Cb.X /, where En and E

are mean value operators taken with respect to probability measures Pn and P;

respectively.

Proof. By the definitions of convergence of sequences of random variables and
probability measures, it follows that Xn ) X if and only if

R
X f .x/ d

ŒP.Xn/
�1� ! R

X f .x/ d ŒP.X/�1� as n ! 1 for every f 2 Cb.X /. The
result follows now immediately from the equalities

R
X f .x/ d ŒP.Xn/�1� DR

�n
f .Xn/ dPn D Enff .Xn/g and

R
X f .x/ d ŒP.X/�1� D R

�
f .X/ dP D

Eff .X/g: �

Theorem 2.3. Let .X ; �/ be a Polish space, i.e., a complete separable metric
space, and .Pn/

1
nD1 a sequence of M.X / weakly convergent to P 2 M.X / as

n ! 1. Then there exist a probability space . Q�; QF ; QP / and X -random variables
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Xn and X on . Q�; QF ; QP / for n D 1; 2; : : : such that (i) Pn D PX�1
n for

n D 1; 2; : : : , P D PX�1, and (ii) �.Xn;X/ ! 0 a.s. as n ! 1.

Proof. Let Q� D Œ0; 1/, QF D ˇ.Œ0; 1// , and QP D 	, where 	 is Lebesgue measure
on ˇ.Œ0; 1//. To every finite sequence .i1; : : : ; ik/ for k D 1; 2; : : : of positive
integers we associate a set Si1;:::;ik 2 ˇ.X // with the boundary @Si1;:::;ik such that

1ı If .i1; : : : ; ik/ ¤ .j1; : : : ; jk/ , then Si1;:::;ik \ Sj1;:::;ik D ; for k D 1; 2; : : : ,
2ı S1

kD1 Si1;:::;ik D X and
S1
jD1 Si1;:::;ik ;j D Si1;:::;ik for k D 1; 2; : : : ,

3ı diam.Si1;:::;ik / � 2�k for k D 1; 2; : : : ,
4ı Pn.@Si1;:::;ik / D 0 and P.@Si1;:::;ik / D 0 for k; n D 1; 2; : : : .

By virtue of 1ı and 2ı , a family fSi1;:::;ik g is for every fixed k 2 N a disjoint
covering of X that is a subdivision of a covering for k0 < k. Such a system of
subsets can be defined in the following way. For every k and m D 1; 2; : : : , we
take balls �.k/m with radii not greater then 2�.kC1/ that cover X and are such that
Pn.@�

.k/
m / D 0 and P.@�.k/m / D 0 for every n; k;m 2 N. For fixed k 2 N

let D.k/
1 D �

.k/
1 , D.k/

2 D �
.k/
2 n �.k/1 , : : : D.k/

n D �
.k/
n nSn�1

iD1 �
.k/
i , and Si1;:::;ik D

D
.1/
i1

\D.2/
i2

\� � �\D.k/
ik

. It can be verified that such sets Si1;:::;ik satisfy the conditions
presented above.

Now for fixed k , let us introduce in the set of all sequences .i1; : : : ; ik/ the
lexicographic order and define in Œ0; 1/ intervals �i1;:::;ik and �.n/

i1;:::;ik
such that

(I) j�i1;:::;ik j D P.Si1;:::;ik / and j�.n/
i1;:::;ik

j D Pn.Si1;:::;ik / ,

(II) If .i1; : : : ; ik/ < .j1; : : : ; jk/ , then �i1;:::;ik and �.n/
i1;:::;ik

are on the left-hand

side of �j1;:::;jk and �.n/
j1;:::;jk

, respectively,

(III)
S
.i1;:::;ik /

�i1;:::;ik D Œ0; 1/ and
S
.i1;:::;ik /

�
.n/
i1;:::;ik

D Œ0; 1/ for n � 1 .

Such intervals are defined in a unique way. For every .i1; : : : ; ik/ such that
o
Si1;:::;ik¤ ; , select a point xi1;:::;ik 2 o

Si1;:::;ik , where
o
Si1;:::;ik denotes the interior of

Si1;:::;ik . For every ! 2 Œ0; 1/ , k D 1; 2; : : : , and n D 1; 2; : : : we define Xk
n .!/

and Xk.!/ by setting Xk
n .!/ D xi1;:::;ik if ! 2 �

.n/
i1;:::;ik

and Xk.!/ D xi1;:::;ik

if ! 2 �i1;:::;ik . For every k; n; p � 1 we have �.Xk
n .!/;X

kCp
n .!// � 1=2k and

�.Xk.!/;XkCp.!// � 1=2k . Therefore, Xn.!/ D limk!1Xk
n .!/ and X.!/ D

limk!1Xk.!/ exist. Furthermore, Pn.Si1;:::;ik / D j�.n/
i1;:::;ik

j ! j�i1;:::;ik j D
P.Si1;:::;ik / as n ! 1. Therefore, for every ! 2 o

�i1;:::;ik there is nk such that

! 2
o

�.n/
i1;:::;ik for n � nk . Then Xk

n .!/ D Xk.!/ and therefore,

�.Xn.!/;X.!//� �.Xn.!/;Xk
n .!//C�.Xk

n .!/;X
k.!//C�.Xk.!/;X.!//� 2=2k

for n � nk . Thus for every ! 2 �0 DW T1
kD1

S
i1;:::;ik

o
�i1;:::;ik we get Xn.!/ !

X.!/ as n ! 1. It is easy to see that P.�0/ D 1.
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Finally, we shall show that PX�1
n D Pn for n D 1; 2; : : : and PX�1 D P .

Let us first observe that QP .fXkCp
n 2 Si1;:::;ik g/ D QP .fXkCp

n 2 o
Si1;:::;ik g/ D

Pn.Si1;:::;ik /. Furthermore, every open set O � X can be defined as the union
of a countable disjoint family of sets Si1;:::;ik . Then by Fatou’s lemma, it follows
that lim infp!1 P.X

p
n /

�1.O/ � Pn.O/ for every open set O � X . Therefore, by
virtue of Theorem 2.1, we have P.Xp

n /
�1 ) Pn as p ! 1 , which implies that

PX�1
n D Pn . Similarly, we also get PX�1 D P . �

Consider now the case X D C , where C is the space of all continuous functions
x W Œ0;1/ ! Rd with a metric � defined by �.x1; x2/ D P1

nD1 2�nŒ1 ^
max0�t�n jx1.t/�x2.t/j� for x1; x2 2 C . It can be verified that .C; �/ is a complete
separable metric space. We prove the following theorem.

Theorem 2.4. Let .Xn/
1
nD1 be a sequence of C -random variables Xn on a

probability space .�n;Fn; Pn/ for n D 1; 2; : : : such that

(i) limN!1 supn�1 Pn.fjXn.0/j > N g/ D 0 and
(ii) limh#0 supn�1 Pn.fmaxt;s2Œ0;T �;jt�sj�h jXn.t/ � Xn.s/j > "g/ D 0

for every T > 0 and " > 0. Then there exist an increasing subsequence .nk/1kD1
of .n/1nD1 , a probability space . Q�; QF ; QP / , and C -random variables QXnk and QX
for k D 1; 2; : : : on . Q�; QF ; QP / such that PX�1

nk
D P QX�1

nk
for k D 1; 2; : : : and

�. QXnk ; QX/ ! 0 a.s. as k ! 1.

Proof. We shall show that conditions (i) and (ii) imply that the set ƒ D fPX�1
n W

n � 1g is a tight subset of M.C /. Let us recall that by the Arzelà–Ascoli theorem,
a set A � C is relatively compact in .C; �/ if and only if the following conditions
are satisfied:

(I) A is uniformly bounded, i.e., supx2A maxt2Œ0;T � jx.t/j < 1 for every T > 0,
(II) A is uniformly equicontinuous, i.e., limh#0 supx2A V T

h .x/ D 0 for every T >0,

where V T
h .x/ D maxt;s2Œ0;T �;jt�sj�h jXn.t/ � Xn.s/j . By virtue of (i), for every

" > 0 , there exists a number a > 0 such that PX�1
n .fx W jx.0/j � ag/ > 1 � "=2

for n � 1. By (ii), for every " > 0 and k D 1; 2; : : : there exists hk > 0

such that hk # 0 and PX�1
n .fx W V T

hk
.x/ > 1=kg/ � "=2kC1 for every n � 1.

Therefore, we have PX�1
n .

T1
kD1fx W V T

hk
.x/ � 1=kg/ > 1 � "=2. Taking K" D

fx 2 C W jx.0/j � ag \
�T1

kD1fx W V T
hk
.x/ � 1=kg

�
, we can easily see that K"

satisfies conditions (I) and (II). Therefore, K" is a compact subset of C such that
PX�1

n .K"/ > 1 � " for n � 1. Then the set ƒ is a tight subset of M.C /. Hence,
by virtue of Theorems 2.2 and 2.3, there exist an increasing subsequence .nk/1kD1
of .n/1nD1 , a probability space . Q�; QF ; QP / , and C -random variables QXnk and QX
for k D 1; 2; : : : on . Q�; QF ; QP / such that conditions (i) and (ii) of Theorem 2.3 are
satisfied, i.e., such that PX�1

nk
D P QX�1

nk
and �. QXnk ; QX/ ! 0 a.s. as k ! 1 . �
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Remark 2.1. Theorem 2.4 holds if instead of a condition (ii) of this theorem, the
following condition is satisfied for every " > 0:

lim
ı!0

sup
n�1

X

j<ı�1

P

��

max
jı�s�.jC1/ı jXn.s/� X.jı/j > "

��

D 0: (2.1)

Proof. Let us note that Theorem 2.4 holds if we consider its condition (ii) with 3"
instead of ". For every ı 2 .0; 1/ and s; t 2 Œ0; T � such that jt � sj < ı there is an
integer 0 � j < ı�1 such that s; t 2 Œjı; .j C 1/ı� or s ^ t 2 Œjı; .j C 1/ı� or
s _ t 2 Œjı; .j C 1/ı�. Therefore, for every ı 2 .0; 1/ and s; t 2 Œ0; T � such that
jt � sj < ı one has s; t 2 S

0�j<ı�1 Œjı; .j C 1/ı�. Thus for every ı 2 .0; 1/ and
n � 1 we have

max
s;t2Œ0;T �;jt�sj<ı

jXn.s/� Xn.t/j

� sup
n
jXn.s/� Xn.t/j W s; t 2

[

j<ı�1

Œjı; .j C 1/ı�
o

� sup
n
jXn.s/� Xn.jı/j W s 2

[

j<ı�1

Œjı; .j C 1/ı�
o

C sup
n
jXn.t/ � Xn.jı/j W t 2

[

j<ı�1

Œjı; .j C 1/ı�
o
:

Therefore,

P

��

max
s;t2Œ0;T �;jt�sj<ı

jXn.s/� Xn.t/j>3"
��

�
X

j<ı�1

P

��

max
jı�s�.jC1/ı jXn.s/ �Xn.jı/j > "

��

:

Then condition (ii) of Theorem 2.4 is satisfied for every " > 0 if condition (2.1) is
satisfied. �

Remark 2.2. If X and Y are given random variables defined on a probability space
.�;F ; P / with values in a metric space .X ; �/ , then X and Y are said to have
equivalent distributions if PX�1.A/ D 0 if and only if PY �1.A/ D 0 for A 2
ˇ.X /. �

In what follows, we shall need the following results.

Lemma 2.1. Let .X ; �/ and .Y;G/ be a metric and a measurable space, respec-
tively, and ˆ W X ! Y a .ˇ.X /;G/-measurable mapping, where ˇ.X / is a Borel
�-algebra on X . If X and QX are X -random variables defined on a probability
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space .�;F P/ and Q�; QF ; QP /, respectively, such that PX�1 D P QX�1 , then
P.ˆ ıX/�1 D P.ˆ ı QX/�1.
Proof. Let Z D ˆıX and QZ D ˆı QX . For every A 2 G one has P.fZ 2 Ag/ D
P.fˆıX 2 Ag/ D P.X�1.ˆ�1.A/// D QP . QX�1.ˆ�1.A/// D QP .fˆı QX 2 Ag/ D
QP.f QZ 2 Ag/ . Then P.ˆ ıX/�1 D P.ˆ ı QX/�1. �

Lemma 2.2. Let .X ; �/ and .Y; d/ be metric spaces, and let Xn and X be
X -random variables defined on probability spaces .�n;Fn Pn/ and .�;F P/;
respectively for n D 1; 2; : : : such that Xn ) X as n ! 1. For every continuous
mapping ˆ W X ! Y one has ˆ ıXn ) ˆ ıX as n ! 1.

Proof. By virtue of Theorem 2.1, for every open set G � X one has lim infn!1
P.Xn/�1.G/ � PX�1.G/. By continuity of ˆ , for every open set U � Y ,
a set ˆ�1.U/ is an open set of X . Taking in particular in the above inequality
G D ˆ�1.U/; we obtain lim infn!1 P.Xn/�1.ˆ�1.U// � PX�1.ˆ�1.U//. But
P.Xn/�1.ˆ�1.U// D PnŒ.X

n/�1.ˆ�1.U//� D P.ˆ ı Xn/�1.U/ and PX�1.ˆ�1
.U// D P ŒX�1.ˆ�1.U//� D P.ˆıX/�1.U/ for every open set U � Y . Therefore,
for every open set U � Y one has lim infn!1 P.ˆıXn/�1.U/ � P.ˆıX/�1.U/�;
which by Theorem 2.1 and the definition of weak convergence of sequences of
random variables implies that ˆ ıXn ) ˆ ıX as n ! 1. �

3 Stochastic Processes

Throughout this section we assume that PF D .�;F ;F; P / is a complete filtered
probability space with a filtration F D .Ft /t�0 satisfying the usual conditions.
We shall consider a family X D .Xt /t�0 of X -random variables Xt on PF with
X D R or X D Rd . Such families are called one- or d -dimensional stochastic
processes on PF. It is easy to see that such stochastic processes can be regarded as
functions X W RC � � ! R and X W RC � � ! Rd , respectively, such that
X.t; �/ is an R- or Rd -random variable. We can also consider stochastic processes
with the index set I � RC instead of RC. If I D N , we call X a discrete
stochastic process on PF. Given a d -dimensional stochastic process X D .Xt/t�0
on PF and fixed ! 2 � , we call a mapping RC 3 t ! Xt.!/ 2 Rd a trajectory
or a path of X corresponding to ! 2 �. We can characterize stochastic processes
by properties of their trajectories. In particular, a process X D .Xt/t�0 defined on
PF is said to be:

1. Continuous if almost all its paths are continuous on RC.
2. Right (left) continuous on RC if almost all its paths are right (left) continuous

on RC.
3. A càdlàg process if it is right continuous and almost all its paths have at every
t > 0 a left limit lims!t;s<t Xs .
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4. A càglàd process if it is left continuous and almost all its paths have at every
t � 0 a right limit lims!t;s>t Xs.

Stochastic processes X D .Xt/t�0 and Y D .Yt /t�0 defined on PF are called:

5. Indistinguishable if P.fXt D Yt W t � 0g/ D 1.
6. Y is a modification of X if P.fXt D Ytg/ D 1 for every t � 0.

The properties of the above types of “equivalence” of two stochastic processes
are quite different. If X and Y are modifications, then for every t � 0 , there exists
a null set �t � � such that if ! 62 �t , then Xt.!/ D Yt.!/ . Since the interval
Œ0;1/ is uncountable, the set ƒ D S

t�0 �t could have any probability between
0 and 1 , and it could be even unmeasurable. If X and Y are indistinguishable,
however, then there exists a null set ƒ � � such that if ! 62 ƒ , then Xt.!/ D
Yt.!/ for all t � 0. In other words, the paths of X and Y are the same for all
! 62 ƒ . We have ƒ 2 F0 � Ft for all t � 0. In some special cases, the above
types of “equivalence” are equivalent.

Theorem 3.1. Let X and Y be two stochastic processes, with X a modification
of Y . If X and Y are right continuous, then they are indistinguishable.

Proof. Let �0 � � be such that all paths of X and Y corresponding to ! 2
� n �0 are right continuous on RC and P.�0/ D 0. Let ƒt D fXt ¤ Ytg
and ƒ D S

t2Q ƒt , where Q denotes the set of all rational numbers of RC. We
have P.ƒ/ D 0 and P.�0 [ ƒ/ D 0. Then Xt.!/ D Yt.!/ for t 2 Q and
! 62 �0 [ƒ. For fixed t 2 RC , we can select a sequence .tn/1nD1 of Q such that
tn ! t as n ! 1. We can assume that the tn decrease to t through Q. Then we
get Xt.!/ D limn!1Xtn.!/ D limn!1 Ytn.!/ D Yt .!/ for ! 62 �0 [ ƒ and
every t � 0. �

A d -dimensional stochastic process X D .Xt /t�0 on PF is said to be:

(i) F-adapted if Xt is .Ft ; ˇ.Rd //-measurable for every t � 0.
(ii) Measurable if a mapping X W RC � � ! Rd defined by X.t; !/ D Xt.!/

for .t; !/ 2 RC �� is .ˇ.RC/˝ F ; ˇ.Rd //-measurable.
(iii) F-nonanticipative if it is measurable and F-adapted.
(iv) F-progressively measurable if for all t � 0 , a restriction to It � � of a

mapping X W RC � � ! Rd defined in (ii) with It D Œ0; t � is .ˇ.It / ˝
Ft ; ˇ.Rd //-measurable.

(v) F-predictable or simply predictable if it is measurable with respect to a �-
algebra P.F/ generated by all F-adapted càglàd processes on PF.

(vi) F-optional or simply optional if it is measurable with respect to a �-algebra
O.F/ generated by all F-adapted càdlàg processes on PF.

It can be verified that P.F/ � O.F/ � ˇ.RC/ ˝ F . Therefore, each predictable
process is optional, and both are measurable. It is clear that every F-progressively
measurable process is F-nonanticipative. Let us note that for a given stochastic
process X D .Xt /t�0 on PF , we may identify each ! 2 � with its path RC 3
t ! Xt.!/ 2 Rd . Thus we may regard � as a subset of the space Q� D .Rd /Œ0;1/
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of all functions from Œ0;1/ into Rd . Then the �-algebra F will contain the
�-algebra B , generated by sets f! 2 � W !.t1/ 2 A1; : : : ; !.tk/ 2 Akg for all
t1; : : : ; tk 2 RC and all Borel sets Ai � Rd for i D 1; 2; : : : ; k and k 2 N.
The space .Rd /Œ0;1/ contains some important subspaces such as C D C.RC;Rd /,
CC D CC.RC;Rd / , and C� D C�.RC;Rd / of respectively all continuous, right
continuous, and left continuous functions x W RC ! Rd . A special role in such
an approach to stochastic processes is played by an evaluation mapping defined for
every fixed t � 0 by setting et W .Rd /Œ0;1/ 3 x ! x.t/ 2 Rd . We can define on
the space X D .Rd /Œ0;1/ a �-algebra of cylindrical sets, denoted by G.X /, as a
�-algebra generated by a family fet W t � 0g, i.e., G.X / D �.fet W t � 0g/. In a
similar way, we can define a filtration .Gt /t�0 by taking Gt D �.fes W 0 � s � tg/.
We have the following important result.

Theorem 3.2. The �-algebra G.C/ of cylindrical sets of C coincides with the �-
algebra ˇ.C/ of Borel sets of C.

Proof. We have only to verify that ˇ.C/ � G.C/. Let us observe that a family of
sets fx 2 C W max0�t�n jx.t/ � x0.t/j � "g with fixed x0 2 C , " > 0 and
n D 1; 2; : : : is a base of neighborhoods in C. On the other hand, we have fx 2 C W
max0�t�n jx.t/ � x0.t/j � "g D T

r2Q;0�r�nfx 2 C W x.r/ 2 U.x0.r/; "/g , where

U.a; "/ D fx 2 Rd W jx � aj � "g. Therefore, fx 2 C W max0�t�n jx.t/ � x0.t/j �
"g 2 G.C/, which implies that ˇ.C/ � G.C/. �

Remark 3.1. The above result is also true for the space D of all d -dimensional
càdlàg functions on Œ0;1/, i.e., ˇ.D/ D G.D/ , where G.D/ denotes the �-algebra
of cylindrical sets of D. �

Corollary 3.1. A stochastic process X D .Xt/t�0 on PF can be regarded as an
.Rd /Œ0;1/-random variable on PF , i.e., as a mapping from � into .Rd /Œ0;1/ that is
.F ;G.X //-measurable. In particular, by virtue of Theorem 3.2 and Remark 3.1, a d -
dimensional continuous (càdlàg) process X D .Xt/t�0 on PF can be considered
as a mapping from � into C (D ) that is .F ; ˇ.C//- ( .F ; ˇ.D//)-measurable. �

Remark 3.2. Given a d -dimensional continuous (càdlàg) stochastic process X D
.Xt/t�0 on PF by PX�1 , we denote the distribution of C-random (D-random)
variable X W � ! C (X W � ! D), i.e., a probability measure defined by
.PX�1/.A/ D P.X�1.A// for A 2 ˇ.C/ (A 2 ˇ.D/). �

Corollary 3.2. Let X D .Xt /t�1 and QX D . QXt/t�1 be d -dimensional continuous
stochastic processes on probability spaces .�;F ; P / and . Q�; QF ; QP /; respectively,
such that PX�1 D P QX�1. For every .s; x/ 2 RC �Rd such that Xs D x , P -a.s.,
one has QXs D x , QP -a.s.

Proof. The result follows immediately from Lemma 2.1. Indeed, assume that there
is .s; x/ 2 RC � Rd such that Xs D x , P -a.s. Taking, in particular, X D
C.RC;Rd /, Y D Rd , and ˆ D es in Lemma 2.1, where es is an evolution
mapping corresponding to s � 0, we obtain P.es ı X/�1 D P.es ı QX/�1. Hence,
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for Ax D fxg � Rd , it follows that P.es ı X/�1.Ax/ D P.es ı QX/�1.Ax/. Then
P.fXs D xg/ D QP.f QXs D xg/, which implies that QP.f QXs D xg/ D 1. �

Corollary 3.3. Let Xn D .Xn
t /t�0 and X D .Xt /t�0 be d -dimensional con-

tinuous stochastic processes on probability spaces .�n;Fn; Pn/ and .�;F ; P /;,
respectively, for n D 1; 2; : : : . If a sequence .Xn/1nD1 converges weakly in
distribution to X , then Xn

s ) Xs as n ! 1 for every s � 0.

Proof. The result follows immediately from Lemma 2.2. Indeed, assume that a
sequence .Xn/1nD1 converges weakly in distribution to X , and let s � 0. Taking,
in particular, X D C.RC;Rd /, Y D Rd , and ˆ D es in Lemma 2.2, one obtains
es ıXn ) es ıX as n ! 1. Then Xn

s ) Xs as n ! 1. �

Remark 3.3. A finite-dimensional distribution of a d -dimensional stochastic pro-
cess X D .Xt/t�0 on PF is defined as a probability measure 	t1;:::;tk on ˇ.Rkd /

for k D 1; 2; : : : defined by 	t1;:::;tk .A1�� � ��Ak/ D P.fXt1 2 A1; : : : ; Xtk 2 Akg/
for ti 2 Œ0;1/ and Ai 2 ˇ.Rd / for i D 1; 2; : : : ; k. �
Remark 3.4. If d -dimensional continuous (càdlàg) stochastic processes X D
.Xt/t�0 and QX D . QXt/t�0 on PF and QP QF, respectively, have the same dis-
tributions, then PX�1 D P QX�1 is equivalent to 	t1;:::;tk .A1 � � � � � Ak/ D
Q	t1;:::;tk .A1�� � ��Ak/ for every ti 2 Œ0;1/ and Ai 2 ˇ.Rd / for i D 1; 2; : : : ; k. �

We have the following important theorems due to Kolmogorov.

Theorem 3.3 (Extension theorem). Let 	t1;:::;tk be for all t1; : : : ; tk 2 Œ0;1/ and
k 2 N a probability measure on ˇ.Rkd / such that (i) 	t�.1/;:::;t�.k/ .A�.1/ � � � � �
A�.k// D 	t1;:::;tk .A1 � � � � � Ak/ for all permutations � D .�.1/; : : : ; �.k// of
f1; 2; : : : ; kg and (ii) 	t1;:::;tk .A1 � � � � �Ak/ D 	t1;:::;tk ;tkC1;:::;tkCm

.A1 � � � � �Ak �
Rd � � � � � Rd

„ ƒ‚ …
m

/ for all m 2 N. Then there exist a probability space .�;F ; P /

and a d -dimensional stochastic process X D .Xt /t�0 on .�;F ; P / such that
	t1;:::;tk .A1 � � � � � Ak/ D P.fXt1 2 A1; : : : ; Xtk 2 Akg/ for ti 2 Œ0;1/ and
Ai 2 ˇ.Rd / with i D 1; 2; : : : ; k and k 2 N. �
Theorem 3.4 (Existence of continuous modification). Suppose a d -dimensional
stochastic process X D .Xt/t�0 on PF is such that for all T > 0 , there exist
positive constants ˛, ˇ , and � such that

EŒjXt �Xsj˛� � � jt � sj1Cˇ

for s; t 2 Œ0; T �. Then there exists a continuous modification of X . �
We shall now prove the following theorem.

Theorem 3.5. Let .Xn/1nD1 be a sequence of d -dimensional continuous stochastic
processes Xn D .Xn

t /t�0 on a probability space .�n;Fn; Pn/ for n D 1; 2; : : :

such that:
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(i) There exist positive numbers M and � such that EnŒjXn
0 j� � � M for n D

1; 2; : : :.
(ii) For every T > 0 , there exist MT > 0 and positive numbers ˛, ˇ independent

of T > 0 such that EnŒjXn
t � Xn

s j˛� � MT jt � sj1Cˇ for n D 1; 2; : : : and
t; s 2 Œ0; T �.

Then .Xn/1nD1 satisfies conditions (i) and (ii) of Theorem 2.4.

Proof. By virtue of Chebyshev’s inequality, we get P.fjXn
0 j > N g/ � M=N� for

n D 1; 2; : : :. Therefore, condition (i) of Theorem 2.4 is satisfied. For simplicity, we
assume now that T > 0 is a positive integer. By (ii), the process Y D .Y.t//t�0
defined by Y.t/ D Xn

t for fixed n D 1; 2; : : : satisfies EnŒjY.t/ � Y.s/j˛� �
MT jt � sj1Cˇ for t; s 2 Œ0; T �. Hence, by Chebyshev’s inequality applied to every
a > 0, it follows that

Pn.fjY..i C 1/=2m/� Y.i=2m/j > 1=2mag/ � MT2
�m.1Cˇ/2ma˛

D MT2
�m.1Cˇ�a˛/

for i D 0; 1; 2; : : : ; 2mT �1. Taking now a number a such that 0 < a < ˇ=˛ , one
obtains

Pn

��

max
0�i�2mT�1 jY..i C 1/=2m/� Y.i=2m/j > 1=2ma

��

� TMT 2
�m.ˇ�a˛/:

Let " > 0 and ı > 0 , and select 
 D 
.ı; "/ such that .1C 2=.2a � 1//=2a
 � "

and
P1

mD
 2�m.ˇ�a˛/ < ı=TMT . We get

Pn

 1[

mD


�

max
0�i�2mT�1 jY..i C 1/=2m/� Y.i=2m/j > 1=2ma

�!

� TMT

1X

mD

2�m.ˇ�a˛/ < ı:

Put �
 D S1
mD
fmax0�i�2mT�1 jY..i C 1/=2m/ � Y.i=2m/j > 1=2mag. We have

Pn.�
/ < ı and if ! 62 �
 then jY..i C 1/=2m/� Y.i=2m/j � 1=2ma for m � 


and all i D 0; 1; 2 : : : such that .i C 1/=2m � T . Let DT be the set of all dyadic
rational numbers of Œ0; T �. If s 2 DT \ Œi=2
; .iC1/=2
/ , then it can be expressed
by the formula s D i=2
 CPj

lD1 ˛l=2
C1 with ˛l 2 f0; 1g. Therefore, for such s
and ! 62 �
 , one has

jY.s/� Y.i=2
/j �
jX

kD1

ˇ
ˇ
ˇ
ˇ
ˇ
Y

 

i=2
 C
kX

lD1
˛l=2


Cl
!

� Y
 

i=2
 C
k�1X

lD1
˛l=2


Cl
!ˇˇ
ˇ
ˇ
ˇ

�
jX

kD1
˛l=2

.
Ck/a �
1X

kD1
˛l=2

.
Ck/a D 1=.2a � 1/2a
:
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Therefore, for ! 62 �
 and s; t 2 DT satisfying js � t j � 1=2
 , we get

jY.s/ � Y.t/j �
�

1C 2

2a � 1

�

=2a
 � ":

Indeed, if t 2 Œ.i � 1/=2
; i=2
/ and s 2 Œi=2
; .i C 1/=2
/ , then

jY.s/� Y.t/j � jY.s/ � Y.i=2
/j C jY.t/ � Y..i � 1/=2
/j

CjY.i=2
/� Y..i � 1/=2
/j �
�

1C 2

2a � 1

�

=2a
 :

If t; s 2 Œi=2
; .i C 1/=2
/ , then

jY.s/� Y.t/j � jY.s/� Y.i=2
/j C jY.t/ � Y.i=2
/j � 2

.2a � 1/2a

:

But DT is dense in Œ0; T � and jY.s/�Y.t/j � " for every s; t 2 DT . Then for ev-
ery s; t 2 Œ0; T � satisfying js � t j � 1=2
 , we also have Pn.fmaxt;s2Œ0;T �;jt�sj�1=2

jY.s/ � Y.t/j > "g/ � Pn.�
/ < ı . But 
 D 
.ı; "/ does not depend on n.
Therefore, this implies that condition (ii) of Theorem 2.4 is also satisfied. �

There are some weaker sufficient conditions for relative weak compactness of
sequences of continuous stochastic processes. We shall show here that for a given
sequence .Xn/1nD1 of d -dimensional continuous stochastic processes .Xn

t /t�0
defined on a probability space .�;F ; P / such that the sequence .	n/

1
nD1 of

probability distributions 	n of Xn
0 is tight, then the sequence .P.Xn/�1/1nD1

of distributions of Xn is tight if there are numbers � � 0, ˛ > 1 and a real-
valued continuous nondecreasing stochastic process .�.t//t�0 such that EŒ�.T /�
�.0/� < 1 and P.fjXn

t � Xn
s j � g � 1=�EŒj�.t/ � �.s/j˛� for every T > 0,

s; t 2 Œ0; T � , and  > 0. To begin with, let us introduce the following notation.
Given a probability space P D .�;F ; P / and random variables �i W � ! Rd for
i D 1; 2; : : : ; n , let us define Sk D �1 C � � � C �k for k D 1; : : : ; n and S0 D 0.
Then let Mn D max0�k�n jSkj and M 0

n D max0�k�n.minfjSkj; jSn � Skjg/. It is
easy to see that M 0

n � Mn and Mn � M 0
n C jSnj a.s. Therefore, for every  > 0 ,

we have
P.fMn � g/ � P.fM 0

n � =2g/C P.fjSnj � =2g/: (3.1)

In what follows, we shall need the following auxiliary results.

Lemma 3.1. Let � � 0 and ˛ > 1=2 be given and suppose there are positive
random variables u1; : : : ; un such that E

�Pn
lD1 ul

	2˛
< 1 and

P
�˚ˇˇSj � Si

ˇ
ˇ � ;

ˇ
ˇSk � Sj

ˇ
ˇ � 


	 � 1

2�
E .uiC1 C � � � C uk/

2˛ (3.2)
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is satisfied for 0 � i � j � k � n and every  > 0. Then there exists a number
K�;˛ such that for every positive , one has

P
�n
M

0

n � 
o�

� K�;˛

2�
E .u1 C � � � C un/

2˛ : (3.3)

Proof. Let ı D 1=.2� C 1/. We have 2ı
�
1=22˛ı C 1=Kı

� � 1 for sufficiently
largeK > 0. We shall show that (3.3) is satisfied if K satisfies the above inequality
and K � 1. It can be verified ([21], Theorem 2.12.1) that the minimal number K
satisfying the above inequalities is given by

K�;˛ D
"

1

21=.2�C1/ �
�

1

21=.2�C1/

�2˛#�.2�C1/
:

The proof of (3.3) we get by induction on n. For n D 1, the inequality (3.3) is trivial.
Let n D 2. Immediately from (3.2) forK � 1, it follows that

P
�n
M

0

2 � 
o�

D P .fmin ŒjS1j; jS2 � S1j� � g/

� 1

2�
E .u1 C u2/

2˛ � K

22�
E .u1 C u2/

2˛

for  > 0. Assume now that (3.3) is satisfied for every positive integer k < n.
We shall show that it is also satisfied for k D n. Let � D E .u1 C � � � C un/

2˛ ,
�0 D 0 , and �h D E .u1 C � � � C uh/

2˛ , with 1 � h � n. We can assume that � >
0. We have �h�1 � �h. Then 0 � �1=� � �2=� � � � � � �n�1=� � 1. Therefore,
Œ0; 1� D Sn

hD1 Œ�h�1=�; �h=��. By virtue of the assumption ˛ > 1=2 , we have
1=22˛ 2 Œ0; 1�. Therefore, there is 1 � h � n such that �h�1=� � 1=22˛ � �h=� .
Define U1, U2, D1, and D2 by setting

U1 D max
0�j�h�1

min
˚jSj j; jSh�1 � Sj j
 ; U2 D max

h�j�n
min

˚jSj � Shjj; jSn � Sj j
 ;

D1 D min fjSh�1j; jSn � Sh�1jg ; and D2 D min fjShj; jSn � Shjg :

Let us observe that for 1 � h � n and ˛ taken as above, we have �h�1 � .22˛ �
1/�=22˛ and zhC1 � .22˛ � 1/�=22˛, where zhC1 D E.uhC1 C � � � C un/2˛ . Indeed,
we have �h�1 � �=22˛ � .22˛ � 1/�=22˛. Furthermore,

�h

�
C zhC1

�
D
E
h
.u1 C � � � C uh/

2˛ C .uhC1 C � � � C un/
2˛
i

�

� E Œ.u1 C � � � C uh/C .uhC1 C � � � C un/�
2˛

�
D 1
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and 1��h=� � 1�1=22˛ D .22˛�1/=22˛. Therefore, zhC1 � .22˛�1/�=22˛. Let us
observe that (3.2) will be satisfied if we take h�1 instead of n. Since h�1 < n, we
can assume that (3.3) is satisfied for random variables �1; : : : ; �h�1 and u1; : : : ; uh�1.
Consequently, the above inequalities imply

P .fU1 � g/ � K

2�
E .u1 C � � � C uh�1/2˛ � K.22˛ � 1/

22˛2�
�:

Similarly, taking indices h � i � j � n in (3.2), we shall consider only random
variables �hC1; : : : ; �n and uhC1; : : : ; un, and we can assume that (3.3) is satisfied
for these random variables because n� h < n. With this and the above inequalities,
we obtain

P .fU2 � g/ � K

2�
E .uhC1 C � � � C un/

2˛ � K.22˛ � 1/

22˛2�
�:

Next, by (3.2), we have

P .fD1 � g/ � 1

2�
E .u1 C � � � C un/

2˛ D �

2�
and P .fD2 � g/ � �

2�
:

Let us observe that in the particular cases h D 1 and h D n, the above
inequalities are trivial. Similarly as in ([21], Theorem 2.12.1), we can verify that
M

0

n � maxŒU1 CD1;U2 CD2� and therefore,

P
�n
M

0

n � 
o�

� P .fU1 CD1 � g/C P .fU2 CD2 � g/ : (3.4)

On the other hand, we have

P .fU1 CD1 � g/ � P .fU1 � 0g/C P .fD1 � 1g/

�

1

2˛0

K.22˛ � 1/

22˛
C 1

2˛1

�

� (3.5)

for positive numbers 0 and 1 such that  D 0 C 1. It can be verified ([21],
Theorem 2.12.1) that for positive numbersC0,C1, , ı, and � such that ı D 1=.2�C
1/, we have

min
0C1D

"
C0


2�
0

C C1


2�
1

#

D 1


2�
1

�
C ı
0 C C ı

1

�1=ı
;

where the minimum is taken over all positive numbers 0 and 1 such that 0C1 D
. Therefore, (3.5) implies

P .fU1 CD1 � g/ � �

2�

"�
K.22˛ � 1/

22˛

�ı
C 1

#1=ı

:
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In a similar way, we obtain

P .fU2 CD2 � g/ � �

2�

"�
K.22˛ � 1/

22˛

�ı
C 1

#1=ı

:

Therefore, (3.4) implies

P
�n
M

0

n � 
o�

� 2�

2�

"�
K.22˛ � 1/

22˛

�ı
C 1

#1=ı

:

For ˛ > 1=2 and sufficiently large K � 1 satisfying 2ıŒ1=22˛ı C 1=Kı� � 1, we
have "�

K.22˛ � 1/

22˛

�ı
C 1

#1=ı

� K:

Indeed, we have
"�

22˛ � 1

22˛

�ı
C 1

Kı

#

!
�
22˛ � 1

22˛

�ı

as K ! 1. Therefore, for sufficiently largeK � 1, we get

"�
K.22˛ � 1/

22˛

�ı
C 1

#1=ı

D K

"�
22˛ � 1

22˛

�ı
C 1

Kı

#1=ı

� K:

Then for sufficiently largeK � 1, we get

P
�n
M

0

n � 
o�

� K�;˛

2�
E .u1 C � � � C un/

2˛

with K�;˛ D 2K . �
Lemma 3.2. Let � � 1 and an integer ˛ > 1 be given and suppose there are
random variables �i W � ! Rm and ui W � ! RC for i D 1; : : : ; n such that
E.u1 C � � � C un/˛ < 1 and

P
�˚jSj � Si j � 


	 � 1

�
E.uiC1 C � � � C uj /

˛ (3.6)

for every  > 0 and 0 � i < j � n. Then there is a positive numberK
0

�;˛ such that

P .fMn � g/ � K
0

�;˛

�
E .u1 C � � � C un/

˛ : (3.7)

Proof. Taking into account the inequalities P.E1 \ E2/ � ŒP.E1/�
1=2ŒP.E2/�

1=2

and xy � .x C y/2 for E1;E2 2 F and x; y 2 R, we can easily see that (3.6)
implies



3 Stochastic Processes 19

P
�˚jSj � Si j � ; jSk � Sj j � 


	

� �
P
�˚jSj � Si j � 


	�1=2 �
P
�˚jSk � Sj j � 


	�1=2

� 1

�=2

2

4E

0

@
X

i<l�j
ul

1

A

˛3

5

1=2

� 1

�=2

2

4E

0

@
X

j<l�k
ul

1

A

˛3

5

1=2

� 1

�
E

2

4

0

@
X

i<l�j
ul

1

A

˛

C
0

@
X

j<l�k
ul

1

A

˛3

5

� 2

�
E

2

4
X

i<l�j
ul C

X

j<l�k
ul

3

5

˛

D 1

�
.uiC1 C � � � C uk/

˛ :

Then the assumption (3.2) of Lemma 3.1 with �=2 and ˛=2 instead of � and ˛,
respectively, is satisfied. Therefore, by virtue of Lemma 3.1, we obtain

P
�n
M

0

n � 
o�

�
QK
�
E .u1 C � � � C un/

˛

with QK D K�=2;˛=2. On the other hand, (3.6) implies

P .fjSnj � g/ � 1

�
E .u1 C � � � C un/

˛ :

With this and inequality (3.1), we obtain

P .fMn � g/ � K
0

�;˛

�
E .u1 C � � � C nn/

˛

with K
0

�;˛ D 2�
� OK C 1

�
. Then (3.7) is satisfied. �

We can prove now the following result.

Theorem 3.6. A sequence .Xn/1nD1 of continuous m-dimensional stochastic pro-
cesses Xn D .Xn.t//0�t�T on a probability space P D .�;F ; P / is tight if for
every � > 0 there is a number a > 0 such that P.jXn.0/j > a/ � � for n � 1

and there are � � 0, an integer ˛ > 1, and a continuous nondecreasing stochastic
process � D .�.t//0�t�T on P such that EŒ�.T / � �.0/�˛ < 1 and

P .fjXn.t/ �Xn.s/j � g/ � 1

�
E j�.t/� �.s/j˛ (3.8)

for every n � 1,  > 0 , and s; t 2 Œ0; T �.
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Proof. For simplicity, assume that T D 1 and � .0/ D 0 a.s. It is clear that
.Xn/1nD1 satisfies condition (i) of Theorem 2.4. Therefore, by virtue of Remark 2.1,
it is enough only to verify that for every " > 0 , one has

lim
ı!0

sup
n�1

X

j<ı�1

P

 (

sup
jı�s�.jC1/ı

jXn.s/ �Xn.jı/j � "

)!

D 0: (3.9)

Fix n � 1 and j � 1. For a positive integer k, consider m-dimensional random
variables �j1 ; : : : ; �

j

k defined by

�
j
i D Xn

�

jı C i

k
ı

�

� Xn

�

jı C i � 1
k

ı

�

for i D 1; : : : ; k. Immediately from (3.8), it follows that (3.6) is satisfied with

ujl D �

�

jı C l

k
ı

�

� �
�

jı C l � 1

k
ı

�

for l D 1; 2; : : : ; k; because

P
�˚ˇˇSj � Si

ˇ
ˇ � 


	 D P

��ˇˇ
ˇ
ˇX

n

�

jı C i

k
ı

�

� Xn

�

jı C j

k
ı

�ˇˇ
ˇ
ˇ � 

��

� 1

�
E

ˇ
ˇ
ˇ
ˇ�

�

jı C i

k
ı

�

� �
�

jı C j

k
ı

�ˇˇ
ˇ
ˇ

˛

D 1

�
E

0

@
X

i<l�j



�

�

jı C l

k
ı

�

� �

�

jı C l � 1
k

ı

��
1

A

˛

D 1

�
E
�

ujiC1 C � � � C ujj

�˛
:

Therefore, by virtue of Lemma 3.2, there is K
0

�;˛ > 0 such that

P

��

max
0�i�k

ˇ
ˇ
ˇ
ˇX

n

�

jı C i

k
ı

�

�Xn .jı/

ˇ
ˇ
ˇ
ˇ � 

��

� K
0

�;˛

�
E .u1 C � � � C uk/

˛

D K
0

�;˛

�
E Œ� ..j C 1/ı/� � .jı/�˛ :
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Similarly as in [21], Theorem 2.12.3, by continuity of Xn , it follows that

P

 (

sup
jı�s�.jC1/ı

jXn .s/� Xn .jı/j � 

)!

� K
0

�;˛

�
E Œ� ..j C 1/ı/� � .jı/�˛ :

Therefore, for every n � 1 one has

X

j<ı�1

P

 (

sup
jı�s�.jC1/ı

jXn .s/ � Xn .jı/j � 

)!

� K
0

�;˛

�
E

8
<

:
ƒı

X

j<ı�1

Œ� ..j C 1/ı/� � .jı/�
9
=

;
;

where

ƒı D


max
j<ı�1

j� ..j C 1/ı/� � .jı/j
�˛�1

:

Hence it follows that

X

j<ı�1

P

 (

sup
jı�s�.jC1/ı

jXn .s/ �Xn .jı/j � 

)!

� K
0

�;˛

�
E Œƒı�.1/� ;

because
P

j<ı�1 Œ� ..j C 1/ı/� � .jı/� � �.1/ a.s. By continuity of the stochas-
tic process � D .�.t//0�t�1 and the assumption ˛ > 1, we get limı!0 Hı.!/ D 0

for a.e. ! 2 �, where Hı.!/ D sup0�t�1 Œ�.t C ı/.!/ � �.t/.!/�˛�1 for ! 2 �.
Hence, by the properties of � , it follows that limı!0 E ŒHı�.1/� D 0 for every
n � 1. But ƒı � Hı a.s. Then

X

j<ı�1

P

 (

sup
jı�s�.jC1/ı

jXn .s/ � Xn .jı/j � 

)!

� K
0

�;˛

�
E ŒHı�.1/� :

Therefore, (3.9) is satisfied, which together with the property of the sequence
.Xn.0//1nD1 implies that .Xn/1nD1 is tight. �

4 Special Classes of Stochastic Processes

There are two important classes of stochastic processes: martingales and Markov
processes. We characterize them by giving their most important properties. Sim-
ilarly as above, we shall denote by PF a complete filtered probability space
.�;F ;F; P / with a filtration F D .Ft /t�0 satisfying the usual conditions.
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A real-valued F-adapted stochastic process X D .Xt/t�0 is said to be an F-
martingale or simply martingale (supermartingale, submartingale) on PF if (1)
EjXt j < 1 for t � 0 and (2) EŒXt jFs� D Xs (EŒXt jFs� � Xs , EŒXt jFs� �
Xs ) a.s. for 0 � s � t < 1. A martingale X D .Xt /t�0 on PF is said to be
closed by a random variable Y on PF if EjY j < 1 and Xt D EŒY jFt � a.s. for
t � 0.

We shall present some properties of martingales.

Theorem 4.1. Let X D .Xt/t�0 be a supermartingale on PF. The function RC 3
t ! EŒXt � 2 R is right continuous if and only if there exists a unique modification
Y of X that is càdlàg. �

Corollary 4.1. If X D .Xt/t�0 is a martingale on PF , then there exists a
modification Y of X that is càdlàg.

Proof. If X is a martingale, then the function RC 3 t ! EŒXt � 2 R is constant,
and hence it is continuous. By Theorem 4.1, there exists a unique modification Y
of X that is càdlàg. �

Theorem 4.2. Let X D .Xt/t�0 be a right continuous supermartingale (martin-
gale) on PF , and S and T bounded F-stopping times such that S � T a.s. Then
XS and XT are integrable and XS � EŒXT jFS � (XS D EŒXT jFS � ) a.s. �

If T is an F-stopping, time then so is t ^ T for each t � 0. Given a stochastic
process X D .Xt /t�0 then the process .Xt^T /t�0 is denoted by XT and said to
be the process stopped at T .

Corollary 4.2. If X D .Xt /t�0 is an F-adapted and càdlàg process and T

is an F-stopping time, then XT
t D Xt1ft<T g C XT1ft�T g and XT is also

F-adapted. �

We shall show now that if X is a right continuous and uniformly integrable
martingale, then the stopped process XT is also a martingale. Recall that a
family .X˛/˛2ƒ of random variables on PF is said to be uniformly integrable if
limn!1 sup˛2ƒ

R
fjX˛ j�ng jX˛jdP D 0.

Theorem 4.3. Let X D .Xt/t�0 be a uniformly integrable right continuous
martingale on PF and let T be an F-stopping time. Then XT is also a uniformly
integrable right continuous martingale.

Proof. It is clear that XT is right continuous. By Corollary 4.2, it is also F-adapted.
Hence, by the equality XT1ft�T g D XT

t � Xt1ft<T g and properties of stopping
times, it follows that XT1ft�T g is Ft -measurable for every t � 0. Let 0 � s <

t � 1 be fixed. We have 1ft<T g D 1fs<T g � 1fs<T g � 1ft�T g and 1ft�T g D
1fs�T g C 1fs<T g � 1ft�T g. Therefore,
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EŒXT
t jFs� D EŒ1ft<T gXt C 1ft�T gXT jFs�

D EŒ1fs<T gXt jFs� � EŒ1fs<T g � 1ft�T gXt jFs�
CEŒ1fs�T gXT jFs�C EŒ1fs<T g � 1ft�T gXT jFs�

D 1fs<T gEŒXt jFs�C EŒ1fs�T gXT jFs�:

But XT1fs�T g is Fs-measurable and EŒXt jFs� D Xs for every t � 0.
Therefore, EŒXT

t jFs� D 1fs<T gXs C 1fs�T gXT D XT
s : �

In what follows, we shall need the following results.

Lemma 4.1 (Jensen’s inequality). Assume that ' W R ! R is convex, and let X
and '.X/ be integrable random variables on PF . For every �-algebra G � F ,
one has ' .EŒX jG�/ � EŒ'.X/jG�.
Corollary 4.3. Let X D .Xt /t�0 be a martingale and let ' W R ! R be convex
such that '.Xt/ is integrable for 0 � t < 1. Then '.X/ is a submartingale. In
particular, jX j and X2 are submartingales. �

Theorem 4.4 (Doob’s martingale inequality). If X D .Xt/t�0 is a continuous
martingale on PF , then for all p � 1 , T � 0 , and  > 0 , one has
P
�fsup0�t�T jXt j � g	 � 1

p
EŒjXT jp�: �

Theorem 4.5. Let X D .Xt/t�0 be a positive submartingale on PF . For all p >
1 , one has k supt�0 jXt jk � q supt�0 kXtk , where q is such that 1=pC 1=q D 1 ,
and k � k denotes the norm on the space Lp.�;F ; P;R/. �

Corollary 4.4. If X is as in Theorem 4.5 with p D 2 , then E
�
supt�0 jXt j

	2 �
4 supt�0 EjXt j2. �

Theorem 4.6. Let X D .Xt/t�0 be F-adapted càdlàg process on PF such that
EjXT j < 1 and EXT D 0 for any F-stopping time T . Then X is a uniformly
integrable martingale on PF.

Proof. Let 0 � s � t < 1 and ƒ 2 Fs . For fixed u � 0 , let uƒ D u if ! 2 ƒ

and uƒ D 1 if ! 62 ƒ. It can be verified that for u � s , the random variable
uƒ W � ! R [ f1g is an F-stopping time. Moreover,

Z

ƒ

XuƒdP D
Z

�

XuƒdP �
Z

�nƒ
X1dP D �

Z

�nƒ
X1dP;

because EŒXuƒ� D 0 for u � s. Thus for ƒ 2 Fs and s < t , one has EŒXt1ƒ� D
EŒXs1ƒ� D �EŒX11�nƒ�. Then EŒXt jFs� D Xs for 0 � s � t < 1. �

We can also consider discrete-time martingales. Given a probability space
.�;F ; P / and an increasing sequence .Fn/1nD1 of sub-�-algebras Fn of F , we
define a discrete-time martingale as a sequence .Xn/1nD0 of random variables on
.�;F ; P / adapted to .Fn/1nD0 such that EjXnj < 1 and EŒXnC1jFn� D Xn



24 1 Stochastic Processes

for n � 0. We can also consider the discrete martingales .Xn/nD0
nD�1 with respect

to a discrete filtration .Fn/nD0
nD�1. For such martingales, we have the following

backward convergence theorem.

Theorem 4.7. Let .Xn/n�0 be a uniformly integrable discrete-time martingale on
a probability space .�;F ; P / with respect to a discrete filtration .Fn/n�0. Then
Xn ! EŒX0jF�1� a.s. and Xn ! EŒX0jF�1� in the L-norm topology, where
F�1 D T

n�0Fn . �

As a consequence of this theorem, we obtain the following result.

Lemma 4.2. Let PF D .�;F ;F; P / with F D .Ft /0�t�T be such that FT D F
and let .tk/1kD1 be a decreasing sequence of Œ0; T � converging to t� as k !
1 . Then for every X 2 L.�;R/ , one has EŒX jFtk � ! EŒX jFt� � a.s. and
EŒX jFtk � ! EŒX jFt� � in the L-norm topology as k ! 1.

Proof. Let Fn D Ft.�n/ and Xn D EŒX jFn� for n D �k with k D 1; 2; : : :.
Put t0 D T and X0 D EŒX jFt0 �. We have supn�0 EjXnj2 � EjX j2 < 1 , and
.Xn/n�0 is a uniformly integrable discrete martingale with respect to the discrete
filtration .Fn/n�0. Then by virtue of Theorem 4.7, we have Xn ! EŒX0jF�1�
a.s. and Xn ! EŒX0jF�1� in the L-norm topology as n ! �1. But

Xn D EŒX jFt.�n/ � D EŒX jFtk � ; X0 D EŒX jFT � D EŒX jF � D X

and F�1 D T
n�0 Ft.�n/ D T

k�0 Ftk D Ft� : Therefore, EŒX jFtk � ! EŒX jFt� �
a.s. and EŒX jFtk � ! EŒX jFt� � in the L-norm topology as k ! 1. �
Remark 4.1. It can be verified that if Y 2 L.�;Rd/ and .Fk/k�1 is a filtration of
F and F1 is a �-algebra generated by fF1;F2; : : :g , then EŒY jFk� ! EŒY jF1�
a.s. and EŒY jFk� ! EŒY jF1� in the L-norm topology as k ! 1 .

Proof. Let Mk DW EŒY jFk� for every k � 1. It is clear that a discrete martingale
.Mk/k�1 is uniformly integrable. Then there exists M 2 L.�;Rd / such that
Mk ! M a.s. in the L-norm topology as k ! 1. It remains to prove that
M D EŒY jF1�. To see this, let us observe that

kMk � EŒM jFk�k D kEŒMkjFk� � EŒM jFk�k � kMk �M k

for every k � 1, which implies that kMk � EŒM jFk�k ! 0 as k ! 1. Hence
it follows that for every Nk � 1 and every A 2 F Nk , we have

R
A
.Y �M/dP D 0 ,

because
Z

A

.Y �M/dP D
Z

A

EŒ.Y �M/jFk�dP D
Z

A

.Mk �EŒM jFk�/dP

for k � Nk and
R
A
.Mk �EŒM jFk�/dP ! 0 as k ! 1. This implies that

R
A
.Y �

M/dP D 0 for every A 2 S1
kD1 Fk . Therefore, EŒY jF1� D EŒM jF1� D M . �
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An F-adapted càdlàg process X D .Xt/t�0 on PF is said to be a local F-
martingale if there exists an increasing sequence .Tn/1nD1 of F-stopping times Tn
with limn!1 Tn D 1 a.s. such that the process .Xt^Tn1fTn>0g/t�0 is a uniformly
integrable martingale for each n � 1. Such a sequence .Tn/

1
nD1 of F-stopping

times is called a fundamental sequence of a local martingale X . It can be verified
that if X and Y are continuous real-valued local martingales, then there exists
a unique (up to indistinguishability) F-adapted continuous process of bounded
variation hX; Y i with hX; Y i0 D 0 a.s. such that XY � hX; Y i is a continuous
local martingale. The process hX; Y i is called the cross-variation of X and Y . If
X D Y , we write hXi D hX;Xi and call this process the quadratic variation of
X . It is nondecreasing and F-adapted. For a continuous process X D .Xt /t2Œ0;T �
on a probability space .�;F ; P / , its quadratic variation can be also defined in
the following way. Given a partition � D f0 D t0 < t1 < � � � < tr D T g , we
can define the process hXi�t by setting hXi�t D Pr�1

kD0.Xt^tkC1
� Xt^tk /2 . If a

sequence .�n/
1
nD1 of partitions 0 D tn < tn1 < � � � < tnrn of Œ0; T � is such that

the sequence .j�nj/1nD1 defined by j�nj D max0�k�rn�1 jtnkC1 � tnk j converging to
zero as n ! 1 , then we can consider for every t 2 Œ0; T � , the limit in probability
of the sequence .hXi�nt /1nD1 . If such a limit exists and is independent of the choice
of sequence .�n/

1
nD1 , then it is equal to the quadratic variation of X . It can be

proved that if X D .Xt/t2Œ0;T � is a continuous boundedF-martingale, then for every
sequence of partitions .�n/

1
nD1 such that j�nj ! 0 as n ! 1 , the sequence

.hXi�nt /1nD1 converges uniformly in the L2-norm topology to .hXit /0�t�T .
From many viewpoints, very interesting applications have stochastic processes

X D .Xt/t�0 that are representable (not necessarily in a unique way) as sums
X D X0 C ACM , where A D .At /t�0 is a càdlàg, F-adapted process with paths
of finite variation on compacts and M D .Mt/t�0 is a local F-martingale on a
given filtered probability space PF D .�;F ;F; P / satisfying the usual conditions.
Such processes are said to be semimartingales on PF. Similarly as above, we
can define semimartingales that are measurable, F-adapted, continuous, and right
and left continuous. The class of semimartingales is stable with respect to many
transformations, such as absolute changes of measure, time changes, localization,
and changes of filtration.

By the definition of martingales and the interpretation of conditional expectations
of random variables, it follows that the martingale property means that for a given
present time s , the process has no tendency in future times t � s , that is, the
average over all future possible states of Xt gives just the present state Xs . In
contrast, the Markov property, which will follow in the next definition, means that
the present has no memory, that is, that the average of Xt knowing the past is
the same as the average of Xt knowing the present. Let X D .Xt/t�0 be an n-
dimensional F-adapted process on PF. It is called an F-Markov process if for every
0 � s � t < 1 and every bounded Borel measurable function f W Rd ! R , one
has EŒf .Xt /jFs� D EŒf .Xt /j�.Xs/� a.s.
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Remark 4.2. Equivalently, the above process X D .Xt/t�0 is an F-Markov
process if for each t � 0 , the �-algebras Ft and �.fXu W 0 � u � tg/ are
conditionally independent given Xt . �

Remark 4.3. In particular, for f .x/ D x , the Markov property defined above takes
the form EŒXt jFs� D EŒXt j�.Xs/� a.s. for every 0 � s � t < 1. �

Using the Markov property, one can define a transition function for a Markov
process on PF in the following way: for every 0 � s � t < 1 and bounded and
Borel measurable function f W Rd ! R , we take Ps;t .Xs; f / D EŒf .Xt /jFs�.
In particular, if f D 1A , the indicator function of a measurable set A � Rd ,
then the preceding equality reduces to P.Xt 2 AjFs/ D Ps;t .Xt ;1A/ . Usually, we
write Ps;t .Xt ; A/ instead of Ps;t .Xt ;1A/. A Markov process X on PF is said to
be time-homogeneous if its transition function Ps;t satisfies Ps;t D Pt�s for every
0 � s � t < 1.

Remark 4.4. If a Markov process X is time-homogeneous, then the family .Pt /t�0
of its transition functions Pt D Pt�0 is a semigroup of operators known as the
transition semigroup .Pt /t�0. �

Corollary 4.5. If X is a time-homogeneous Markov process on PF , then for every
A � Rd and 0 � s � t < 1, one has EŒ1fXtCs2AgjFt � D Ps.Xt ; A/ . �

In contrast to the Markov property, we can define the strong Markov property
if we require that the Markov property hold for every F-stopping time. More
precisely, a time-homogeneous F-Markov process X is said to be a strong F-
Markov process if for every F-stopping time T with P.T < 1/ D 1 , every
measurable set A � Rd , and s � 0 , one has EŒ1fXTCs2AgjFT � D Ps.XT ;A/.

Remark 4.5. The strong Markov property for a process X on PF can be equiv-
alently written as follows: EŒf .XTCs/jFT � D Ps.XT ; f / for every F-stopping
time T and every bounded Borel measurable function f W Rd ! R: �

In the next section, we define two special processes known as the Poisson
process and the Brownian motion. They are important examples of strong Markov
processes with respect to their natural filtrations. The Brownian motion belongs to
both classes of processes presented above.

5 Poisson Processes and Brownian Motion

Poisson processes and Brownian motion are the two most important examples in the
theory of stochastic processes. Assume that we are given a filtered probability space
PF D .�; F ;F; P / with a filtration F D .Ft /t�0 satisfying the usual conditions.
Let .Tn/1nD0 be a strictly increasing sequence of positive random variables such that
T0 D 0 a.s. The process N D .Nt/t�0 defined by Nt D P

n�1 1ft�Tng with values
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in N [ f1g , where N D f0; 1; 2; : : :g, is called the counting process associated to
the sequence .Tn/1nD0.

Remark 5.1. If T D supn�1 Tn , then we have ŒTn;1/ D fN � ng D f.t; !/ W
Nt.!/ � ng , ŒTn; TnC1/ D fN D ng and ŒT;1/ D fN D 1g. �

If supn�1 Tn < 1 a.s., then the random variable T D supn�1 Tn is called the
explosion time of N . If T D 1 a.s., then N is said to be a counting process
without explosions.

Corollary 5.1. For every 0 � s � t < 1 , one has Nt �Ns D P
n�1 1fs<Tn�tg. �

The increments Nt � Ns count the number of random times Tn that occur
between the fixed times s and t . Immediately from the definition of a counting
process, it follows that it is not necessarily adapted to the filtration F. In particular,
if Tn are F-stopping times for n D 1; 2; : : : , then the counting process is
F-adapted. This follows from the following theorem.

Theorem 5.1. A counting process N is F-adapted if and only if the associated
random variables Tn are F-stopping times for n D 1; 2; : : : .

Proof. If Tn are F-stopping times for n D 1; 2; : : : , with T0 D 0 a.s., then fNt D
ng D fTn � tg \ fTnC1 > tg 2 Ft for n D 1; 2; : : : . Thus Nt is Ft -measurable.
If N is F-adapted, then fTn � tg D fNt � ng 2 Ft for every t , and therefore,
Tn is an F-stopping time. �
Remark 5.2. A counting process without explosions has right continuous paths with
left limits. �

An F-adapted counting process N D .Nt/t�0 without explosion is said to be a
Poisson process if the following conditions are satisfied:

(i) For every 0 � s � t < 1 , the random variable Nt � Ns is independent of
Fs .

(ii) For every 0 � s � t < 1 and 0 � u � v < 1 such that t � s D v � u , the
random variables Nt �Ns and Nv �Nu have the same distributions.

Remark 5.3. Properties (i) and (ii) are known as increments independent of the past
and stationary increments property, respectively. �

Theorem 5.2. Let N be a Poisson process on PF. Then P.fNt D ng/ D
e�t � .t/n=nŠ for n D 0; 1; 2; : : : for some  � 0.

Proof (Sketch of proof). The proof runs into the following four steps.

Step 1. By the properties of the Poisson process from fNt D 0g D fNs D 0g \
fNt � Ns D 0g , it follows that P.fNt D 0g/ D P.fNs D 0g/ � P.fNt � Ns D
0g/ D P.fNs D 0g/ � P.fNt�s D 0g for 0 � s � t < 1. Taking ˛.t/ D
P.fNt D 0g/ , we get ˛.t/ D ˛.s/˛.t � s/ for all 0 � s � t < 1. By the right
continuity of ˛ , we deduce that either ˛.t/ D 0 for t � 0 or ˛.t/ D e�t for
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some  � 0. If ˛.t/ D 0 , it would follow that Nt.!/ D 0 a.s. for all t � 0 ,
which would contradict that N is a counting process.

Step 2. It is verified that limt!0.1=t/P.fNt � 2g/ D 0.
Step 3. By Step 2, we have P.fNt � 2g/ D o.t/, which together with the equality
P.fNt D 1g/ D 1 � P.fNt D 0g � P.fNt � 2g/ gives

lim
t!0

1

t
P.fNt D 1g/ D lim

t!0

1 � e�t C o.t/

t
D  :

Step 4. Let '.t/ D EŒ˛Nt � for 0 � ˛ � 1 . By the properties of the Poisson
process, for every 0 � s < t � 1 , we get '.t C s/ D '.t/ � '.s/ , which
in turn implies that '.t/ D et .˛/, where  .t/ D limt!0Œ.'.t/ � 1/=t�. But
'.t/ D P1

nD0 ˛nP.fNt D ng/;  .˛/ D ' 0.0/ and  .t/ D limt!0.'.t/ �
1/=t D �C ˛ . Therefore,

'.t/ D
1X

nD0
˛nP.fNt D ng/ D e�t

1X

nD0

.t/n˛n

nŠ
;

which implies that P.fNt D ng/ D e�t � .t/n=nŠ . �
Remark 5.4. The parameter  associated to a Poisson process N such that
P.fNt D ng/ D e�t � .t/n=nŠ is called the intensity or the arrival rate of the
process N . �

Theorem 5.3. A Poisson process N with intensity  satisfies: (i) EŒNt � D t

and (ii) DŒNt � D Var.Nt / D t . �

Remark 5.5. A counting process N without explosion is a Poisson process if and
only if there is  � 0 such that EŒNt � < 1 and EŒNt � NsjFs� D .t � s/ for
every 0 � s � t < 1 . �

Theorem 5.4. Let N be a Poisson process with intensity  . Then Nt � t and
.Nt � t/2 � t are martingales.

Proof. By Theorem 5.3, we have EŒNt � t� D EŒ.Nt � t/2 � t� D 0 . By the
independence of Nt �Ns on Fs , for every 0 � s � t < 1 , we get EŒ.Nt �t/�
.Ns�s/jFs� D EŒ.Nt�t/�.Ns�s/� D 0 . Similarly, for every 0 � s � t < 1 ,
we also get EŒ.Nt � t/2 � t jFs� D .Ns � s/2 � s . �

An m-dimensional F-adapted process B D .Bt /t�0 on PF is called an
m-dimensional F-Brownian motion or a Brownian motion on PF if (1) for every
0 � s � t < 1 , Bt �Bs is independent of Fs and (2) for every 0 � s � t < 1 ,
Bt�Bs is a Gaussian random variable with mean zero and variance matrix .t�s/C
for a given nonrandom matrix C .

Remark 5.6. A Brownian motion starts at x 2 Rd if P.fB0 D xg/ D 1 . �
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Remark 5.7. The existence of an F-Brownian motion can be proved using a path-
space construction together with Kolmogorov’s extension theorem. But it is not
true that there exists a Brownian motion on every complete filtered probability
space PF . Sometimes, the underlying probability space PF is just too small.
Nevertheless, it can be proved that there exists a complete filtered probability space
such that there exists a Brownian motion on that space. �

Corollary 5.2. If B D .Bt /t�0 is an F-Brownian motion on PF andEjB0j < 1 ,
then it is a martingale on PF .

Proof. For every t � 0 , one has EjBt j � EjBt �B0jCEjB0j � p
EjBt � B0j2C

EjB0j < 1 . Furthermore, for every 0 � s � t < 1 , we have EŒBt �Bs jFs� D 0

a.s., which implies EŒBt jFs� D Bs . �
Theorem 5.5. Let B D .Bt /t�0 be a Brownian motion on PF . Then there exists
a modification of B that has continuous paths a.s.

Proof. It can be verified that if X is a random variable with normal distribution
N.0; �2/ , then

EX2n D .2n/Š

2nnŠ
�2n and EX2nC1 D 0 for n D 0; 1; 2; : : : :

Then in particular, it follows that EjBt �Bs j2n D Cnjt � sjn with any constant Cn.
The result now follows by Kolmogorov’s continuity theorem. �

In what follows, we shall always assume that we are using the version of a
Brownian motion with continuous paths. We shall also assume that we always have
to deal with a Brownian motion with a matrix C equal to the identity matrix. We
have the following results dealing with some properties of Brownian motions.

Theorem 5.6. (i) For every ˛ < 1=2 , almost all paths of Brownian motions are
Hölder continuous with exponent ˛. (ii) For every ˛ > 1=2 , almost all paths of
Brownian motions are nowhere Hölder continuous with exponent ˛. �
Corollary 5.3. (i) Almost all sample paths of a Brownian motion are nowhere
differentiable. (ii) Almost all sample paths of a Brownian motion have infinite
variation on any finite interval.

Proof. (i) If the function RC 3 t ! Bt.!/ 2 Rm were differentiable at a point
t0 2 .0;1/ for ! 2 �0 � � with �0 2 F such that P.�0/ > 0, then it
would be Lipschitz continuous at that point, which is a contradiction to (ii) of
Theorem 5.6.

(ii) Since a function f W RC ! Rm with finite variation is almost everywhere
differentiable, then (ii) is a consequence of (i). �

Theorem 5.7. Let B D .Bt /t�0 be a one-dimensional F-Brownian motion on
PF with B0 D 0 a.s. Then the process M D .Mt /t�0 with Mt D B2

t � t is a
martingale.
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Proof. We have EŒMt� D EŒB2
t � t � D 0, EŒMt � MsjFs� D EŒB2

t � B2
s � .t �

s/jFs� , and EŒBtBs jFs� D BsEŒBt jFs� D B2
s . Hence it follows that EŒMt �

MsjFs� D EŒ.Bt � Bs/
2 � .t � s/jFs� D EŒ.Bt � Bs/

2� � .t � s/ D 0 for every
0 � s � t < 1. Therefore, EŒMt jFs� D Ms a.s. for every 0 � s � t < 1. �

Theorem 5.8. Let X D .Xt/t�0 be an m-dimensional continuous F-adapted
process on PF such that (i) EŒXt �XsjFs� D 0 a.s. and (ii) EŒ.Xi

t �Xi
s /.X

j
t �

X
j
s /� D ıij .t � s/ a.s. for every 0 � s � t < 1 , where ıij D 0 for i ¤ j and

ıij D 1 for i D j . Then X is an F-Brownian motion on PF . �

Remark 5.8. It can be verified that an m-dimensional F-Brownian motion on PF

satisfies the strong Markov property with the stationary transition function

Pt.x; A/ D 1

.2�t/n=2

Z

A

exp



�jx � yj2
2t

�

dy: �

Remark 5.9. It can be verified that if B D .Bt /t�0 is an m-dimensional Brownian
motion on PF and t0 � 0 , then the process QB D . QBt /t�0 with QBt D Bt0Ct � Bt
for t � 0 is an F-Brownian motion on PF . �

Remark 5.10. A real Brownian motion can be defined on a given probability space
.�;F ; P / as a continuous stochastic process ˇ D .ˇt /t�0 such that ˇ0 D 0 and
ˇ is a stationary process with independent Gaussian increments such that EŒˇt �
ˇs� D 0 and EŒ.ˇt � ˇs/

2� D �2.t � s/ for every 0 � s < t < 1. In such a
case, we can define a filtration Fˇ D .F

ˇ
t /t�0 with an augmented �-algebra F ˇ

t

defined for every t � 0 by a family fˇs W 0 � s � tg of random variables, i.e.,
Fˇ
t D T

s>t �.F
ˇ
s [ N /, where F ˇ

t D �fˇs W s � tg and N is the collection of
all P -null sets in F . It can be verified that ˇ is a real Fˇ-Brownian motion on a
filtered probability space .�;F ;Fˇ; P /. �

We shall prove that the above-defined filtration .F ˇ
t /t�0 is continuous, i.e., that

F
ˇ
t� D F

ˇ
t D F

ˇ
tC where F ˇ

t� D �.
[

s<t

F ˇ
s / F

ˇ
tC D

\

s>t

�.F ˇ
s / and F

ˇ
0� D F

ˇ
0 :

Theorem 5.9. Let .�;F ; P / be a probability space such that a real Brownian
motion ˇ D .ˇt /t�0 can be defined on this space. The filtration Fˇ D .F

ˇ
t /t�0

defined in Remark 5.10 is continuous.

Proof. Let us observe that F ˇ
t� D F

ˇ
t follows immediately from continuity of the

Brownian motion ˇ. Indeed, we have

F
ˇ
t� D �

 
[

s>t

F ˇ
s

!

and F
ˇ
t D �

 
[

s>t

F ˇ
s [ F ˇ.t/

!

;
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where F ˇ.t/ D �.ˇt /. But ˇt D limr"t ˇr , where r 2 Q. Then F ˇ.t/ �
�.
S
s>t F

ˇ
s /. Thus F ˇ

t� D F
ˇ
t .

To verify that F ˇ
tC D F

ˇ
t , let us observe that for every t > s , one has

EŒexpfi.ˇt � ˇs/gjF ˇ
s � D expf�2=2.t � s/g. Indeed, it suffices to observe that

a differential equation z0.t/ D �2=2z.t/ possesses on the interval Œs;1/ exactly
one solution satisfying the initial condition z.s/ D expfiˇsg. It is defined by
z.t/ D z.s/expf�2=2tg. In particular, we can verify that z.t/ D EŒexpfiˇtgjF ˇ

s �

satisfies the above differential equation. Therefore, EŒexpfi.ˇt � ˇs/gjF ˇ
s � D

expf�2=2.t � s/g. Hence it follows that

EŒexpfiˇtgjF ˇ
s � D EŒEŒexpfiˇt gjFˇ

s �jF ˇ
s � D expfiˇs � 2=2.t � s/g:

Let " > 0 be such that 0 < " < t � s. Then

EŒexpfiˇtgjF ˇ
sC� D EŒEŒexpfiˇt gjF ˇ

sC"�jF ˇ
sC�

D EŒexpfiˇsC" � 2=2.t � s � "/gjFˇ
sC�:

Hence, in the limit " # 0, it follows that

EŒexpfiˇtgjF ˇ
sC� D EŒexpfiˇs �2=2.t�s/gjF ˇ

sC� D expfiˇs �2=2.t�s/g:
Then EŒexpfiˇtgjF ˇ

s � D EŒexpfiˇt gjFˇ
sC�. Therefore, for every measurable

and bounded function f W R ! R , it follows that EŒf .ˇt /jF ˇ
s � D EŒf .ˇt /jF ˇ

sC�.
Let s < t1 < t2 and f1; f2 W R ! R be measurable and bounded. The above
equalities imply EŒf2.ˇt2/f1.ˇt1/jF ˇ

s � D EŒf2.ˇt2/f1.ˇt1/jF ˇ
sC�. In a similar way,

for s < t1 < � � � < tn and measurable bounded functions f1; : : : ; fn W R ! R, we
obtain EŒff1.ˇt1/�� � ��fn.ˇtn/gjF ˇ

s � D EŒff1.ˇt1/�� � ��fn.ˇtn/gjF ˇ
sC�. Therefore, for

every t > s and F ˇ
t -measurable bounded random variable � , we have EŒ�jF ˇ

s � D
EŒ�jF ˇ

sC� a.s. Taking in particular the F ˇ
sC-measurable random variable �;, we get

EŒ�jF ˇ
s � D � a.s. Hence, by the properties of the filtration Fˇ, it follows that � is

F
ˇ
s -measurable. Then F

ˇ
sC � F

ˇ
s . It is clear that we also have F ˇ

s � F
ˇ
sC. Then

F
ˇ
s D F

ˇ
sC. �

6 Stochastic Integrals

Stochastic integrals with respect to finite-variation stochastic processes can be
thought of as an extension of path-by-path Lebesgue–Stieltjes integration. Unfortu-
nately, in practical applications we have to deal with processes with almost all paths
of infinite variation on compacts. The most important example of such processes
is Brownian motion. Therefore, it was important to define stochastic integrals in a
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way other than via Lebesgue–Stieltjes integration. A new idea for such a definition
was introduced by K. Itô. We shall present it for some special classes of stochastic
processes with respect to a Brownian motion.

Given a filtered probability space PF D .�;F ;F; P / with F D .Ft /t�0 , we
say that a d -dimensional process X D .Xt/t�0 on PF is F-nonanticipative if it
is measurable and F-adapted. In what follows, we shall denote by M2

F.a; b/ the
family of restrictions of all F-nonanticipative processes to the interval Œa; b� such
that P.fR b

a
jXt j2dt < 1g/ D 1. By L2F.a; b/ , we denote the subset of M2

F.a; b/

of all X 2 M2
F.a; b/ such that EŒ

R b
a

jXt j2dt � < 1.
A stochastic process X 2 M2

F.a; b/ is called simple if there exists a partition
a D t0 < t1 < � � � < tr D b of Œa; b� such that Xt D Xti for ti � t < tiC1
with i D 0; 1; : : : ; r � 2 and Xt D Xtr�1 for tr�1 � t � b. The class of all simple
processes of M2

F.a; b/ is denoted by SF.a; b/.

Corollary 6.1. Every F 2 SF.a; b/ can be presented by F D Pr�2
iD0 1Œti ;tiC1/'i C

1Œtr�1;b�'r�1 , where 'i is an Fti -measurable Rd -random variable on PF for i D
0; 1; : : : ; r � 1 . �

Let B D .Bt /t�0 be a one-dimensional F-Brownian motion on PF such that
Ba D 0. By a stochastic Itô integral of F 2 SF.a; b/ with respect to a Brownian
motion B we mean an Rd -random variable on PF , denoted by

R b
a
FtdBt and

defined by
R b
a
FtdBt D Pr�1

iD0 'i .BtiC1 � Bti / , where for i D 0; 1; : : : ; r � 1 ,

the Fti -measurable random variables 'i are such that F D Pr�2
iD0 1Œti ;tiC1/'i C

1Œtr�1;b�'r�1.

Lemma 6.1. Let F; F;1 F 2 2 SF.a; b/ , 1; 2 2 R , " > 0 , and N > 0. Then:

(i)
R b
a
.1F

1
t C 2F

2
t /dBt D 1

R b
a
F 1
t dBt C 2

R b
a
F 2
t dBt a.s.

(ii) If F 2 SF.a; b/\ L2F.a; b/ , then EŒ
R b
a
FtdBt� D 0 .

(iii) P.fj R b
a
FtdBt j > "g/ � P.fR b

a
jFt j2dt > N g/CN="2 .

(iv) If F 2 SF.a; b/\ L2F.a; b/ , then Ej R b
a
FtdBt j2 D E

R b
a

jFt j2dt .

Proof. Conditions (i) and (ii) follow immediately from the definition of the Itô
integral. Assume F 2 SF.a; b/ \ L2F.a; b/ . By the above definition of the Itô
integral, it follows that

E

ˇ
ˇ
ˇ
ˇ
ˇ

Z b

a

FtdBt

ˇ
ˇ
ˇ
ˇ
ˇ

2

D
r�1X

iD0
EŒjFti j2.BtiC1

� Bti /
2�

D
r�1X

iD0
EjFti j2EŒ.BtiC1

� Bti /2�

D
r�1X

iD0
EjFti j2.tiC1 � ti / D E

Z b

a

jFt j2dt:
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For the proof of (iii), let ˆN.t/ be defined by

ˆN .t/ D
(
Ft if tk � t < tkC1 and

Pk
jD0 jFtj j2.tjC1 � tj / � N

0 if tk � t < tkC1 and
Pk

jD0 jFtj j2.tjC1 � tj / > N

for k D 0; 1; 2; : : : ; r � 1 , where a D t0 < t1 < � � � < tr D b. The
process ˆN D .ˆN .t/a�t�b belongs to SF.a; b/\L2F.a; b/ and

R b
a jˆN .t/j2dt D

P

jD0 jFtj j2.tjC1�tj / , where 
 is the largest integer such that

Pk
jD0 jFtj j2.tjC1�

tj / � N , 
 � r � 1. Hence it follows that E
R b
a jˆN .t/j2dt � N . Further,

Ft �ˆN.t/ D 0 for all t 2 Œa; b� if
R b
a jˆN.t/j2dt < N . Therefore,

P

 ( ˇˇ
ˇ
ˇ
ˇ

Z b

a

FtdBt

ˇ
ˇ
ˇ
ˇ
ˇ
> "

)!

� P

 ( ˇˇ
ˇ
ˇ
ˇ

Z b

a

ˆN .t/dBt

ˇ
ˇ
ˇ
ˇ
ˇ
> "

)!

CP
 (Z b

a

jFt j2dt > N
)!

:

By Chebyshev’s inequality, the first integral on the right-hand side is bounded by
.1="2/Ej R ba ˆN .t/dBt j2 � N="2. Therefore, (iii) is satisfied. �

To extend the above definition of stochastic integrals on the whole space
M2

F.a; b/ , we need the following results.

Lemma 6.2. Let F 2 M2
F.a; b/ . Then:

(i) There exists a sequence .Gn/1nD1 of continuous processes Gn 2 M2
F.a; b/

such that limn!1
R b
a

jGn
t � Ft j2dt D 0 a.s.

(ii) There exists a sequence .F k/1kD1 of SF.a; b/ such that
R b
a jF n

t �Ft j2dt P! 0

as k ! 1.

Proof (Sketch of proof). Let

�.t/ D
�
c expŒ�1=.1 � t2/� if jt j � 1

0 if jt j > 1
with c > 0 be such that

R C1
�1 �.t/dt D 1. For every " 2 .0; 1=2/ , we define

.J"F /.t/ D 1

"

Z b

a

�

�
t � s � "

"

�
QFsds;

where QFs D Fs for s 2 Œa; b� and QFs D 0 for s 2 R n Œa; b�. For every
fixed ! 2 � , we can select nonrandom functions un such that un.t/ D 0 for
t 2 R n Œa; b� and

R b
a

jun.t/ � Ft .!/j2dt ! 0 as n ! 1. It can be verified
that .J"un/.t/ ! un.t/ uniformly in t 2 Œa; b� as " ! 0 and hence that
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lim sup"!0

R b
a

j.J"F /.t/ � Ft j2dt D 0 a.s. Taking Gn D J1=nF , we obtain (i).
To prove (ii), we take hkn;m.t/ D Gn.k=m/ if aC k=m � t � a C .k C 1/=m for
k � 1. For every ı > 0 , there are n D n0 and m D m0 such that

P

 (Z b

a

jFt �Gn0
t j2dt > ı

2

)!

<
ı

2
and

P

 (Z b

a

jGn0
t � hkn0;m0 j2dt >

ı

2

)!

<
ı

2

for k � 1. Hence it follows that P.fR b
a

jFt � hkn0;m0 j2dt > ıg/ < ı for k � 1.
Taking ı D 1=k and denoting correspondingly hkn0;m0 by F k , we obtain F k 2
SF.a; b/ and

R b
a

jF k
t � Ft j2dt P! 0 as k ! 1. �

Lemma 6.3. Let F 2 L2F.a; b/ . Then:

(i) There exists a sequence .Hn/1nD1 of continuous processes Hn 2 L2F.a; b/
such that E

R b
a

jHn
t � Ft j2dt ! 0 as n ! 1 .

(ii) There exists a sequence .hn/1nD1 of SF.a; b/\L2F.a; b/ such that E
R b
a

jhnt �
Ft j2dt ! 0 as n ! 1.

Proof. Let Gn be as in Lemma 6.2 and let N � 1. Put

ˆN .t/ D
�
t if jt j � N

Nt=jt j if jt j > N :

We obtain jˆN.t/�ˆN .s/j � jt � sj. Therefore,
R b
a

jˆN.Ft /�ˆN .Gn
t /j2dt ! 0

a.s. as n ! 1. Hence, by the Lebesgue dominated convergence theorem, it follows
that E

R b
a jˆN.Gn

t / � Ft j2dt ! 0 as n ! 1. Then for every k D 1; 2; : : : , there

are N D N.k/ and n D n.k;N / such that E
R b
a jˆN .Gn

t / � Ft j2dt < 1=k.
Taking Hk D ˆN .G

n/ with N D N.k/ and n D n.k;N / , we can see that (i) is
satisfied. The proof of (ii) is similar to thr of (ii) of Lemma 6.2. The hn are of the
form ˆN.F

n/ , where F n are as in Lemma 6.2. �
Lemma 6.4. For every F 2 M2

F.a; b/ and every sequence .F n/1nD1 of SF.a; b/

such that
R b
a

jF n
t � Ft j2dt P! 0 as n ! 1 , there is an Rd -random variable

J.F / on PF , independent of the particular choice of sequence .F n/1nD1 , such that
R b
a
F n
t dBt

P! J.F / as n ! 1.

Proof. Let .F n/1nD1 be a sequence of SF.a; b/ such that
R b
a

jF n
t � Ft j2dt P! 0 as

n ! 1. Hence it follows that
R b
a

jF n
t � Fm

t j2dt P! 0 as n;m ! 1. By virtue of
Lemma 6.1, for every " > 0 and � > 0 , we get
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P

 ( ˇˇ
ˇ
ˇ
ˇ

Z b

a

F n
t dBt �

Z b

a

F m
t dBt

ˇ
ˇ
ˇ
ˇ
ˇ
> "

)!

� �CP
 (Z b

a

jF n
t � Fm

t j2dt > "2�
)!

:

Then the sequence .
R b
a
F n
t dBt/1nD1 is a Cauchy sequence with respect to conver-

gence in probability. By completeness with respect to convergence in probability
of the space of all Rd -random variables on PF , there is an Rd -random variable

J.F / on PF such that
R b
a
F n
t dBt

P! J.F / as n ! 1.

Suppose .Gn/1nD1 is a sequence of SF.a; b/ such that
R b
a

jGn
t � Ft j2dt P! 0

as n ! 1. The sequence .Hn/1nD1 defined by H2n D F n and H2nC1 D Gn

satisfies
R b
a

jHn
t � Ft j2dt P! 0 as n ! 1. Hence it follows that the sequence

.
R b
a
Hn
t dBt/1nD1 converges in probability to a random variable K.F /. Therefore,

its subsequence .
R b
a
H2n
t dBt/1nD1 also converges in probability to K.F /. By the

definition of H2n , it follows that J.F / D K.F / a.s. �

The random variable J.F / defined in Lemma 6.4 is denoted by
R b
a
FtdBt and

said to be an Itô integral of F 2 M2
F.a; b/ with respect to the F-Brownian motion

B D .Bt /t�0. In particular,
R b
a
FtdBt 2 L2.�;F ;Rd / for F 2 L2F.a; b/.

Theorem 6.1. Let F ;F;1 F 2 2 M2
F.a; b/ , 1; 2 2 R , " > 0 , and N > 0.

Then 1F 1
t C 2F

2
t 2 M2

F.a; b/ , and the following relations are satisfied:

(i)
R b
a
.1F

1
t C 2F

2
t /dBt D 1

R b
a
F 1
t dBt C 2

R b
a
F 2
t dBt a.s.

(ii) P.fj R b
a
FtdBt j > "g/ � P.fR b

a
jFt j2dt > N g/CN="2 .

Proof. The equality (i) is a consequence of the definition of the Itô integral and
Lemma 6.1. For the proof of (ii), let us assume that .F n/1nD1 is a sequence of

SF.a; b/ such that limn!1
R b
a

jF n
t �Ft j2dt D 0 a.s. By the definition of

R b
a
FtdBt ,

we have
R b
a F

n
t dBt

P! R b
a FtdBt as n ! 1. By virtue of Lemma 6.1, we have

P

 ( ˇˇ
ˇ
ˇ
ˇ

Z b

a

F n
t dBt

ˇ
ˇ
ˇ
ˇ
ˇ
> "0

)!

� P

 (Z b

a

jF n
t j2dt > N 0

)!

C N 0

."0/2

for " > "0 and N < N 0. Passing to the limit n ! 1 , using the above property of
the sequence .

R b
a F

n
t dBt/1nD1 , and taking "0 " " and N 0 # N , we obtain

P

 ( ˇˇ
ˇ
ˇ
ˇ

Z b

a

FtdBt

ˇ
ˇ
ˇ
ˇ
ˇ
> "

)!

� P

 (Z b

a

jFt j2dt > N
)!

C N

"2
:

�
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Theorem 6.2. Let F 2 M2
F.a; b/ and let .F n/1nD1 be a sequence of M2

F.a; b/

such that
R b
a jF n

t � Ft j2dt P! 0 as n ! 1. Then
R b
a F

n
t dBt

P! R b
a FtdBt as

n ! 1.

Proof. By Theorem 6.1, for every " > 0 and � > 0 , one has

P

 ( ˇˇ
ˇ
ˇ
ˇ

Z b

a

.F n
t � Ft /dBt

ˇ
ˇ
ˇ
ˇ
ˇ
> "

)!

� �C P

 (Z b

a

jF n
t � Ft j2dt > "2�

)!

for n D 1; 2; : : : . From this and the properties of the sequence .F n/1nD1 , the result
follows. �

Theorem 6.3. If F 2 L2F.a; b/ , then (i) E
R b
a FtdBt D 0 and (ii) Ej R ba

FtdBt j2 D E
R b
a jFt j2dt .

Proof. Let .F n/1nD1 be a sequence of SF.a; b/ \ L2F.a; b/ such that E
R b
a

jF n
t �

Ft j2dt ! 0 as n ! 1. This implies that E
R b
a

jF n
t j2dt ! E

R b
a

jFt j2dt as

n ! 1. By virtue of Lemma 6.1, we get E
R b
a
F n
t dBt D 0 and Ej R b

a
F n
t dBt j2 D

E
R b
a

jF n
t j2dt for every n D 1; 2; : : : . Hence in particular, it follows that .

R b
a
F n

dBt/1nD1 is a Cauchy sequence of L2.�;F ; P;Rd /. By virtue of Theorem 6.2,

it converges in probability to
R b
a
FtdBt , which implies that Ej R b

a
F n
t dBt j2 !

Ej R b
a
FtdBt j2 as n ! 1. Then Ej R b

a
FtdBt j2 D limn!1Ej R b

a
F n
t dBt j2 D

limn!1E
R b
a

jF n
t j2dt D E

R b
a

jFt j2dt . �

Remark 6.1. For every F 2 L2F.a; b/ , we can define the integral E
R b
a Ftdt as

the integral of a ˙F-measurable function on Œa; b� �� with respect to the product
measure dt � P a.s., where

P
F denotes a �-algebra of F-nonanticipative subsets

of Œa; b� ��. �
Corollary 6.2. For every G 2 L2.Œa; b� ��;˙F;R

d /, F 2 M2
F.a; b/ , and  2

L2.�;Fa;R/ , one has E
R b
a
. � G/tdt D EŒ 

R b
a
Gtdt � and

R b
a
. � F /tdBt D

 
R b
a
FtdBt .

Proof. It is clear that  � G 2 L2.Œa; b� � �;˙F;R
d / and  � F 2 M2

F.a; b/.

Immediately from Fubini’s theorem and properties of the integral
R b
a
. �G/tdt , one

obtains

E

Z b

a

. �G/tdt D E

"Z b

a

. �G/tdt
#

D E

"

 

Z b

a

Gtdt

#

:

Let .F n/1nD1 be a sequence of SF.a; b/ such that
R b
a jF n

t �Ft j2dt P! 0 as n ! 1.

It is clear that  � F n 2 SF.a; b/ for every n � 1 and
R b
a j. � F n/t � . �

F /t j2dt P! 0 , because
R b
a

j. � F n/t � . � F /t j2dt D  2
R b
a

jF n
t � Ft j2dt and
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R b
a

jF n
t � Ft j2dt P! 0 as n ! 1. Therefore,

R b
a
. � F n/tdBt

P! R b
a
. � F /tdBt

as n ! 1. Immediately from the definition of
R b
a
. � F n/tdBt , it follows that

R b
a
. � F n/tdBt D  

R b
a
F n
t dBt . Furthermore, we have

R b
a
F n
t dBt

P! R b
a
FtdBt as

n ! 1. Therefore,  
R b
a F

n
t dBt

P!  
R b
a FtdBt as n ! 1. But for every n � 1 ,

we have
ˇ
ˇ
ˇ
ˇ
ˇ

Z b

a

. � F /tdBt �  
Z b

a

FtdBt

ˇ
ˇ
ˇ
ˇ
ˇ

�
ˇ
ˇ
ˇ
ˇ
ˇ

Z b

a

. � F /tdBt �
Z b

a

. � F n/t jdBt
ˇ
ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇ
ˇ
 

Z b

a

F n
t dBt �  

Z b

a

FtdBt

ˇ
ˇ
ˇ
ˇ
ˇ

D
ˇ
ˇ
ˇ
ˇ
ˇ

Z b

a

. � F n/tdBt �
Z b

a

. � F /t jdBt
ˇ
ˇ
ˇ
ˇ
ˇ

Cj j
ˇ
ˇ
ˇ
ˇ
ˇ

Z b

a

F n
t dBt �

Z b

a

FtdBt

ˇ
ˇ
ˇ
ˇ
ˇ
:

Therefore,
ˇ
ˇ
ˇ
R b
a
. � F /tdBt �  

R b
a
FtdBt

ˇ
ˇ
ˇ D 0 a.s., because

R b
a
. � F n/tdBt

P!
R b
a
. � F /tdBt and

R b
a
F n
t dBt

P! R b
a
FtdBt as n ! 1. �

7 The Indefinite Itô Integral

Given the above filtered probability space PF , by L2F we shall denote the space of
all F-nonanticipative processes f D .ft /t�0 such that f 2 L2F.0; T / for every
T > 0 . For f 2 L2F and a one-dimensional Brownian motion B D .Bt /t�0
on PF , a stochastic process .

R t
0
f�dB�/t�0 is called an indefinite Itô integral

corresponding to the pair .f; B/.

Corollary 7.1. For the pair .f; B/ given above, the indefinite Itô integral .
R t
0
f�d

B�/t�0 is F-adapted.

Proof. Let T > 0 and suppose f 2 SF.0; T / \ L2F.0; T / . For every t 2 Œ0; T � ,
one has

R t
0 f�dB� D Pk�1

iD1 fti .BtiC1
� Bti / , where tk D t . Hence it follows

that
R t
0
f�dB� is Ft -measurable, because fti .BtiC1

� Bti / is Ftk -measurable for
i D 1; 2; : : : ; k � 1. If .f n/1nD1 is a sequence of SF.0; T / \ L2F.0; T / such that

E
R T
0 jf nt � ft j2dt ! 0 as n ! 1 , then

R t
0 f

n
� dB� is Ft -measurable for every

fixed t 2 Œ0; T � and n � 1 . Hence it follows that
R t
0
f�dB� is Ft -measurable for

every 0 � t � T and every T > 0 , because
R t
0
f nk
� dB� ! R t

0
f�dB� a.s. as

k ! 1 for every increasing subsequence .nk/1kD1 of .n/1nD1 . �
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Theorem 7.1. For every T > 0 and f 2 L2F , there exists a continuous
modification .Jt /0�t�T of .

R t
0 f�dB�/0�t�T .

Proof. Let .f n/1nD1 be a sequence of SF.0; T / \ L2F.0; T / such that f n D
Pk�2

iD1 'ni 1Œti ;tiC1/ C 'nk�11Œtk�1;T � and E
R T
0

jf n
t � ft j2dt ! 0 as n ! 1. Put

In.t/ D R t
0 f

n
� dB� and I.t/ D R t

0 f�dB� for t 2 Œ0; T �. Immediately from
the definition of In.t/ , it follows that for every 0 � s < t � T , one hasR t
0 f

n
� dB� � R s

0 f
n
� dB� D R t

s f
n
� dB� a.s. Hence continuity of In D .In.t//0�t�T

for every n D 1; 2; : : : follows. Furthermore, for every 0 � s < t � T and
n D 1; 2; : : : , one has

EŒIn.t/jFs� D E

Z s

0

f n
� dB� C

Z t

s

f n
� dB� jFs

�

D
Z s

0

f n
� dB� C E

2

4
X

s�tnj <tnjC1�t
'nj .BtjC1

� Btj /jFs
3

5

D
Z s

0

f n
� dB� C

X

j

EŒ'njEŒ.BtjC1
� Btj /jFtj �jFs�

D
Z s

0

f n
� dB� D In.s/;

because B D .Bt /t�0 is an F-martingale. Then In D .In.t//0�t�T is for every
n D 1; 2; : : : an F-martingale. Thus In � Im is also an F-martingale for each
n;m D 1; 2; : : : . Therefore, by Doob’s inequality, we get

P

 (

sup
0�t�T

jIn.t/ � Im.t/j > "
)!

� 1

"2
EŒjIn.T / � Im.T /j2�

D 1

"2
E

Z T

0

jf n
t � f m

t j2dt;

which by the properties of the sequence .f n/1nD1 , implies that P.fsup0�t�T
jInkC1

.t/ � Ink .t/j > 2�kg/ � 2�k for every k D 1; 2; : : : and every increasing
subsequence .nk/1kD1 of .n/1nD1. By the Borel–Cantelli lemma, we obtain

P.f sup
0�t�T

jInkC1
.t/ � Ink .t/j > 2�k for infinitely many kg/ DW 0:

Therefore, for a.e. ! 2 � , there exists k1.!/ such that sup0�t�T jInkC1
.t/ �

Ink .t/j > 2�k for k � k1.!/. Then the sequence .Ink .t//
1
kD1 is uniformly

convergent for t 2 Œ0; T � a.s. Let J D .J.t/0�t�T be an a.s. limit of the sequence
.Ink /

1
kD1 of continuous processes Ink D .Ink .t//0�t�T . It is a continuous stochastic

process on PF. Since Ink .t/ ! I.t/ for every t 2 Œ0; T � as k ! 1 in the L2-
norm topology, we must have I.t/ D J.t/ a.s. for all t 2 Œ0; T � . �
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Corollary 7.2. For every T > 0 and f 2 L2F , the process I D .
R t
0
f�dB�/0�t�T

is an F-martingale and

P

 (

sup
0�t�T

jI.t/j � 

)!

� 1

2
E

Z T

0

jft j2dt (7.1)

for every  > 0, where I.t/ D R t
0 f�dB� .

Proof. We can assume that I is a continuous process. For every n D 1; 2; : : :,
let In be the stochastic process defined in the proof of Theorem 7.1. It is an F-
martingale. Therefore, by Doob’s inequality, it follows that there exists an increasing
subsequence .nk/1kD1 of .n/1nD1 such that Ink .t/ ! I.t/ in the L2-norm topology
for all t 2 Œ0; T � as k ! 1. Then the process I D .I.t/0�t�T is also an F-
martingale. The inequality (7.1) now follows immediately from Doob’s martingale
inequality. �

From the above results, it follows that for every T > 0 and f 2 L2F , the process
I D .

R t
0
f�dB�/0�t�T is a continuous F-martingale such that EjI.t/j2 < 1 for

0 � t � T . This is not true in the general case for f 2 M2
F.0;1/. But it can be

verified that in such a case, the process
�R t

0
f�dB�

�

0�t�T is a local F-martingale.

It is enough to define for every n D 1; 2; : : : an F-stopping time Tn by setting
Tn D infft > 0 W R t

0
jf� j2d� � ng ^ n . Then P.fTn � ng/ D 1 , P.fTn �

TnC1g/ D 1 , and P.flimn!1 Tn D 1g/ D 1. For every n D 1; 2; : : : , we
have I.t ^ Tn/ D R t^Tn

0
f�dB� D R t

0
1f��Tngf�dB� and

R1
0
EŒ1f��Tngjf� j2�d� DR n

0
EŒ1f��Tngjf� j2�d� � n . Then the process fI.t ^ Tn/ W t � 0g is a square

integrable F-martingale for every n D 1; 2; : : : . It can be verified that for every
n D 1; 2; : : : , a family fI.t ^ Tn/ W t � 0g is uniformly integrable.

Let us note that the above-defined Itô integral can be defined for F-nonanticipative
matrix-valued processes with respect to vector-valued F-Brownian motions B D
.B1; : : : ; Bm/ , where B1; : : : ; Bm denote real-valued F-Brownian motions on PF

such that Bi and Bj are independent for i ¤ j . In such a case, we consider a
matrix-valued stochastic process F D .f ij /n�m with f ij 2 M2

F.0;1/ and define

for every T > 0 , a multidimensional Itô integral
R T
0
FtdBt to be an n � 1 matrix

of the form

Z T

0

FtdBt DW
0

@
mX

jD1

Z T

0

f
1j
t dBj

t ; : : : ;

mX

jD1

Z T

0

f
nj
t dBj

t

1

A

�

;

where x� denotes the transpose of x 2 Rn. It can be verified that all properties of
the Itô integral presented above can be extended to the multidimensional case.

Remark 7.1. Similarly as above, we can define stochastic integrals with respect to
continuous local martingales. In particular, if M is a continuous local martingale
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and ˆ is an F-predictable process on a filtered probability space PF D .�;F ;F; P /
such that EŒ

R T
0
ˆ2t d hM it � < 1 for every T > 0 , then a stochastic integral

of ˆ with respect to M on the interval Œ0; t � is denoted by
R t
0 ˆsdMs . It

can be verified that a family I.ˆ;M/ D .
R t
0
ˆsdMs/t�0 is a continuous local

martingale on PF and that for every continuous local martingale N on PF, one
has hI.ˆ;M/;N it D R t

0
ˆsd hM;N is for every t � 0. �

8 Itô’s Formula and the Martingale Representation Theorem

In the theory of stochastic processes, we have no differentiation theory in the
classical sense, only an integration theory. Nevertheless, it turns out that it is possible
to establish an Itô-integral version of the chain rule, called Itô’s formula. It is very
useful for applications and is connected with Itô processes. Let PF D .�;F ;F; P /
with F D .Ft /t�0 satisfying the usual conditions, and let B D .B1; : : : ; Bm/ be
an m-dimensional F-Brownian motion on PF. Assume that F D .f 1; : : : ; f n/�
and G D .gij /n�m are F-nonanticipative processes with f i and gij such that
P.fR1

0
jf i
t jdt < 1g/ D 1 and P.fR1

0
jgijt j2dt < 1g/ D 1 for i D 1; 2; : : : ; n

and j D 1; 2; : : : ; m:

An n-dimensional stochastic process X D .Xt /t�0 on PF defined by Xt D
X0 C R t

0
F�d� C R t

0
G�dB� a.s. for t � 0 is said to be an n-dimensional Itô process

starting at X0 with stochastic differential dX on Œ0;1/ denoted by dXt D FtdtC
GtdBt for t � 0. We have the following theorem, known as Itô’s lemma.

Theorem 8.1. Let X D .Xt/t�0 be an n-dimensional Itô process on PF having a
stochastic differential dXt D Ftdt C GtdBt for t � 0 with F D .f 1; : : : ; f n/�
and G D .gij /n�m such as above. Assume that g W Œ0;1/ � Rn ! Rp is a
C1;2 -map. Then the process Y D .Yt /t�0 defined by Yt D g.t; Xt / for t � 0 is
a p-dimensional Itô process having a stochastic differential dY D .dYt/t�0 with
dYt D .dY 1t ; : : : ; dY

p
t / and dY kt defined by

dY kt D @gk

@t
.t; Xt /dt C

nX

iD1

@gk

@xi
.t; Xt /dXi

t C 1

2

nX

iD1

nX

jD1

@2gk

@xi@xj
.t; Xt/dXi

t dX
j
t ;

for k D 1; 2; : : : ; p , where dBi
t dB

j
t D ıijdt and dBi

t dt D dtdBi
t D 0 for

i; j D 1; 2; : : : ; m . �
Example 8.1. Let r; ˛ 2 R and let X D .Xt/t�0 be a stochastic process on PF

such that dXt D r Xtdt C ˛ XtdBt for t � 0 , where B D .Bt /t�0 is a given
F-Brownian motion on PF . Using Itô formula, we can determine the process X .
To do this, let us rewrite the above equation in the form dXt=Xt D rdt C ˛dBt .
Taking g.t; x/ D ln.x/ for x > 0 , immediately from Itô’s formula we obtain

d.ln.Xt// D 1

Xt
�dXtC 1

2

�

� 1

X2
t

�

.dXt/2 D dXt
Xt

� 1

2X2
t

˛2X2
t dt D dXt

Xt
� 1
2
˛2dt :
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Therefore,

rt C ˛Bt D
Z t

0

dXt
Xt

D
Z t

0

d.ln.Xs//C 1

2
˛2t :

Assuming that X0 ¤ 0 a.s., we get

ln

�
Xt

X0

�

D
�

r � 1

2
˛2
�

t C ˛Bt

a.s. for t � 0 . Then

Xt D X0 exp

�

r � 1

2
˛2
�

t C ˛Bt

�

a:s:

Thus X D .Xt /t�0 is defined by Xt D X0 exp.	t C ˛Bt / a.s. for t � 0 with
	 D .r � 1

2
˛2/ .

A process X D .Xt /t�0 of the form Xt D X0 exp.	t C ˛Bt / with ˛;	 2 R

is called a geometric Brownian motion. Such processes are important as models for
stochastic prices in mathematical economics.

Remark 8.1. As an application of Itô’s formula, it follows that for every p � 2 ,
there exist positive constants K1 D K1.p/ and K2 D K2.p/ such that

K1EŒhM ip=2t � � E

"

sup
0�t�T

jMt jp
#

� K2EŒhM ip=2T

for 0 � t � T , every T > 0 and every continuous local martingale M such that
EŒjMT jp� < 1. �

Immediately from the properties of stochastic processes defined by indefinite Itô
integrals, it follows that for a given matrix-valued process G D .gij /n�m with
gij 2 M2

F.0;1/ and an m-dimensional F-Brownian motion B D .Bt /t�0 , the
process X D .Xt/t�1 with Xt D X0 C R t

0 G�dB� for t � 0 is a continuous
n-dimensional local F-martingale. It can be proved that for local martingales of
certain types, the converse is also true. We precede the presentation of such a
theorem by notions dealing with extensions of filtered probability spaces. Given
a filtered probability space PF D .�;F ;F; P / with a filtration F D .Ft /t�0 , we
will say that a filtered probability space QP QF D . Q�; QF ; QF; QP / with QF D . QFt /t�0 is
an extension of PF if there exists an . QF ;F/-measurable mapping � W Q� ! �

such that ��1.Ft / � QFt for t � 0 , P D QP ı ��1 , and for every Z 2
L1.�;F ; P;Rd / , an Rd -random variable QZ on QP QF defined by setting QZ. Q!/ D
Z.�. Q!// for Q! 2 Q� satisfies QEŒ QZj QFt �. Q!/ D EŒZj�Ft �.�. Q!// for every Q! 2 Q� .
There is a more general extension, called the standard extension, of a probability
spacePF. It is connected with the following problem: given an F-adapted stochastic
process X D .Xt/t�0 on a filtered probability space PF D .�;F ;F; P / with
a filtration F D .Ft /t�0 , we may need an m-dimensional F-Brownian motion
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independent of X . But because PF may not be rich enough to support such a
Brownian motion, we must extend the probability space in order to construct this.
To do this, suppose .�0;F 0; P 0/ is a another probability space on which we have
given an m-dimensional Brownian motion B 0 D .B 0/t�0 , and let

Q� D � ��0; QF D F ˝ F 0; QP D P � P 0; � Q! D ! for Q! D .!; !0/ 2 Q�:

If QF D . QFt /t�0 is a filtration on . Q�; QF ; QP/ such that Ft˝F 0 � QFt � Ft˝f�0;;g ,
then QP QF D . Q�; QF ; QF; QP / with QF D . QFt /t�0 is called a standard extension of the
filtered probability space PF . It can be verified that a standard extension of a filtered
probability space PF is an extension of this space. Let us observe that the filtration
QF defined above may not satisfy the usual conditions, so we augment it and make it
right continuous by defining QFt D T

s>t �.
QFs [ N / , where N is the collection of

all QP-null sets in QF . We also complete QF by defining QF D �. QF [ N / . We may
extend X and B to QF-adapted processes on QP by defining QXt. Q!/ D Xt.!/ and
QBt. Q!/ D Bt .!

0/ for Q! D .!; !0/ 2 Q� . Then QB D . QBt/t�0 is an m-dimensional
Brownian motion, independent of QX D . QXt/t�0 .

Remark 8.2. If PF D .�;F ;F; P / is separable, then there is a separable standard
extension of this space.

Proof. Let us take in the above definition of the standard extension of PF a prob-
ability space .�0;F 0; P 0/ that is separable and denote by .An/

1
nD1 and .A

0

m/
1
mD1

sequences dense in F and F 0, respectively. Let A 2 F , A0 2 F 0 and denote
by .Ank /

1
kD1 and .A

0

mk
/1kD1 subsequences of .An/1nD1 and .A

0

m/
1
mD1 , respectively

such that P.A4Ank / ! 0 and P 0.A04A0
mk
/ ! 0 as k ! 1 . We obtain

Ank �A0
mk

2 F �F 0 and QP Œ.A�A0/4.An �A0
mk
/� D .P �P 0/Œ.A�A0/4.Ank �

A0
mk
/� � 3P.A4Ank /�P 0.A04A0

mk
/ . Therefore, QP Œ.A�A0/4.Ank�A0

mk
/� ! 0 as

k ! 1 . Hence it follows that for every QA 2 QF , there is a subsequence .Ck/1kD1
of .An �A0

m/
1
n;mD1 such that QP . QA4Ck/ ! 0 as k ! 1 . �

Now we can formulate the following representation theorem.

Theorem 8.2. Suppose M D .M1; : : : ;Md/ , with Mi D .M i
t /t�0 for i D

1; 2; : : : ; d , is a d -dimensional continuous local F-martingale on PF such that
for every i; j D 1; 2; : : : ; d , the function RC 3 t ! ˝

Mi;Mj
˛
t
.!/ 2 R

is absolutely continuous for a.e. ! 2 �. Then there are a standard extension
QP QF D . Q�; QF ; QF; QP/ of PF, a d -dimensional QF-Brownian motion QB D . QBt/t�0

on QP QF , and a matrix-valued process � D .�ij /d�d with �ij 2 M2
QF.0;1/ for

i; j D 1; 2; : : : ; d such that:

(i) Mt D R t
0 ��d QB� for t � 0 ;

(ii)
˝
Mi;Mj

˛
t

D Pn
kD1

R t
0
�ik� �

jk
� d� a.s. for t � 0 and i; j D 1; 2; : : : ; d . �
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9 Stochastic Differential Equations and Diffusions

There are several approaches to the study of diffusions, running from the purely
analytic to the purely probabilistic. We present the stochastic differential equations
approach. It was suggested by P. Lèvy and was carried out in a masterly way by K.
Itô. The stochastic differential equations approach to diffusion processes provides
a powerful methodology and useful representation for a very large class of such
processes.

Given Borel-measurable vector- and matrix-valued mappings f W RC � Rd !
Rd and g W RC � Rd ! Rd�m , by a stochastic differential equation SDE.f; g/
we mean a relation

Xt D X0 C
Z t

0

f .�; X�/d� C
Z t

0

g.�; X�/dB� ; (9.1)

written usually in the differential form

dXt D f .t; Xt /dt C g.t; Xt /dBt ; (9.2)

which has to be satisfied a.s. for every t � 0 by a system .PF; X;B/ consisting of
a complete filtered probability space PF D .�;F ;F; P / with a filtration F D
.Ft /t�0 satisfying the usual conditions, a d -dimensional F-adapted continuous
stochastic process X D .Xt/t�0 , and an m-dimensional F-Brownian motion
B D .Bt /t�0 on PF such that

P

Z t

0

fjf i .�; X�/j C jgij .�; X�/j2gd� < 1
�

D 1

holds for every 1 � i � d; 1 � j � m and t � 0. Such system is said to be a weak
solution of the stochastic differential equation (9.1). A weak solution .PF; X;B/

of (9.1) is said to be unique in law if for every other weak solution . QP QF; QX; QB/
of (9.1), one has PX�1 D P QX�1 .

Corollary 9.1. If .PF; X;B/ is a weak solution of (9.1), then P.fR t
0

jf .s;Xs/
jds C R t

0 kg.s;Xs/k2ds < 1g/ D 1 for every t � 0 , where j � j and k � k denote
norms of Rd and Rd�m; respectively. �

Given a probability measure 	 W ˇ.Rd / ! Œ0; 1� , a weak solution .PF; X;B/

of (9.1) such that PX�1
0 D 	 is called a weak solution of (9.1) (or equivalently

of (9.2)) with an initial distribution 	 .

Remark 9.1. For a given .s; x/ 2 RC � Rd , we can also define a weak solution
.PF; X;B/ of (9.1) with the initial condition Xs D x a.s. �

If apart from the above mappings f and g , we are also given a complete filtered
probability space PF and anm-dimensional F-Brownian motion B D .Bt /t�0 on
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PF , then we can look for a d -dimensional F-adapted continuous stochastic process
X D .Xt /t�0 such that a system .PF; X;B/ satisfies (9.2) a.s. for every t � 0 .
Such a process X is called a strong solution of (9.2). It is clear that every strong
solution of (9.2) is also a weak solution; more precisely, a strong solution determines
a weak one. There are, however, stochastic differential equations having weak
solutions that do not admit strong ones. One such example is Tanaka’s equation,
of the form dXt D sgn.Xt/dBt for t � 0 .

In what follows, a weak solution .PF; X;B/ of (9.2) can be identified with a pair
.X;B/ of stochastic processes defined on PF . Many properties of weak solutions
of (9.2) are represented by properties of the process X . Therefore, a weak solution
.PF; X;B/ of (9.2) is often identified with the process X .

Let f D .f 1; : : : ; f d /� and g D .gij /d�m be as above. Associate to the
pair .f; g/ a linear operator Lfg defined on the space C2

0 .R
d / of all continuous

functions h W Rd ! R with compact support and having continuous and bounded
derivatives h

0

xi
and h

00

xi xj
for i; j D 1; 2; : : : ; d , by setting

.Lfgh/.t; x/ D
dX

iD1
f i .t; x/h

0

xi
.x/C 1

2

dX

i;jD1
�ij .t; x/h

00

xi xj
.x/ (9.3)

for h 2 C2
0 .R

d / , t � 0 , and x 2 Rd , where .�ij /d�d D g � g�. We shall prove
the following theorem.

Theorem 9.1. Let f W RC � Rd ! Rd and g W RC � Rd ! Rd�m be
Borel-measurable mappings and let 	 be a probability measure on ˇ.Rd /. The
stochastic differential equation (9.2) possesses at least one weak solution with
an initial distribution 	 if and only if there exist a filtered probability space
PF D .�;F ;F; P / with a filtration F D .Ft /t�0 satisfying the usual conditions
and a d -dimensional continuous F-adapted process X D .Xt/t�0 on PF with
PX�1

0 D 	 and such that for every h 2 C2
0 .R

d / , the process 'h D .'ht /t�0
defined by 'ht D h.Xt/�h.X0/�

R t
0
.Lfgh/.s; Xs/ds a.s. for t � 0 is a continuous

local F-martingale on PF .

Proof. Let .PF; X;B/ be a weak solution of (9.2) such that PX�1
0 D 	 . By Itô’s

formula, for every h 2 C2
0 .R

d / , one gets

h.Xt /�h.X0/ D
Z t

0

.Lfgh/.s; Xs/dsC
dX

iD1

mX

jD1

Z t

0

h
0

xi
.Xs/ �gij .s; Xs/dBj

s (9.4)

a.s. for t � 0. Therefore, for every h 2 C2
0 .R

d / , we have 'ht D Pd
iD1

Pm
jD1R t

0
h

0

xi
.Xs/ � gij .s; Xs/dBj

s a.s. for t � 0 , where Lfg is defined by (9.3). Hence,
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by the properties of X and Itô integrals, it follows that a process 'h D .'ht /t�0
is a continuous local F-martingale. Indeed, let Tn D infft � 0 W jXt j �
n or

R t
0 kg.s;Xs/k2ds � ng . We have Tn � TnC1 a.s., and by Corollary 9.1,

limn!1 Tn D 1 . Immediately from (9.4) and the properties of Itô integrals, we
obtain that .'ht^Tn/t�0 is for every n D 1; 2; : : : a continuous square integrable
F-martingale. Then .'ht /t�0 is a continuous local F-martingale.

Assume that there exist PF D .�;F ;F; P / with a filtration F D .Ft /t�0
satisfying the usual conditions and a d -dimensional continuous F-adapted process
X D .Xt/t�0 on PF with PX�1

0 D 	 and such that for every h 2 C2
0 .R

d / , the
process 'h D .'ht /t�0 defined above is a continuous local F-martingale on PF . In
particular, the process 'hil D .'

hi
t^Tl /t�0 defined by

'
hi
t^Tl D Xi

t^Tl � Xi
0 �

Z t^Tl

0

f i .s; Xs/ds ;

for hi 2 C2
0 .R

d / such that hi .x/ D xi for x 2 Kl WD fx 2 Rd W jxj � lg for
l D 1; 2; : : : with Tl D infft > 0 W Xt 62 Klg for l D 1; 2; : : : is a continuous
local F-martingale on PF . Therefore, for every l D 1; 2; : : : , there is an increasing
sequence .Sln/

1
nD1 of finite F-stopping times Sln such that limn!1 Sln D 1 a.s.

Taking �l D Tl^Sll for l D 1; 2; : : : , we obtain that .'hit^�l /t�0 is an F-martingale

for l D 1; 2; : : : . Then a process .'hit /t�0 is a continuous local martingale and

'
hi
t D Xi

t � Xi
0 �

Z t

0

f i .s; Xs/ds

for i D 1; 2; : : : ; d and t � 0.
Similarly, for every hij 2 C2

0 .R
d / such that hij .x/ D xixj for x 2 Kl , the

process 'hij D .'
hij
t /t� is a continuous local F-martingale and

'
hij
t D Xi

t X
j
t � Xi

0X
j
0 �

Z t

0

ŒXi
s f

j .s; Xs/CXj
s f

i .s; Xs/C �ij .s; Xs/�ds

for i; j D 1; 2; : : : ; d and t � 0 . Hence it follows that

'
hi
t � 'hjt �

Z t

0

�ij .s; Xs/ds D '
hij
t �Xi

0'
hj
t � X

j
0 '

hi
t CM

ij
t (9.5)

a.s., where

M
ij
t D

Z t

0

.Xi
s �Xi

t /f
j .s; Xs/ds C

Z t

0

.Xj
s �Xj

t /f
i .s; Xs/ds

C
�Z t

0

f i .s; Xs/ds

�

�
�Z t

0

f j .s; Xs/ds

�
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for i; j D 1; 2; : : : ; d and t � 0 , which by Itô’s formula, can be written in the
form

M
ij
t D

Z t

0

.'his � '
hi
t /f

j .s; Xs/ds C
Z t

0

.'
hj
s � '

hj
t /f

i .s; Xs/ds

D �
Z t

0

�Z s

0

f j .u; Xu/du

�

d'his �
Z t

0

�Z s

0

f i .u; Xu/du

�

d'
hj
s :

But X is F-adapted. Then by virtue of Remark 7.1, .M ij
t /t�0 is a continuous

local F-martingale. It is clear that .'
hij
t �Xi

0'
hj
t �Xj

0 '
hi
t /t�0 is a continuous local

F-martingale, too. Therefore, immediately from (9.5), it follows that

˝
'hi ; 'hj

˛
t

D
Z t

0

�ij .s; Xs/ds a:s: for t � 0:

By virtue of Theorem 8.2, there exist a standard extension QP QF D . Q�; QF ; QF; QP /
of PF , a d -dimensional QF-Brownian motion QB D . QBt/t�0 on QP QF , and a matrix-
valued process � D .�ij /d�d with �ij 2 M2

QF.0;1/ satisfying P Œ
R t
0
.�ij /2�d� <

1� D 1 for i; j D 1; 2; : : : ; d and such that

Q'hit D
dX

jD1

Z t

0

�ijs d QBj
s

QP � a:s: for t � 0 ;

with Q'hit . Q!/ D '
hi
t .�. Q!// for Q! 2 Q�, where � W Q� ! � is the . QF ;F/-

measurable mapping described in the definition of the extension of PF because
its standard extension QP QF is also its extension. But

Q'hit D QXi
t � QXi

0 �
Z t

0

f i .s; QXs/ds QP � a:s: for t � 0 and i D 1; 2; : : : ; d;

where QXi
t . Q!/ D Xi

t .�. Q!// for Q! 2 Q�. Therefore,

QXt D QX0 C
Z t

0

f .s; QXs/ds C
Z t

0

�sd QBs QP � a:s: for t � 0 : (9.6)

Furthermore, for every A 2 ˇ.Rd / , we have .P QX�1
0 /.A/ D QP Œ QX�1

0 .A/� D
QP Œ.X0 ı �/�1.A/� D . QP ı ��1/ŒX�1

0 .A/� D P ŒX�1
0 .A/� D .PX�1

0 /.A/ D
	. Hence it follows that if we are able to establish the existence on QP QF of
an m-dimensional QF-Brownian motion OB D . OBt/t�0 such that

R t
0 �sd QBs D

R t
0 g.s;

QXs/d OBs a.s. for t � 0 , then the system . QP QF; QX; OB/ will be a weak solution
of (9.2) with an initial distribution 	 . Indeed, by (9.6), it follows that (9.2) will be
satisfied. Furthermore, by the identities

˝
'hi ; 'hj

˛
t

D
Z t

0

�ij .s; Xs/ds; Q'hit D
dX

jD1

Z t

0

�ijs d QBj
s
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and the definition of � , it follows that

QP
2

4
dX

jD1
�
ij
t �

kj
t D �ik.t; Xt/ for a:e: t � 0

3

5 D 1

for i � i; k � d , which implies that

QP
Z t

0

.gij /2.�; QX�/d� < 1
�

D 1 for 1 � i � d; 1 � j � m and t � 0 :

Let us observe first that it suffices to construct a process OB with m D d . Indeed,
if d < m , we may augment QX , f ı QX and g ı QX by setting QXi D f i .t; QXt/ D
gij .t; QXt/ D 0 for d C 1 � i � m and 1 � j � m . This d -dimensional process
QX satisfies the conditions presented in the second part of the proof, and we may

proceed as before except now we shall obtain a matrix � , which, like g ı QX , will
be of dimension d � d . On the other hand, if m < d , we have only to augment
g ı QX by setting gij .t; QXt/ D 0 for 1 � i � d and mC 1 � j � d , and nothing
else is affected. Both � and g ı QX are then d � d matrices.

By diagonalization, � � �� D Qg � Qg�, where Qg D g ı QX , and studying the effect
of the diagonalization transformation on � and Qg , we can show that there exists a
Borel-measurable d � d -matrix-valued function R.�; Qg/ defined on the set

D D f.�; Qg/ W � and Qg are d � d � matrices with � � �� D Qg � Qg�g

such that Qg D �R.�; Qg/ and R.�; Qg/ � R�.�; Qg/ D I , the identity d � d

matrix. We set OBt D R t
0
R�.�s; g.s; QXs//d QBs for t � 0 . It is easy to see that

OB D . OBt/t�0 is a continuous local QF-martingale such that
D OBi ; OBj

E

t
D tıij

for i; j D 1; 2; : : : ; d and t � 0 . By Theorem 5.8, OB is an QF-Brownian
motion such that d OBt D RT .�t ; g.t; QXt//d QBt for t � 0 . Hence it follows that
�tR.�; g.t; QXt//d OBt D �tR.�; g.t; QXt// � RT .�; g.t; QXt//d QBt D �td QBt for t � 0 ,
which is equivalent to g.t; QXt/d OBt D �td QBt . �
Corollary 9.2. If a pair .PF; X/ satisfies the conditions of Theorem 9.1, then
the distribution PX�1 is a probability measure on .C; ˇ.C // with a filtration
ˇt .C / D �.

S
w2C fw.s/ W 0 � s � tg/ such that the process .h.w.t// �

h.w.0// � R t
0 .Lfgh/.s;w.s//ds/t�0 is a continuous local .ˇt .C //t�0-martingale

on .C; ˇ.C // for every h 2 C2
0 .R

d // , where C D C.RC;Rd / . �
The properties of the distribution PX�1 described above can be equivalently

expressed by saying that a measure PX DW PX�1 is a solution of the local martin-
gale problem for the differential operator Lfg: Such a problem is also called a local
Lfg-martingale problem. More generally, for a given differential operator Lfg and
.s; x/ 2 Œ0;1/ � Rd , a solution of the local martingale problem for Lfg (or for
a pair .f; g/ ) starting from .s; x/ is a probability measure Ps;x on .C; ˇ.C //
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satisfying Ps;x.fx.t/ D x for 0 � t � sg/ D 1 and such that the process
.h.x.t// � h.x/ � R t

s
.Lfgh/.�; x.�//d�/t�s is a continuous .Ps;x; .ˇt .C //t�0/-

local martingale for every h 2 C2
0 .R

d / . The local Lfg-martingale problem is said
to be well posed if for each .s; x/ , there is exactly one solution of the martingale
problem starting from .s; x/ .

Corollary 9.3. Given bounded measurable functions f W RC �Rd ! Rd and g W
RC�Rd ! Rd�m , and .s; x/ 2 RC�Rd , the stochastic differential equation (9.2)
possesses at least one weak solution starting from .s; x/ if and only if the Lfg-
local martingale problem possesses at least one solution starting from .s; x/ . The
stochastic differential equation (9.2) possesses exactly one in law weak solution
starting from .s; x/ if and only if the local Lfg-martingale problem starting from
.s; x/ is well posed. �

Sufficient conditions for the well-posedness of martingale problems are given by
the following theorem.

Theorem 9.2. Let f W RC � Rd ! Rd and g W RC � Rd ! Rd�m be bounded
and measurable and such that � D g�g� satisfies inf0�t�T inf�2.Rdnf0g/

h �;�.t;x/ i
j� j2 >

0 and limy!x sup0�t�T jj�.t; y/��.t; x/k D 0 for every T > 0 and x 2 Rd . For
every .s; x/ 2 RC �Rd , the local Lfg-martingale problem starting from .s; x/ is
well posed. �

We can now prove the following existence theorem.

Theorem 9.3. Let f W RC �Rd ! Rd and g W RC �Rd ! Rd�m be continuous
and bounded. Then for every probability measure 	 on ˇ.Rd / , there exists a weak
solution .PF; X; P / of (9.2) with an initial distribution 	 .

Proof. By virtue of Theorem 9.1, for the existence of a weak solution .PF; X; P /

of (9.2) with an initial distribution 	 , it suffices to construct a d -dimensional
process OX D . OXt/t�0 on any filtered probability space OP OF D . O�; OF ; OF; OP /
such that OX is OF-adapted, P OX�1

0 D 	 and for every h 2 C2
0 , the process

'h D .'ht /t�0 with 'ht D h. OXt/ � h. OX0/ � R t
0 .Lfgh/.s;

OXs/ds a.s. for t � 0 is a
continuous local OF-martingale. To do this, let us select a filtered probability space
PF D .�;F ;F; P / with a filtration F D .Ft /t�0 satisfying the usual conditions
and such that there exists an m-dimensional F-Brownian motion B D .Bt /t�0
defined on this space. Let tkl D k=2l for every k; l D 0; 1; 2; : : : and define fl
and gl by setting fl .t; x/ D f .tkl ; x/ and gl .t; x/ D g.tkl ; x/ for x 2 Rd

and k=2l � t < .k C 1/=2l for k; l D 0; 1; 2; : : : . For every l D 1; 2; : : : , the
functions fl and gl are Borel-measurable and bounded. Select an F0-measurable
Rd -random variable � defined on PF such that P��1 D 	 . Let us define on PF a
sequence .Xl/1lD1 of d -dimensional stochastic processes Xl D .Xl

t /t�0 by setting
Xl
0 D � a.s. and Xl

t D Xl

tkl
C fl.t; X

l

tkl
/.t � tkl / C gl .t; X

l

tkl
/.Bt � Btkl

/ a.s. for

l D 1; 2; : : : and tkl � t � tkC1
l with k D 0; 1; 2; : : : : It is clear that Xl is defined

a.s. for t � 0 , and for every t � 0 and l D 1; 2; : : : is Ft -measurable. It is easy
to see that Xl is continuous and that
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Xl
t D Xl

s C
Z t

s

fl
�
�;Xl

�

	
d� C

Z t

s

gl
�
�;Xl

�

	
dB�

a.s. for 0 � s < t � T and every T > 0 . Hence in particular, it follows that for
every m D 1; 2; : : : , there is Cm > 0 such that

EŒjXl
t � Xl

s j2m� � CmE

�Z t

s

jfl .�; Xl
� /j2d�

�m�

CCmE
�Z t

s

kgl .�; Xl
� /k2d�

�m�

� CmM
2jt � sjm ;

where M > 0 is such that max.jf .t; x/j; kg.t; x/k/ � M for x 2 Rd and t � 0 .
Furthermore, supl�1 sup0�t�T EŒjXl

t j2m� � Cm for every T > 0 . Therefore, by
virtue of Theorem 2.4, there are an increasing subsequence .li /

1
iD1 of .l/1lD1 ,

a probability space OP D . O�; OF ; OP / , and d -dimensional continuous stochastic
processes OX , OXli , i D 1; 2; : : : , defined on OP such that P.Xli /�1 D P. OXli /�1
for i D 1; 2; : : : and supt�0 j OXli

t � OXt j ! 0 a.s. as i ! 1 . By Itô’s formula, for
every h 2 C2

0 .R
d / and i D 1; 2; : : : , one gets

E



h.X
li
t / � h.Xli

s /�
Z t

s

�
Lfli gli h

	
.�; Xli

� /jFs
�

D E

2

4
dX

rD1

mX

jD1

Z t

s

h
0

xr
.Xli

� /g
r;j

li
.�; Xli

� /dB� jFs
3

5 D 0

a.s. for every 0 � s � t < 1 . Then for every continuous and bounded function
F W Rd ! R , we have

E

�

E



F.Xli
s /

�

h.X
li
t / � h.Xli

s / �
Z t

s

�
Lfli gli h

	
.�; Xli

� /

�

jFs
��

D 0

for every 0 � s � t < 1 and i D 1; 2; : : : . Thus

E



F.Xli
s /

�

h.X
li
t / � h.Xli

s / �
Z t

s

�
Lfli gli h

	
.�; Xli

� /

��

D 0

for every 0 � s � t < 1 and i D 1; 2; : : : ;, which implies

OE


F. OXs/
�

h. OXt/ � h. OXs/�
Z t

s

�
Lfgh

	
.�; OX�/

��

D lim
i!1

OE


F. OXli
s /

�

h. OXli
t / � h. OXs/ �

Z t

s

�
Lfli gli h

	
.�; OXli

� /

��

D 0
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for every 0 � s � t < 1 . Let OFt D T
">0 �Œ

OXu W 0 � u � t C "� for t � 0 .
Therefore,

OE
�

F. OXs/ OE
�

h. OXt/� h. OXs/�
Z t

s

�
Lfgh

	
.�; OX�/

�

j OFs
��

D 0

for every 0 � s � t < 1, which by the monotone class theorem can be extended
for every bounded measurable function F . Taking in particular F such that

F. OXs/ D OE
�

h. OXt/� h. OXs/�
Z t

s

�
Lfgh

	
.�; OX�/

�

j OFs
�

;

we obtain

OE
�

h. OXt/� h. OXs/ �
Z t

s

�
Lfgh

	
.�; OX�/

�

j OFs
�

D 0

a.s. for 0 � s � t < 1 and h 2 C2
0 .R

d / . Then a process 'h D .'ht /t�0 defined
by 'ht D h. OXt/ � h. OX0/ � R t

0
.Lfgh/.�; OX�/d� a.s. for t � 0 is a continuous local

OF-martingale on OP OF D . O�; OF ; OF; OP / with OF D . OFt /t�0 . �

Remark 9.2. The boundedness of f and g in Theorem 9.3 can be weakened to the
following linear growth condition: there exists a positive number K such that

jf .t; x/j2 C kg.t; x/k2 � K2.1C jxj2/ (9.5)

for every t � 0 and x 2 Rd . The condition (9.5) is necessary for the existence of
global solutions of (9.2), i.e., of solutions of the form X D .Xt /t�0. �

The following uniqueness theorem follows immediately from Corollary 9.3 and
Theorem 9.2.

Theorem 9.4. Let f W RC �Rd ! Rd and g W RC �Rd ! Rd�m be continuous
and bounded. If g is such that the matrix function � W RC�Rd ! Rd�d defined by
�.t; x/ D g.t; x/ � g�.t; x/ is uniformly positive, then for every .s; x/ 2 RC �Rd ,
the stochastic differential equation (9.2) possesses exactly one in law weak solution
starting from .s; x/ .

Proof. It is enough to observe that for fixed .s; x/ 2 RC � Rd and T > 0 , the
restriction of � to Œ0; T ��Bx , where Bx is a compact neighborhood of x 2 Rd , is
uniformly continuous. Therefore, limy!x sup0�s�T k�.s; y/ � �.s; x/k D 0 . Now
the result follows from Theorem 9.2 and Corollary 9.3. �

We can now define diffusion processes generated by weak solutions of stochastic
differential equations. Let us note that a diffusion can be thought of as a continuous
strong Markov process X D .Xt /t�0 on a filtered probability space PF D
.�;F ;F; P / . It can be represented as a unique solution of the autonomous
stochastic differential equation

Xt D X0 C
Z t

0

f .Xs/ds C
Z t

0

g.Xs/dBs ; (9.6)
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where f W Rd ! Rd and g W Rd ! Rd�m are given functions such that (9.6)
has a unique in law weak solution. In what follows, by a diffusion starting with
.s; x/ 2 RC�Rd we shall mean a unique in law weak solution .PF; X;B/ for (9.6)
with an initial condition Xs D x a.s. Usually, it will be identified with a continuous
process X D .X.t//t�0 instead of .PF; X;B/. It is denoted simply by Xs;x or
X
fg
s;x . The following result can be obtained immediately from Theorem 9.4.

Corollary 9.4. If f W Rd ! Rd and g W Rd ! Rd�m are continuous and
bounded, and g is such that the matrix function � W Rd ! Rd�d defined by
�.x/ D g.x/ � g�.x/ is uniformly positive, then for every .s; x/ 2 RC �Rd , there
is a diffusion process Xfg

s;x D .X
fg
s;x .t//t�0 on a filtered probability space PF D

.�;F ;F; P / supporting an m-dimensional F-Brownian motion B D .Bt /t�0
such that .PF; X

fg
s;x ; B/ is a unique in law weak solution of (9.2) with the initial

condition Xs D x a.s. �

In what follows, for a given .s; x/ 2 RC � Rd , by Es;x we shall denote
the mean value operator with respect to the probability law Qs;x of a diffusion
Xs;x D .X

s;x
t /t�0. To define it, let Ms;x be a �-algebra on � generated by random

variables Xt W � 3 ! ! X
s;x
t .!/ 2 Rd with t � s and x 2 Rd . Define a

probability measure Qs;x on Ms;x such that Qs;x.fXt1 2 A1; : : : ; Xtk 2 Akg/ D
P.fXs;x

t1 2 A1; : : : ; Xs;x
tk

2 Akg/ for Ai 2 ˇ.Rd / with i D 1; 2; : : : ; k and k � 1.
If s D 0 , we will write Ex and Qx instead of E0;x and Q0;x . We shall now
prove that the above-defined diffusion has the following Markov properties.

Theorem 9.5. Let f W Rd ! Rd and g W Rd ! Rd�m be continuous and
bounded, assume that g is such that the matrix function � W Rd ! Rd�d defined
by �.x/ D g.x/ � g�.x/ is uniformly positive, and let X D .Xt/t�0 be a diffusion
on PF starting with .0; x/ for x 2 Rd . For every bounded continuous function
F W Rd ! R and t; h � 0 , one has

ExŒF.XtCh/jFt �.!/ D EXt.!/ŒF .Xh/� ; (9.7)

where ExŒF.XtCh/jFt � denotes the conditional expectation with respect to Qx .

Proof. For r � t , we have Xt;x
r D X

t;x
t C R r

t
f .Xt;x

� /d� C R r
t
g.Xt;x

� /dB� a.s.
By the uniqueness in law of X , we have EŒF.Xt;x

r .�/� D EŒF.Xt;Xt
r .�/� . Denoting

Xt;x
r by '.x; t; r; �/ for r � 1 , we get EŒF.Xt;x

r .�/� D EŒF.'.x; t; r; �//� for
r � t . Note that Xt;x

r is independent of Ft . Then

EŒF.'.Xt ; t; t C h; �//jFt � D EŒF.'.x; 0; h; �//jFt �xDXt :

Let  .x; !/ D F ı '.x; t; t C h; !// . It is clear that  is measurable. Then
it can be approximated pointwise boundedly by a sequence .lk/1kD1 of functions of

the form
Pp.k/

jD1 kj .x/�kj .!/ . Therefore,
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EŒ .Xt ; � /jFt � D EŒ lim
k!1 lk.Xt ; � /jFt �

D lim
k!1

p.k/X

jD1
kj .Xt /EŒ�

k
j . � /jFt �

D lim
k!1

p.k/X

jD1
EŒkj .y/�

k
j . � /jFt �yDXt

D EŒ .y; � /jFt �yDXt D EŒ .y; � /�yDXt :
From the time-homogeneity of X D .Xt /t�0 , it follows that

EŒF.'.Xt ; t; t C h; � //jFt � D EŒF.'.y; t; t C h; � //�yDXt
D EŒF.'.y; 0; h; � //�yDXt :

Then (9.7) is satisfied. �

Theorem 9.6. Let f W Rd ! Rd and g W Rd ! Rd�m be continuous and
bounded and assume that g is such that the matrix function � W Rd ! Rd�d
defined by �.x/ D g.x/ � g�.x/ is uniformly positive, and let X D .Xt/t�0 be a
diffusion on PF starting with .0; x/ for x 2 Rd . For every bounded continuous
function F W Rd ! R and F -stopping time � < 1 , a.s. one has

ExŒF.X�Ch/jF� �.!/ D EX�.!/ŒF .Xh/� for all h � 0 : (9.8)

Proof. We have

X
�;x
�Ch D x C

Z �Ch

�

f .X�;x
s /ds C

Z �Ch

�

g.X�;x
s /dBs :

By the strong Markov property for Brownian motions, the process QBv D B�Cv�B�
with v � 0 is again an F-Brownian motion independent of F� . Therefore,

X
�;x
�Ch D x C

Z h

0

f .X
�;x
�Cv/dv C

Z h

0

g.X
�;x
�Cv/d QBv :

Thus the process .X�;x
�Ch/h�0 has the same distribution as .Yh/h�0 defined by

Yh D x C
Z h

0

f .Yv/dv C
Z h

0

g.Yv/d QBv :

Then EŒF.X�;x
�Ch/� D EŒF.Yh/� for h � 0 . Since .Yh/h�0 is independent of

F� , it follows that .X�;x
�Ch/h�0 must be independent of F� , too. From the unique-

ness in law of .X0;x
h /h�0 , it follows that .Yh/h�0 and .X�;x

�Ch/h�0 have the same law
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as .X0;x
h /h�0 . Let '.x; t; r; !/ D Xt;x

r .!/ for r � t and ! 2 � . Hence it follows
that EŒF.'.x; 0; � C h; � //jF� � D EŒF.'.x; 0; h; � //�

xDX0;x� . Setting Xt D X
0;x
t ,

we get

'.x; 0; � C h; !// D X�Ch.!/ D x C
Z �Ch

0

f .Xs/ds C
Z �Ch

0

g.Xs/dBs

D x C
Z �

0

f .Xs/ds C
Z �

0

g.Xs/dBs

C
Z �Ch

�

f .Xs/ds C
Z �Ch

�

g.Xs/dBs

D '.X� ; �; � C h; !/ :

Therefore, (9.8) can be written in the form EŒF.'.X� ; �; � C h; � //jF� � D
EŒF.'.x; 0; h; � //�xDX� . Putting  .x; t; r; !/ D F.'.x; t; r; !// , we can assume,
similarly as in the proof of Theorem 9.5, that  has the form  .x; t; r; !/ DP

j j .x/�j .t; r; !/ . Therefore,

EŒ .X� ; �; � C h; � /jF� � D
X

j

EŒj .X�/�j .�; � C h; � /jF� �

D
X

j

j .X�/EŒ�j .�; � C h; � /jF �

D
X

j

EŒj .x/�j .�; � C h; � /jF� �xDX�

D EŒ .x; �; � C h; � /jF� �xDX� D EŒF.X
�;x
�Ch/�xDX�

D EŒF.X
0;x
h /�xDX� D EŒF.'.x; 0; h; � //�xDX� : �

Remark 9.3. By induction, we can extend (9.8) to k bounded Borel functions f1 W
Rd ! R ,. . . , fk W Rd ! R and get the relation

ExŒf1.X�Ch1/f2.X�Ch2/ : : : fk.X�Chk /� D EX� Œf1.Xh1/f2.Xh2/ : : : fk.Xhk /�

for the F-stopping time � and h1 � h2 � � � � � hk , which can be written in the
general form ExŒ���jF� � D EX� Œ�� , where � denotes the shift operator defined by
�t� D f1.Xt1Ct /f2.Xt2Ct / : : : fk.XtkCt / for � D f1.Xt1/f2.Xt2/ : : : fk.Xtk / . �
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10 The Infinitesimal Generator of Diffusion

A diffusion process defined as the unique solution of the autonomous stochas-
tic differential equation (9.6) is also known as Itô diffusion. There is another
definition of diffusion processes. For a d -dimensional process X D .Xt/t�0
on a filtered probability space PF , it must be a diffusion that is a continuous
time-homogeneous F-Markov process starting with .0; x/ such that the limit
limt!0.1=t/ ŒE

xŒh.Xt /� � h.x/� exists for every h in a suitable subclass DX of
the space C.Rd ;R/ . The existence of the above limit admits the definition of
an operator on DX , called the infinitesimal generator of X . Such a diffusion is
known as a Kolmogorov–Feller diffusion. Let us note that we can also associate
the infinitesimal generator to an Itô diffusion X D .Xt/t�0 starting with .s; x/ 2
RC � Rd . To define it, let us denote by DX the set of all functions h W Rd ! R

such that the limit limt!0.1=t/ ŒE
xŒh.Xt /� � h.x/� exists for every h 2 DX . The

operator AX defined on DX by setting

.AXh/.x/ D lim
t!0

ExŒh.Xt /� � f .x/

t
(10.1)

for every h 2 DX and x 2 Rd is called the infinitesimal generator of the Itô
diffusion X . The set DX is called the domain of AX .

Remark 10.1. If X is the unique in law solution of the stochastic differential
equation (9.6) starting from .0; x/ , then AX will be denoted by Afg . In such a
case, the domain DX is also denoted by Dfg . �

Similarly as above, we shall consider an infinitesimal generator Afg on the
space C2

0 .R
d / defined above. It can be verified that if h 2 C2

0 .R
d / , then all partial

derivatives of h up to order two are continuous and bounded. We have the following
result.

Theorem 10.1. Let f W Rd ! Rd and g W Rd ! Rd�m be continuous and
bounded and assume that g is such that the matrix function � W Rd ! Rd�d
defined by �.x/ D g.x/ � g�.x/ is uniformly positive, and let X D .Xt/t�0 be an
Itô diffusion on PF starting with .0; x/ 2 RC � Rd defined by the weak solution
.PF; x; P / of (9.6). Then C2

0 .R
d / � DX , and for every h 2 C2

0 .R
d / , one has

Afgh D Lfgh , i.e.,

.Afgh/.x/ D
dX

iD1
f i .x/h

0

xi
.x/C 1

2

dX

i;jD1
�ij .x/h

00

xi xj
.x/ (10.2)

for x 2 Rd , where .�ij .x//d�d D �.x/.
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Proof. By Itô’s formula, for every h 2 C2
0 .R

d / , we obtain

h.Xt/ D h.X0/C
Z t

0

0

@
dX

iD1
f i .Xs/h

0

xi
.Xs/C 1

2

dX

i;jD1
�ij .Xs/h

00

xixj
.Xs/

1

A ds

C
dX

iD1

mX

jD1

Z t

0

�ij .Xs/h
0

xi
.Xs/dB

j : (10.3)

Hence it follows that

ExŒh.Xt /� � h.x/ D
Z t

0

Ex

2

4
dX

iD1
f i .Xs/h

0

xi
.Xs/C 1

2

dX

i;jD1
�ij .Xs/h

00

xixj
.Xs/

3

5 ds

for t � 0 , because X0 D x a.s. Therefore, by the continuity of functions f and
g , the limit (10.1) exists for every x and is equal to the right-hand side of (10.2).
In particular, it follows that C2

0 .R
d / � DX . �

Corollary 10.1. If the conditions of Theorem 10.1 are satisfied, then for every
h 2 C2

0 .R
d / and every F-stopping time � such that ExŒ�� < 1 , the following

Dynkin’s formula is satisfied:

ExŒh.X� /� D h.x/CEx

Z �

0

.Afgh/.Xs/ds

�

for x 2 Rd .

Proof. Let G W Rd ! R be continuous and such that jG.x/j � M for M > 0 .
For every positive integer k , one has ExŒ

R �^k
0

G.Xs/dBs� D ExŒ
R k
0
1fs<�gG.Xs/

dBs� D 0 , because G.Xs/ and 1fs<�g are bounded and Fs-measurable. Moreover,

Ex

2

4

 Z �^k

0

G.Xs/dBs

!23

5 D Ex

"Z �^k

0

jG.Xs/j2ds
#

� M2ExŒ�� < 1 :

Therefore, the family
�R �^k

0
G.Xs/dBs

�

k�1 is uniformly integrable and

Ex

2

4

ˇ
ˇ
ˇ
ˇ
ˇ

Z �^k

0

G.Xs/dBs �
Z �

0

G.Xs/dBs

ˇ
ˇ
ˇ
ˇ
ˇ

2
3

5 ! 0

as k ! 1. Then limk!1ExŒ
R �^k
0

G.Xs/dBs� D ExŒ
R �
0
G.Xs/dBs� D 0 . Now

the result follows immediately from (10.3). �
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There are some problems for which it is much more suitable that the operators
be defined in a more general way than the infinitesimal ones. Let X D .Xt/t�0
be an Itô diffusion defined by a weak solution .PF; X;B/ of (9.6) with f and g
satisfying the conditions of Corollary 9.4. The characteristic operator LX of X is
defined by

.LXh/.x/ D lim
k!1

ExŒh.X�k /� � f .x/

ExŒ�k�
;

where the Uk are open sets decreasing to the point x , i.e., such that
T1
kD1 Uk D

fxg , �k D infft > 0 W Xt 62 Ukg , and h belongs to the set CX of all functions h W
Rd ! R such that the above limit exists for all sequences .Uk/1kD1 . If ExŒ�k� D 0

for every open neighborhood Uk of x , then we define .LXh/.x/ D 0 . The set
CX is called the domain of LX .

Remark 10.2. It can be verified that DX � CX and that for every h 2 DX , one has
LXh D AXh . If X is defined by (9.6), then LX and CX are denoted by Lfg and
Cfg, respectively. �

A point x 2 Rd is called a trap for X D .Xt/t�0 if Qx.fXt D x for all t �
0g/ D 1 , i.e., if Qx.f�x D 1g/ D 1, where �x D infft > 0 W jXt j > jxjg.

Remark 10.3. It can be verified that if x is not a trap for X , then there exists an
open set U containing x such that ExŒ�U � < 1 . �

Let us consider characteristic operators on the space C2
0 .R

d / . We have the
following result.

Theorem 10.2. Let f and g satisfy the conditions of Corollary 9.4 and let X D
.Xt/t�0 be an Itô diffusion defined by the weak solution .PF; X;B/ of (9.6). Then

.Lfgh/.x/ D
dX

iD1
f i .x/h

0

xi
.x/C 1

2

dX

i;jD1
�ij .x/h

00

xi xj
.x/

for every h 2 C2
0 .R

d / and x 2 Rd , where � D g � g� and � D .�ij /d�d . �

In applications of diffusion processes, very often the following question arises:
when is the inequality ExŒ�D� < 1 satisfied for a d -dimensional diffusion process
X D .X

fg
x .t//t�0 , a bounded domain D � Rn , and �D D infft � 0 W Xfg

x .t/ 62
Dg ? The answer is given by the following lemma.

Lemma 10.1. Let D � Rd be a bounded domain and suppose f W Rd ! Rd

and g W Rd ! Rd�m are continuous, bounded, and such that the matrix function
� W Rn ! Rn�n defined by �.x/ D g.x/ � g�.x/ for x 2 Rd is uniformly positive
on D , and let X D .X

fg
x .t//t�0 be a unique in law weak solution of SDE.f; g/

with initial conditionXfg
x .0/ D x a.s. Then ExŒ�D� < 1 .

Proof. By the properties of the function g , we have minx2 ND
Pd

i;j �ij .x/�i �j �
j�j2 > 0 for every � 2 Rd and  > 0. Hence it follows that minx2 ND �ii .x/ >
0 for every 1 � i � d . Fix 1 � i � d and let a D minx2 ND �ii .x/ , b D
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maxx2 ND jf .x/j , q D minx2 ND xi , and 
 > .2b=a/ . Consider the function h.x/ D
�	 � exp.
xi / for x D .x1; : : : ; xd / 2 D , where the constant 	 > 0 will be
appropriately selected later. It is clear that h 2 C1.D;R/ and fi .x/ � �jfi .x/j �
�b. Then

�.Lfgh/.x/ D 	e
xi

1

2

2�i i .x/C 
fi .x/

�

� 	

2

a � e
q

�


 � 2b

a

�

for x 2 D . Choosing 	 sufficiently large, we can guarantee that .Lghh/.x/ � �1
for every x 2 D . The function h and its derivatives are bounded on ND , so by the
last inequality and Itô’s formula, we get Ex.t^�D/ � h.x/�ExŒh.X

fg
x .t^�D//� �

2maxz2 ND jh.z/j < 1 for every x 2 D and t � 0 which in the limit t ! 1 leads
to the inequality ExŒ�D� < 1 . �

Remark 10.4. The above result is also true for continuous bounded functions f W
Rd ! Rd , g W Rd ! Rd�m , Qf W Œ0; T � � Rd ! Rd , and Qg W Œ0; T � �
Rd ! Rd�m such that minx2 ND �ii .x/ > 0 and min.t;x/2Œ0;T �� ND Q�ii .t; x/ > 0 ,
respectively, for some 1 � i � d , where �.x/ D g.x/ � g�.x/, Q�.t; x/ D
Qg.t; x/ � Qg�.t; x/ , and Q� D . Q�ij /n�n. �

11 Diffusions Defined by Nonautonomous Stochastic
Differential Equations

Let f W RC � Rd ! Rd and g W RC � Rd ! Rd�m be given. In what follows,
we shall say that f and g satisfy conditions .C/ if f and g are continuous
and bounded, and g is such that the matrix function � D g � g� is uniformly
positive. Immediately from Theorem 9.4, it follows that for such f and g and
every .s; x/ 2 RC � Rd , the stochastic differential equation

Xt D x C
Z t

s

f .�; X�/d� C
Z t

s

g.�; X�/dB� (11.1)

possesses a unique in law weak solution .PF; X;B/ . Let us observe that the
process X D .Xt/t�0 defined by (11.1) is not a strong Markov process, which
makes it unable to be a diffusion process. However, with an extra argument, by
extending its state space, we can conclude that the above weak solution X defines
a .d C 1/-dimensional Itô diffusion Y D .Yt /t�0 of the form Yt D .sC t; X�

sCt /� .
To get an appropriate stochastic differential equation for Y , let us define new
functions f W RC � Rd 3 .t; x/ ! f.t; x/ 2 RdC1 and g W RC � Rd 3
.t; x/ ! g.t; x/ 2 R.dC1/�m by setting f.t; x/ D .1; f .t; x//� and g.t; x/ D
.0; g1.t; x/; : : : ; gd .t; x//� with 0; gi .t; x/ 2 R1�m , where 0 D .0; : : : 0/ and
gi .t; x/ denotes for every i D 1; 2; : : : ; d , the i th row of the matrix g. It is
clear that .PF; Y; QB/ is a weak solution of the autonomous stochastic differential
equation
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Yt D .s; x/C
Z t

0

f.Y�/d� C
Z t

0

g.Y�/d QB� ; (11.2)

where QB D . QBt/t�0 with QBt D BsCt � Bs for t � 0 . Indeed, by a change of
variables � to s C � in the formula (11.1) defining XsCt , we get

XsCt D x C
Z t

0

f .s C �;XsC� /d� C
Z t

0

g.s C �;XsC� /d QB�

a.s. for t � 0 . Therefore,

Yt D .s C t; XsCt / D
�

s C t; x C
Z t

0

f .Y� /d� C
Z t

0

g.Y� /d QB�
�

D .s; x/C
Z t

0

.1; f .Y� //d� C
Z t

0

.0; g1.Y� /; : : : ; gd .Y� //�/d QB�

D .s; x/C
Z t

0

f.Y�/d� C
Z t

0

g.Y�/d QB�

a.s. for t � 0 . It can also be proved that uniqueness in law of .PF; X;B/ implies
that .PF; Y; QB/ is a unique in law weak solution of (11.2). In what follows, for
simplicity of notation we shall denote a vector .sC t; X�

sCt /� by .sC t; XsCt /. We
have the following theorem.

Theorem 11.1. If f and g satisfy conditions .C/ , and .PF; X;B/ is a unique
in law weak solution of (11.1) with X D .Xt/t�0 then the process Y D .Yt /t�0
defined by Yt D .s C t; XsCt / for t � 0 is an .d C 1/-dimensional Itô diffusion
defined for every fixed .s; x/ 2 RC � Rd by a weak solution of (11.2).

Proof. It has been verified that .PF; Y; QB/ is a weak solution of (11.2) with f and
g as defined above. We have, therefore, only to verify its uniqueness in law. For
simplicity, let us assume that s D 0 . Assume that .P QF; QX; QB/ is another weak
solution of (11.1) and let .P QF; QY ; OB/ be a weak solution of (11.2) with s D 0

such that QYt D .t; QXt/ . By the uniqueness in law of the solution .PF; X;B/ , we
have PX�1 D P QX�1 on ˇ.Rd / . This is equivalent to P.Xt1 ; : : : ; Xtr /

�1 D
P. QXt1; : : : ; QXtr /�1 on ˇ.Rrd / for 0 � t1 < � � � < tr < 1 . Let Q D
fA � B W A 2 ˇ.RrC/; B 2 ˇ.RrdC /g . It is clear that Q is a � -system such
that ˇ.RrC � RrdC / D �.Q/ . For every 0 � t1 < � � � < tr < 1 and A � B 2 Q ,
one has P..Yt1 ; : : : ; Ytr /

�1.A � B// D 1.t1;:::;tr /.A/P..Xt1 ; : : : ; Xtr /
�1.B// D

1.t1;:::;tr /.A/
QP .. QXt1; : : : ; QXtr /�1.B// D QP .. QYt1; : : : ; QYtr /�1.A � B// . Hence by

Dynkin’s theorem, it follows that P.Yt1 ; : : : ; Ytr /
�1 D P. QYt1 ; : : : ; QYtr /�1 on �.Q/

for every 0 � t1 < � � � < tr < 1 that is equivalent to PY �1 D P QY �1 on ˇ.C / ,
where C D C.RC;RdC1/ . �
Remark 11.1. In a similar way as above, we can prove that if f and g are
measurable, bounded, and such that for every .s; x/ 2 RC � Rd , the stochastic
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differential equation (11.1) possesses a unique in law weak solution .PF; X;B/

with X D .Xt/t�0 , then the process Y D .Yt /t�0 defined by Yt D .s C t; XsCt /
for t � 0 is a .d C 1/-dimensional Itô diffusion. �

The properties of d -dimensional Itô diffusions presented above are also true
for .d C 1/-dimensional diffusions defined by unique in law weak solutions of
nonautonomous stochastic differential equations. In particular, the infinitesimal
generator and the characteristic operator for Y D .Yt /t�0 with Y0 D .s; x/ and
Yt D .s C t; YsCt / for t > 0 can be defined by

.Afg
Qh/.s; x/ D Qh0

t .s; x/C
dX

iD1
f i .s; x/ Qh0

xi
.s; x/C 1

2

dX

i;jD1
�ij .s; x/ Qh00

xi xj
.s; x/

for every Qh 2 C1;2
0 .RdC1/ and .s; x/ 2 RC � Rd and

.Lfg Qh/.s; x/ D Qh0

t .s; x/C
dX

iD1
f i .s; x/ Qh0

xi
.s; x/C 1

2

dX

i;jD1
�ij .s; x/ Qh00

xi xj
.s; x/

for every Qh 2 C1;2
0 .RdC1/ and .s; x/ 2 RC � Rd , where � D g � g� and

C
1;2
0 .RdC1/ D C

1;2
0 .RC � Rd ;R/ .

12 The Feynman–Kac Formula

Given functions f and g defined above satisfying conditions .C/ , we shall
consider their restrictions to the set Œ0; T � � Rd with T > 0 . They will still
be denoted by f and g , respectively. A weak solution of (11.1) corresponding
to a pair .f; g/ and .s; x/ 2 Œ0; T � � Rd are denoted by X

fg
s;x . We still denote

by Afg the infinitesimal generator of a .d C 1/-dimensional Itô diffusion Y fgs;x D
.Y

fg
s;x .t//t�0 with Y fgs;x .t/ D .sCt; Xfg

s;x .sCt// . We obtain the following Feynman–
Kac theorem.

Theorem 12.1. Assume that f and g satisfy conditions .C/, T > 0 , and let
c 2 C.Œ0; T � � Rd / be bounded. Then for every .s; x/ 2 Œ0; T / � Rd , there is a
unique in law solution .PF; X

fg
s;x ; B/ of (9.2) satisfying Xfg

s;x .s/ D x a.s. such that
the function v defined by

v.t; s; x/ D Es;x



exp

�

�
Z t

0

c.Y fgs;x .�//d�

�
Qh.Y fgs;x .t//

�
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for Qh 2 C1;2
0 .RdC1/, .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s� satisfies

8
ˆ̂
<

ˆ̂
:

v0
t .t; s; x/ D �

Afgv.t; �/
	
.s; x/ � c.s; x/v.t; s; x/

for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�
v.0; s; x/ D Qh.s; x/ for .s; x/ 2 Œ0; T / � Rd :

Proof. The existence and in law uniqueness ofXfg
s;x follow immediately from Theo-

rem 9.4. Fix s 2 Œ0; T / and let U s
t D Qh.Y fgs;x .t// and V s

t D exp.� R t
0
c.Y

fg
s;x .�//d�/

for t 2 Œ0; T � s�. Then

U s
t D Qh.s; x/C

Z t

0

.Afg
Qh/.Y fgs;x .�//d�

C
Z t

0

nX

iD1

mX

jD1
.g � g�/i;j .Y fgs;x .�//h0

xi
.Y fgs;x .�//dB� ;

v.t; s; x// D Es;xŒU s
t V

s
t � , and dV s

t D �V s
t � c.Y fgs;x .t//dt . Hence it follows that

d.U s
t V

s
t / D U s

t dV s
t C V s

t dU s
t , since dU s

t � dV s
t D 0. Then .U s

t V
s
t /0�t�T is an Itô

process, and by Itô’s formula, we get

Es;xŒU s
t V

s
t � D Qh.s; x/C Es;x

Z t

0

V s
� � .Afg

Qh/.Y fgs;x .�//d�
�

�Es;x

Z t

0

U s
� � c.Y fgs;x .�//V s

� d�

�

for t 2 Œ0; T � s�. Hence it follows that v.�; s; x// is differentiable for fixed .s; x/ 2
Œ0; T / � Rd and

1

r

�
Es;xŒv.t; Y fgs;x .r//� � v.t; s; x//

�

D 1

r

h
Es;xfEY

fg
s;x .r/ŒV s

t
Qh.Y fgs;x .t//� �Es;xŒV s

t
Qh.Y fgs;x .t//�g

i

D 1

r
Es;x

n
Es;x

h Qh.Y fgs;x .t C r//

exp

�

�
Z t

0

c.Y fgs;x .� C r//d�

�

jFr
�

� Es;xŒV s
t

Qh.Y fgs;x .t//jFr �
o
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D 1

r
Es;x

h
V s
tCr Qh.Y fgs;x .t C r//

exp

�Z r

0

c.Y fgs;x .�//d�

�

� V s
t

Qh.Y fgs;x .t//
�

D 1

r
Es;x

h
V s
tCr Qh.Y fgs;x .t C r//� V s

t
Qh.Y fgs;x .t//

i

C1

r
Es;x

�

V s
tCr Qh.Y fgs;x .t C r//



exp

�Z r

0

c.Y fgs;x .�//d�

�

� 1
��

:

But

lim
r!0

1

r

h
V s
tCr Qh.Y fgs;x .t C r//� V s

t
Qh.Y fgs;x .t//

i

D lim
r!0

1

r
Œv.t C r; s; x// � v.t; s; x//� D v0

t .t; s; x/

and

lim
r!0

1

r



V s
tCr Qh.Y fgs;x .t C r//



exp

�Z r

0

c.Y fgs;x .�//d�

�

� 1

��

D Es;x

�
Qh.Y fgs;x .t//V s

t � lim
r!0

1

r



exp

�Z r

0

c.Y fgs;x .�//d�

�

� 1

��

D Es;x

�
Qh.Y fgs;x .t//V s

t lim
r!0

1

r



c.Y fgs;x .r/exp

�Z r

0

c.Y fgs;x .�//d�

���

D v.t; s; x/ � c.s; x/:

Therefore,
�
Afgv.t; �/

	
.s; x/ D v0

t .t; s; x/C v.t; s; x/ � c.s; x/ and v.0; s; x/ D
Es;x Qh.Y fgs;x .0// D Qh.s; x/. �

Corollary 12.1. Assume that f and g satisfy conditions .C/, T > 0 , and let
c 2 C.Œ0; T ��Rd ;R/ be bounded. Then for every x 2 Rd , there is a unique in law
solution Xfg

0;x of (9.2) satisfying Xfg
0;x.0/ D x a.s. such that the function

v.t; x/ D Ex



exp

�

�
Z t

0

c.Y
fg
0;x .�//d�

�

.h ı pr/.Y fg0;x .t//
�

satisfies �
v0
t .t; x/ D �

Afgv.t; �/
	
.t; x/ � c.t; x/v.t; x/ for

.t; x/ 2 .0; T � � Rd ; v.0; x/ D h.x/ for x 2 Rd

for h 2 C2
0 .R

d / and .t; x/ 2 Œ0; T �� Rd , where pr is the orthogonal projection of
RdC1 onto Rd . �
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We can also prove the following theorem.

Theorem 12.2. Assume that f and g satisfy conditions .C/, T > 0 , and let
c 2 C.RC � Rn;R/ and v 2 C1;1;2.Œ0; T � � RC � Rd ;R/ be bounded such that

8
<

:

v0
t .t; s; x/ D �

Afgv.t; � /
	
.s; x/ � c.s; x/v.t; s; x/

for .s; x/ 2 Œ0; T / � Rn and t 2 Œ0; T � s�

v.0; s; x/ D Qh.s; x/ for .s; x/ 2 Œ0; T / � Rd

(12.1)

for Qh 2 C1;2
0 .Rd / . For every .s; x/ 2 Œ0; T /� Rd , there is a unique in law solution

X
fg
s;x of (9.2) satisfying Xfg

s;x .s/ D x such that

v.t; s; x/ D Es;x



exp

�

�
Z sCt

s

c.�; Xfg
s;x .�//d�

�
Qh.s C t; Xfg

s;x .s C t//

�

with .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�.
Proof. By virtue of Theorem 9.4, for every .s; x/ 2 RC � Rd , there is a
unique in law weak solution .PF; X

fg
s;x ; B/ of (9.2) such that Xfg

s;x .s/ D x a.s.
Hence by Theorem 11.1, the process Y fgs;x D .Y

fg
s;x .t//t�0 defined by Y

fg
s;x .t/ D

.s C t; X
fg
s;x .s C t// is a .d C 1/-dimensional Itô diffusion on PF . Assume that

v 2 C1;1;2.Œ0; T � � Œ0; T � � Rd ;R/ is bounded and satisfies conditions (12.1).

Define OAfg by setting
� OAfgv.t; �/

�
.s; x/ D �v0

t .t; s; x/ C �
Afgv.t; �/

	
.s; x/ �

c.s; x/v.t; s; x/ for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s� . We have� OAfgv.t; �/
�
.s; x/ D 0 for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s� . Fix

.u; s; x; z/ 2 RC � RC � Rd � R and define Zs;x.t/ D z C R t
0
c.Y

fg
s;x .�//d�

and Hs;x.t/ D .u � t; Y f;gs;x .t/; Zs;x.t// for t 2 Œ0; T � s� . Similarly as in the proof
of Theorem 11.1, we can verify that .Hs;x.t//0�t�T�s is a .d C3/-dimensional Itô
diffusion with infinitesimal generator AH defined by

.AH .t; � //.s; x; z/ D � 0
t .t; s; x; z/C .Afg .t; � /.s; x; z/C c.s; x/ 0

z.t; s; x; z/

for  2 C1;1;2;2
0 .Œ0; T �� RC � Rd � R/ . By Dynkin’s formula, for  .t; s; x; z/ D

exp.�z/v.t; s; x/ , we get

Es;x;zŒ .Ht^�R /� D  .t; s; x; z/ C Es;x;z

Z t^�R

0

.AH/ /.Hs;x.r/dr

�

for all t 2 Œ0; T � s/ and R > 0 , where �R D infft > 0 W jHs;x.t/j � Rg . For
such  , we have
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.AH/ .t; � /.s; x; z/

D exp.�z/



� v0
t .t; s; x/C �

Afgv.t; �/
	
.s; x/ � c.s; x/v.t; s; x/

�

D 0 :

Therefore,

v.t; s; x/ D  .t; s; x; 0/ D Es;x;0Œ .Ht^�R /�

D Es;x



exp

�

�
Z t^�R

0

c.Y fgs;x .r//dr

�

v.u � t ^ �R; Y fgs;x .t ^ �R/
�

:

By continuity and the boundedness of v , it follows that

lim
R!1Es;x



exp

�

�
Z t^�R

0

c.Y fgs;x .r//dr

�

v.u � t ^ �R; Y fgs;x .t ^ �R/
�

D Es;x



exp

�

�
Z t

0

c.Y fgs;x .r//dr

�

v.u � t; Y fgs;x .t/

�

:

Taking in particular u D t , we obtain

Es;x



exp

�

�
Z t

0

c.Y fgs;x .r//dr

�

v.0; Y fgs;x .t/

�

D Es;x



exp

�

�
Z t

0

c.Y fgs;x .r//dr

�
Qh.Y fgs;x .t/

�

D v.t; s; x/;

which can be written in the form

v.t; s; x/ D Es;x



exp

�

�
Z sCt

s

c.�; Xfg
s;x .�//d�

�
Qh.s C t; Xfg

s;x .s C t//

�

for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�. �

Corollary 12.2. If the assumptions of Theorem 12.1 are satisfied, w 2 C1;2.Œ0; T ��
Rd ;R/ and u 2 C.Œ0; T � � Rd / are bounded such that the function v defined by
v.s; x/ D w.T � s; x/ for 0 � s < T satisfies

�
v0
s.s; x/C .Afgv/.s; x/ D �u.s; x/ for .s; x/ 2 Œ0; T / � Rd ;

v.0; x/ D Qh.T; x/ for x 2 Rd ;

then for every .s; x/ 2 Œ0; T / � Rd , there is a unique in law weak solution Xfg
s;x

of (9.2) satisfying Xfg
s;x .s/ D x such that w.T � s; x/ D Es;x

h Qh.T;Xfg
s;x .T //

i
C

Es;x
hR T
s u.�; Xfg

s;x .�//d�
i
. �
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13 Harmonic Measure and the Mean Value Property
of Diffusions

Let H � Rd be measurable and let �H be the first exit time from H for an
Itô diffusion X D .Xt /t�0 . Let ˛ be another stopping time and g a bounded
continuous function on Rd . Put � D g.X�H /1f�H<1g and �˛H D infft > ˛ W
Xt 62 H g . It can be verified that �˛�1f˛<1g D g.�˛H /1f�˛H<1g , where �t is
the shift operator defined above. Indeed, taking �k D P

j g.Xtkj
/1Œtkj ;t

k
jC1/

.�H / ,

tkj D j=2k for k D 1; 2; : : : and j D 0; 1; 2; : : : , we obtain �t� D
limk!1 �t�

k D limk!1
P

j g.Xtkj Ct /1Œtkj Ct;tkjC1Ct /.�
t
H / D g.�tH /1f� tH<1g , be-

cause, �t1Œtkj ;tkjC1/
.�H / D 1Œtkj Ct;tkjC1Ct /.�

t
H / . In particular, if ˛ D �G for a

measurable set G � H and �H < 1 , Qx a.s., then we have �˛H D �H (see
Fig. 1.1). Thus ��Gg.X�H / D g.X�H / .

Therefore, for a measurable bounded function f , we obtain

ExŒf .X�H /� D ExŒEX�G Œf .X�H /�� D
Z

@G

EyŒf .X�H /� �QxŒX�G 2 dy� (13.1)

for x 2 G . In other words, the expected value of f at X�H when starting at
x 2 G can be obtained by integrating the expected value when starting at y 2 @G
with respect to the “hitting distribution” 	xG of X on @G defined by 	xG.F / D
Qx.fX�G 2 F g/ for F � @G and x 2 G . The measure 	xG is called the harmonic
measure of X on @G . The formula (13.1) can be written in the following form:

ExŒf .X�H /� D
Z

@G

EyŒf .X�H /�d	
x
G.y/ :

The above formula defines the mean property of an Itô diffusion X for x 2 G

and Borel sets G � H .

Fig. 1.1 The mean property
of Itô diffusion



14 Notes and Remarks 65

14 Notes and Remarks

The definitions and most results of this chapter are classical. They are selected from
Friedman [31], Ikeda and Watanabe [43], Karatzas and Shreve [47], Øksendal [86],
Protter [89], Jacod and Shiryaev [44], and Gihman and Skorohod [33]. In particular,
the definition and the classical properties of stopping times are taken from Protter
[89], whereas the properties of sequences of the first exit times of continuous
processes contained in Sect. 5 of Chap. IV come from Kisielewicz [61]. Section
2 is entirely based on Ikeda and Watanabe [43]. The definitions and results dealing
with stochastic processes contained in Sect. 3 are selected from Ikeda and Watanabe
[43], Øksendal [86], Protter [89], and Billingsley [21]. In particular, Theorem 3.6
presented in this section is a slight author’s generalization of Theorem 2.12.1
of Billingsley given in [21]. The properties of Poisson process and Brownian
motion are taken from Protter [89], Friedman [31], and Lipcer and Shiryaev [72].
Stochastic integrals are mainly based on Friedman [31] and Øksendal [86]. The Itô
formula is taken from Øksendal [86], and the martingale representation theorems
from Karatzas and Shreve [47]. The theory of stochastic differential equations and
diffusion processes is based on Ikeda and Watanabe [43], Karatzas and Shreve [47],
Øksendal [86], and Stroock and Varadhan [94, 95]. In particular, the uniqueness
of in law weak solutions of stochastic differential equations is based on Stroock
and Varadhan [95]. Properties of diffusion processes described by nonautonomous
stochastic differential equations are taken from Kisielewicz [60, 61]. The last two
sections are entirely taken from Øksendal [86]. The proof of Remark 1.2 can be
found in Jacod and Shiryaev [44]. Example 1.1 and Fig. 1.1 are also taken from
Øksendal [86]. The proof of Theorem 1.5 can be found in Ikeda and Watanabe [43]
and Gihman and Skorohod [33]. The proofs of Remark 3.1 and Theorem 3.3 are
given in Jacod and Shiryaev [44], and Theorem 3.4 in Gihman and Skorohod [33]
and Jacod and Shiryaev [44], where proofs of Theorems 4.4 and 4.5 can also be
found. The proof of Remark 4.1 is taken from Øksendal [86]. Remarks 4.2 and 4.3
come from Proter [89]. The complete proof of Theorem 5.2 can be found in Protter
[89], whereas Remark 5.7 is proved in Øksendal [86]. Theorems 5.6, 5.8, and 5.9 are
proved in Friedman [31], Gihman and Skorohod [33], Jacod and Shiryaev [44], and
Karatzas and Shreve [47]. Proofs of Remark 5.9 and Theorems 8.1 and 8.2 can be
found in Øksendal [86], Kunita [68], Gihman and Skorohod [33], and Karatzas and
Shreve [47]. Finally, proofs of Remark 9.3, Theorem 9.2, and Corollary 12.2 can be
found in Ikeda and Watanabe [43], Strook and Varadhan [95], and Friedman [31].



Chapter 2
Set-Valued Stochastic Processes

This chapter is devoted to basic notions of the theory of set-valued mappings and
set-valued stochastic processes. We begin with the notions and basic properties
of the space of subsets of a given metric space. Selected properties of set-valued
mappings, Aumann integrals, and set-valued stochastic processes are presented.
The last two parts of this chapter discuss properties of a set-valued conditional
expectation and selection properties of set-valued integrals depending on random
parameters.

1 Spaces of Subsets of a Metric Space

Let .X; �/ be a metric space and .An/
1
nD1 a sequence of subsets of X . The

sets
T1
nD1

S1
kD0 AnCk and

S1
nD1

T1
kD0 AnCk are denoted by Lim supAn and

Lim infAn, respectively and said to be a limit superior and a limit inferior,
respectively of a sequence .An/1nD1. Immediately from the above definitions, the
following properties of Lim supAn and Lim infAn follow.

Lemma 1.1. Let .An/1nD1 and .Bn/
1
nD1 be sequences of subsets of X and let

C � X . Then

(i) Lim infAn D .Lim supA�
n /

�, where D� D X nD for D � X ,
(ii) Lim inf.An \ Bn/ D Lim infAn \ Lim infBn,

(iii) Lim inf.An \ C/ D .Lim infAn/ \ C ,
(iv)

T1
nD1 An � Lim infAn � Lim supAn � S1

nD1 An.

Corollary 1.1. For every family fAin W i; n D 1; 2; : : :g of subsets of X , one hasT1
iD1ŒLim inf Ain/ D Lim infŒ

T1
iD1 Ain�. �

Apart from the limits Lim supAn and Lim infAn , we can also define the
Kuratowski limits LiAn and LsAn. The set LiAn is defined by the property
x 2 LiAn if and only if for every neighborhood U of x , there is an integer N � 1

M. Kisielewicz, Stochastic Differential Inclusions and Applications,
Springer Optimization and Its Applications 80, DOI 10.1007/978-1-4614-6756-4 2,
© Springer Science+Business Media New York 2013
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such that U \ An ¤ ; for every n � N . It is said to be the Kuratowski limit
inferior of a sequence .An/1nD1. Similarly, the Kuratowski limit superior LsAn of
a sequence .An/1nD1 is defined by the property: x 2 LsAn if and only if for every
neighborhood U of x , there are infinitely many n with U \An ¤ ;.

Corollary 1.2. For every sequence .An/1nD1 of subsets of X , one has

(i) LiAn � LsAn,
(ii) x 2 LiAn if and only if there exist an integer N � 1 and a sequence .xn/1nD1

of X with xn 2 An for n � N such that x D limn!1 xn,
(iii) x 2 LsAn if and only if there exist an increasing subsequence .nk/1kD1 of

.n/1nD1 and a sequence .xnk /
1
kD1 of X such that xnk 2 Ank for k D 1; 2; : : :

and x D limk!1 xnk . �

The following properties of the Kuratowski limits follow immediately from the
above definitions.

Lemma 1.2. Let .An/1nD1 and .Bn/1nD1 be sequences of subsets of X . Then

(i) if An � Bn for n � 1, then LiAn � LiBn and LsAn � LsBn,
(ii) Lim infAn � LiAn,

(iii) Li.An \ Bn/ � .LiAn/\ .LiBn/,
(iv) Ls.An \ Bn/ � .LsAn/ \ .LsBn/,
(v) LsAn D T1

nD1
S1
kD0 AkCn,

(vi) if An D A for n � 1, then LiAn D NA D LsAn.

Let Cl.X/ denote the family of all nonempty closed subsets of X . For every
A;B 2 Cl.X/ , we define the Hausdorff distance h.A;B/ with respect to the
metric � on X by setting h.A;B/ D inff" W A � V".B/ and B � V".A/g,
where V".C / denotes the "-neighborhood of C 2 Cl.X/, i.e., V".C / D fx 2 X W
dist.x; C / � "g.

Lemma 1.3. The function h W Cl.X/ � Cl.X/ ! Œ0;1� has the following
properties:

(i) h.A;B/ D 0 if and only if A D B for A;B 2 Cl.X/,
(ii) h.A;B/ D h.B;A/ for every A;B 2 Cl.X/,

(iii) h.A;B/ � h.A;C /C h.C;B/ for every A;B;C 2 Cl.X/.

Proof. To prove (i), let us observe that h.A;B/ D maxf Nh.A;B/; Nh.B;A/g,
where Nh.C;D/ D supx2C dist.x;D/ for C;D 2 Cl.X/. Hence it follows
that h.A;B/ D 0 implies that A � B and B � A , because A;B 2
Cl.X/. Then A D B . Statement (ii) is evident. To prove (iii), if A � V".C /

and C � V�.B/, then A � V"C�.B/. Consequently, we get Nh.A;B/ �
Nh.A;C / C Nh.C;B/. Thus h.A;B/ D maxf Nh.A;B/; Nh.B;A/g � maxf Nh.A;C / C
Nh.C;B/; Nh.B;C / C Nh.C;A/g � maxfh.A;C / C h.C;B/; h.B;C / C h.C;A/g
D h.A;C /C h.C;B/. �
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Theorem 1.1. Let .X; �/ be a compact metric space. Then .Cl.X/; h/ is a
compact metric space, too. In such a case, a sequence .An/1nD1 of Cl.X/ converges
to A 2 Cl.X/ in the h-metric topology if and only if LiAn D A D LsAn.

Proof. By virtue of Lemma 1.3, the mapping h is a metric on Cl.X/. The proof of
compactness of .Cl.X/; h/ can be found in [49]. If a sequence .An/1nD1 of Cl.X/
converges to A 2 Cl.X/ in the h-metric topology, then by the definitions of the
metric h and the Kuratowski limits LiAn and LsAn , we get A � LiAn and
LsAn � A. Then LiAn D A D LsAn. Conversely, let A � X be such that
LiAn D A D LsAn. By the compactness of the metric space .X; �/ , we have
A ¤ ;. Then A 2 Cl.X/. We have to show that for every " > 0 and sufficiently
large n � 1 , one has An � V".A/ and A � V".An/. If the first inclusion were
false, we would obtain a contradiction to A D LsAn. If the second inclusion were
false, we would obtain a contradiction to LiAn D A. �

Remark 1.1. The above results can be extended to the case of a locally compact
separable metric space .X; �/, because it possesses a one-point compactification,
denoted by X [ f1g. �

We can extend the definition of Hausdorff distance on the family Pb.X/ of all
nonempty bounded subsets of a metric space .X; �/. Similarly as above, for every
A;B 2 Pb.X/ , we define Nh.A;B/ D inff" > 0 W A � V"g , and then the Hausdorff
pseudometric h on Pb.X/ is defined by h.A;B/ D maxf Nh.A;B/; Nh.B;A/g for
every A;B 2 Pb.X/. It can be verified that h.A;B/ D 0 if and only if NA D NB .

Corollary 1.3. For every A;B 2 Pb.X/ , one has Nh.A;B/ D supfdist.a; B/ W a 2
Ag, where dist.a; B/ D inff�.a; b/ W b 2 Bg.

Proof. For every A;B 2 Pb.X/ , we have A � V".B/ if for every a 2 A , we
have dist.a; B/ � ". Then A � V".B/ implies Nh.A;B/ � ". Similarly, we can
verify that Nh.A;B/ � " implies A � V".B/. Hence it follows that inff" > 0 W A �
V".B/g D inff" > 0 W " � Nh.A;B/g D Nh.A;B/. �

Lemma 1.4. For every A;B 2 Pb.X/, one has h. NA; NB/ � h.A;B/.

Proof. For every a 2 NA and " > 0 , there is a" 2 A such that �.a; a"/ � ".
Therefore, dist.a; NB/ � �.a; a"/C dist.a"; NB/ � "C inff�.a"; b/ W b 2 NBg � "C
inff�.a"; b/ W b 2 Bg � "C Nh.A;B/. Thus supfdist.a; NB/ W a 2 NAg � "C Nh.A;B/,
i.e., Nh. NA; NB/ � "C Nh.A;B/ for every " > 0. Then Nh. NA; NB/ � Nh.A;B/. Similarly,
we get Nh. NB; NA/ � Nh.B;A/. �

Remark 1.2. It can be verified that for every A;B 2 Pb.X/, one has h. NA; NB/ D
h.A;B/. �

If X is a linear normed space and A;B 2 Pb.X/ , then we define A C B D
fx 2 X W x D a C b; a 2 A; b 2 Bg. Similarly, for A 2 Pb.X/ and 	 2 R , we
define 	 � A D fx 2 X W x D 	a; a 2 Ag. Immediately from the last definition, it
follows that we can define a set AC .�1/B , which is often called the Minkowski
difference of sets A;B 2 Pb.X/. In the general case, we have AC .�1/A ¤ f0g.
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For some nonempty compact convex sets A;B � X , a difference A � B , known
as a Hukuhara difference, can be defined such that A�A D f0g. It is easy to verify
that for all compact convex sets A;B 2 Pb and ;	 2 RC , one has (i) ACf0g D
f0g C A D A; (ii) .AC B/C C D A C .B C C/ (iii) A C B D B C A, (iv)
ACC D BCC implies A D B , (v) 1 �A D A, (vi)  �.ACB/ D  �AC �B ,
and (vii) .C 	/ � A D  � AC 	 � A.

Lemma 1.5. Let .X; jj � jj/ be a linear normed space. For every A;B;C;D 2
Pb.X/ and 	 2 RC , one has (i) Nh.	A;	B/ D 	 Nh.A;B/ and (ii) Nh.ACB;C C
D/ � Nh.A;C /C Nh.B;D/.
Proof. (i) If A � V".B/ , then 	A � V	".	B/ . Hence it follows that inff� > 0 W
	A � V�.	B/g D 	 inff� > 0 W A � V�.B/g D 	 Nh.A;B/. (ii) If A � V".C /

and B � V�.D/ , then A C B � V"C�.C C D/. Therefore, inff" C � W A C
B � V"C�.C C D/g � inff" W A � V".C /g C inff� W B � V�.D/g D Nh.A;C /
C Nh.B;D/. �
Corollary 1.4. For every 	 2 Œ0; 1� and A;B;C;D 2 Pb.X/ , one has Nh.	AC
.1 � 	/B;	C C .1 � 	/D/ � 	 Nh.A;C /C .1 � 	/ Nh.B;D/. �

Corollary 1.5. For every A;B;C;D 2 Pb.X/, one has Nh.AC B;C CD/ �
Nh.A;C /C Nh.B;D/. �

Corollary 1.6. For every A;B;C;D 2 Pb.X/, one has h.AC B;C CD/ �
h.A;C /C h.B;D/. �

2 Set-Valued Mappings

Let X and Y be nonempty sets and let P.Y / denote the family of all nonempty
subsets of Y . By a set-valued mapping defined on X with values in P.Y / we
mean a mapping F W X ! P.Y /. It is clear that a set-valued mapping F can be
defined as a relation contained in X � Y with the domain Dom.F / D X . It is
defined by its graph: Graph.F / D f.x; y/ 2 X � Y W y 2 F.x/g. In applications,
we need set-valued mappings having some special regularities, such as continuity
and measurability. To define such set-valued mappings, we have to consider X and
P.Y / as topological or measurable spaces. It can be verified that if .Y; T / is a
topological space, then we can define on P.Y / the upper topology Tu generated
by the base U D fŒ �; G� W G 2 T g, where Œ �; G� D fA 2 P.Y / W A � Gg.
Similarly, the lower topology Tl on P.Y / is generated by the subbase L defined
by L D fIG W G 2 T g, where IG D fU 2 P.Y / W U \ G ¤ ;g. If .Y; d/ is a
separable metric space, then the Borel �-algebra of the metric space .Comp.Y /; h/
is generated by sets fK 2 Comp.Y / W K \ V ¤ ;g for every open set V �
Y , where Comp.Y/ � P.Y / contains all compact subsets of Y , and h is the
Hausdorff metric on Comp.Y /. These observations lead to the following definitions.
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Fig. 2.1 A mapping that is
H-u.s.c. but not u.s.c. at t D 0

If .X; TX/ and .Y; TY / are given topological spaces, then F W X ! P.Y /
is said to be lower semicontinuous (l.s.c.) at Nx 2 X if for every U 2 TY with
F. Nx/ \ U ¤ ; , there is V 2 TX such that Nx 2 V and F.x/ \ U ¤ ; for every
x 2 V . We call F W X ! P.Y / upper semicontinuous (u.s.c.) at Nx 2 X if for
every U 2 TY such that F. Nx/ � U , there is V 2 TX such that Nx 2 V and
F.x/ � U for every x 2 V . If .X; �/ and .Y; d/ are given metric spaces, then a
set-valued mapping F W X ! P.Y / is said to be H-l.s.c. at Nx 2 X if for every
" > 0 , there exists ı > 0 such that F. Nx/ � V.F.x/; "/ for every x 2 B. Nx; ı/,
where V.F.x/; "/ D fz 2 X W dist.z; F .x// � "g and B. Nx; ı/ is an open ball of
X centered at Nx with radius ı. It is clear that if F is H-l.s.c. at Nx 2 X , then
it is also l.s.c. If F. Nx/ 2 Comp.Y / , then F is H-l.s.c. at Nx 2 X if and only
if it is l.s.c. at Nx 2 X . We say that F is l.s.c. (H-l.s.c.) on X if it is l.s.c. (H-
l.s.c.) at every point Nx 2 X . In a similar manner, we can define H-u.s.c. set-valued
mappings on X . There are some H-u.s.c. set-valued mappings that are not u.s.c.
This is is illustrated in Fig. 2.1, where F.t/ D f.y; z/ 2 R2 W y D tg for t 2 R.

Let us observe that for a given l.s.c. set-valued mapping, we can change its values
at finite points in such a way that it remains l.s.c. This follows from the following
result.

Remark 2.1. If F W X ! P.Y / is l.s.c. on X and .x0; y0/ 2 Graph.F / , then
the set-valued mapping G W X ! P.Y / defined by taking G.x/ D F.x/ for
x 2 X n fx0g and G.x/ D fy0g for x D x0 , is also l.s.c. on X .

Proof. It is clear that G is l.s.c. at every point x 2 X n fx0g. By the lower
semicontinuity of F at x0 and the property of the point .x0; y0/ , for every
neighborhood U of y0 we have F.x0/ \ U ¤ ; , and there is a neighborhood
V of x0 such that F.x/ \ U ¤ ; for every x 2 V . Therefore, for every U 2 TY



72 2 Set-Valued Stochastic Processes

such that G.x0/ \ U ¤ ; , there is V 2 TX , a neighborhood of x0 , such that
G.x/ \ U ¤ ; for every x 2 V . Then G is l.s.c. at x0 . �

A set-valued mapping F W X ! P.Y / is said to be continuous (H-continuous)
on X if it is l.s.c. (H-l.s.c.) and u.s.c. (H-u.s.c.) on X . It can be verified that a
multifunction F W X ! Comp.Y / is continuous if and only if it is H-continuous.
If Y D Rd and F W X ! Comp.Y / takes convex values, then F is continuous
if and only if a function X 3 x ! �.p; F.x// 2 R is continuous for every
p 2 Rd , where �. �; A/ denotes the support function of A � Rd . In optimal
control theory, we have to deal with parameterized set-valued functions of the form
F.x/ D ff .x; u/ W u 2 U g, where f W X � U ! Y is a given function. We shall
show that if f . �; u/ is continuous, then the multifunction F is l.s.c. Some other
properties of such multifunctions are given in Chap. 7.

Lemma 2.1. Assume that X and Y are topological Hausdorff spaces and let f W
X � U ! Y , where U ¤ ;. If f . �; u/ is continuous on X for every u 2 U ,
then the set-valued mapping F W X ! P.Y / defined by F.x/ D f .x; U / is l.s.c.
on X .

Proof. Let Nx 2 X be fixed and let N be an open set of Y . Suppose Nu 2 U is such
that f . Nx; Nu/ 2 N . By the continuity of f . �; Nu/ at Nx , there is a neighborhood V
of Nx such that f .x; Nu/ 2 N for every x 2 V . Therefore, for every x 2 V , we get
F.x/ \ N ¤ ;. �

Let .T;F/ be a measurable space and .Y; d/ a separable metric space. A set-
valued mapping F W T ! P.Y / is said to be measurable (weakly measurable) if
for every closed (open) set E � Y , we have ft 2 T W F.t/ \ E ¤ ;g 2 F . It is
clear that if F is measurable, then it is weakly measurable. The converse statement
is not true in general.

Remark 2.2. Let .T;F/ be a measurable space and .Y; jj � jj/ a separable Banach
space. For F W T ! P.Y /, we denote by coF the set-valued mapping coF W
T ! P.Y / defined by .coF /.t/ D coF.t/ for every t 2 T , where coF.t/
denotes the closed convex hull of F.t/. It is clear that coF is measurable whenever
F is measurable. �

Remark 2.3. If .T;F/ is a measurable space, Y D Rd , and F W T ! Cl.Y / is
measurable, then the function T 3 t ! �.p; F.t// 2 R is measurable for every
p 2 Rd . If F W T ! Cl.Rd / is convex-valued, then F is measurable if and only
if �.p; F.�// is measurable for every p 2 Rd . �
Remark 2.4. It can be proved that if X is a metric space, Y D Rd , and F W X !
Comp.Y / is continuous, then �.p; F.�// is continuous for every p 2 Rd . �

It is natural to expect that for a given multifunction F W X ! P.Y / , there exists
a function f W X ! Y such that f .x/ 2 F.x/ for x 2 X . The existence of
such a function f , called a selector or a selection for F , follows immediately from
Zermelo’s axiom of choice. We recall first the Kuratowski–Zorn lemma, and then
we will verify how from this principle, the axiom of choice can be deduced.
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Lemma (Kuratowski–Zorn lemma). Let P be a nonempty partially ordered set
with the property that every completely ordered subset of P has an upper bound
in P . Then P contains at least one maximal element.

Lemma (Axiom of choice). Let E be a nonempty family of nonempty subsets of
a set X . Then there exists a function f W E ! X such that f .E/ 2 E for each E
in E .

Proof. Consider the class P of all functions p W D.p/ ! X such that the domain
D.p/ of p belongs to E and p.E/ 2 E for each E in D.p/. This is a nonempty
class, because E contains a nonempty set E , and if x 2 E , the function with
domain fEg and range fxg is a member of P . We order P by the inclusion relation
in E �X . It can be verified that P satisfies the conditions of the Kuratowski–Zorn
lemma. Therefore, we infer that there exists a function f W E ! X such that
f .E/ 2 E for each E 2 E . �
Corollary 2.1. For nonempty sets X and Y , every set-valued mapping F W X !
P.Y / possesses at least one selector.

Proof. Let E D fF.x/gx2X . The family E satisfies the conditions of Zermelo’s
axiom of choice. Therefore, there exists a function g W E ! Y such that g.F.x// 2
F.x/ for every x 2 X . Thus the function f W X ! Y defined by f .x/ D
g.F.x// for x 2 X is a selector for F . �

In applications of the theory of set-valued mappings, the existence of special
selectors for given multifunctions plays a crucial role. The most difficult part is to
deduce the existence of selectors with prescribed properties. In what follows, we
shall present some results dealing with the existence of continuous, measurable, and
Lipschitz continuous selectors. The fundamental problem deals with the existence
of continuous selections. The following example shows that continuous set-valued
mappings need not have, in general, continuous selections.

Example 2.1. Let F be the set-valued mapping defined on the interval .�1; 1/ by
setting

F.x/ D
8
<

:

f.v1; v2/ W v1 D cos �; v2 D t sin � and 1
t

� � � 1
t

C 2� � jt jg
for t 2 .�1; 2/ n f0g;

f.v1; v2/ W �1 � v1 � 1; v2 D 0g for t D 0 :

For t ¤ 0 and t 2 .�1; 1/, F.t/ is a subset of an ellipse in R2 (see Fig. 2.2),
whose minor axis shrinks to zero as t ! 0, so that the ellipse collapses to a segment
F.0/.

The subset of the ellipse given by F.t/ is obtained by removing a section,
from the angle .1=t/ � jt j to the angle .1=t/. As t gets smaller, the arc length
of this hole decreases, while the initial angle increases like .1=t/, i.e., it spins
around the origin with increasing angular velocity. However, F is continuous at
the origin, while no selection f W .�1; 0/ ! R2 or g W .0; 1/ ! R2, for example



74 2 Set-Valued Stochastic Processes

Fig. 2.2 The mapping F

f .t/ D .cos.1=t/; t sin.1=t//, can be continuously extended to the whole interval
.�1; 1/. In fact, the hole in the ellipse would force this selection to rotate around
the origin with an angle �.t/ between .1=t/ and .1=t/C 2� � jt j, and limt!0 f .t/

cannot exist.
We shall show that in some special cases, l.s.c. multifunctions possess continuous

selections. This follows from the famous Michael continuous selection theorem. We
precede it by the following lemmas.

Lemma 2.2. Let .X; �/ and .Y; jj � jj/ be a metric and a Banach space, respec-
tively, and let ˆ W X ! P.Y / be a convex-valued and l.s.c. multifunction. For every
" > 0 , there is a continuous function ' W X ! Y such that dist.'.x/;ˆ.x// � "

for x 2 X .

Proof. Let x 2 X be fixed and select yx 2 ˆ.x/ and ıx > 0 such that .yx C
"K0/ \ ˆ.x0/ ¤ ; for every x0 2 Bx , where Bx D B.x; ıx/ denotes the open
ball of X centered at x with radius ıx > 0 , and K0 is the unit open ball of Y
centered at 0 2 Y . Since X is paracompact, there exists a locally finite refinement
fUzgz2ƒ of fBzgz2X . Let fpxgx2ƒ be a partition of unity subordinated to it and
define a function ' W X ! Y by setting '.x/ D P

z2ƒ pz.x/yz for x 2 X . It is
clear that ' is a continuous function on X . Furthermore, we have x 2 Uz � Bz

whenever pz.x/ > 0. Hence it follows that yz 2 ˆ.x/ C "K0. Since this set is
convex, every convex combination of such yz, in particular '.x/, belongs to it, too.
Therefore, dist.'.x/;ˆ.x// � " for x 2 X . �

Lemma 2.3. Let .X; d/ and .Y; �/ be metric spaces, let G W X ! P.Y / be l.s.c.,
and let g W X ! Y be continuous on X . If a real-valued function X 3 x !
".x/ 2 RC is l.s.c. on X , then the set-valued mapping ˆ W X ! P.Y / defined by
ˆ.x/ D B.g.x/; ".x// \G.x/ is l.s.c. at every x 2 X such that ˆ.x/ ¤ ;.
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Proof. Let Nx 2 X be such that ˆ. Nx/ ¤ ;. Select Ny 2 ˆ. Nx/ and let � > 0.
Assume ". Nx/ > �. Ny; g. Nx// and let � > 0 be such that �. Ny; g. Nx// D ". Nx/ � � .
There exists �1 > 0 such that to every x 2 X with d.x; Nx/ < �1 we can associate
yx 2 G.x/ such that �.yx; Ny/ < min.�; .1=3/�/, �2 > 0 such that d.x; Nx/ < �2
implies ".x/ > ". Nx/ � .1=3/� , and �3 > 0 such that d.x; Nx/ < �3 implies
�.g. Nx/; g.x// < .1=3/� . Thus

�.yx; g.x// � �.yx; Ny/C �. Ny; g. Nx//C �.g. Nx/; g.x//
< .1=3/� C ". Nx/� � C .1=3/� D ". Nx/ � .1=3/� < ".x/;

whenever d.x; Nx/ < minf�1; �2; �3g. Then yx 2 ˆ.x/ and �.yx; y/ < �. �

Now we can prove Michael’s continuous selection theorem.

Theorem 2.1 (Michael). Let .X; �/ and .Y; j � j/ be a metric and a Banach space,
respectively, and let F W X ! P.Y / be l.s.c. with closed convex values. Then there
exists a continuous function f W X ! Y such that f .x/ 2 F.x/ for x 2 X .

Proof. By virtue of Lemma 2.2, for "1 D 1=2 and ˆ D F; there exists a continuous
function f1 W X ! Y such that dist.f1.x/; F.x// � "1 for x 2 X . Let ˆ1.x/ D
.f1.x/C"1K0/\F.x/ for x 2 X . We have ˆ1.x/ ¤ ; for x 2 X . By Lemma 2.3,
the multifunction ˆ1 is l.s.c. Then by Lemma 2.2, for "2 D .1=2/2; there exists a
continuous function f2 W X ! Y such that dist.f2.x/;ˆ1.x// � "2 for x 2 X .
Thus dist.f2.x/; F.x// � "2 and dist.f2.x/; .f1.x/ C "1K0// � "2, i.e., f2.x/ �
f1.x/ 2 ."1 C "2/K0 for x 2 X . Continuing the above procedure, we can deduce
that for every "n D .1=2/n with n D 0; 1; 2; : : :, there exists a continuous function
fn W X ! Y such that dist.fn.x/; F.x// � "n and fn.x/ � fn�1.x/ 2 ."n�1 C
"n/K0 for x 2 X . Hence in particular, it follows that supx2X kfn.x/�fn�1.x/k �
"n�1 C "n for n � 1, which implies that .fn/1nD1 is a Cauchy sequence in the
Banach space C.X; Y / of all continuous bounded functions g W X ! Y with the
supremum norm. Thus there exists a continuous function f W X ! Y such that
supx2X kfn.x/ � f .x/k ! 0 as n ! 1. Hence it follows that f .x/ 2 F.x/ for
x 2 X , because F.x/ is a closed subset of Y and dist.fn.x/; F.x// � "n for
x 2 X and n D 1; 2; : : :. �

Remark 2.5. There are closed convex-valued u.s.c. multifunctions that do not
possess continuous selections. A simple example is the set-valued mapping F

defined by the formula

F.x/ D
8
<

:

f�1g for x < 0;

Œ�1; 1� for x D 0;

fC1g for x > 0;

with the graph presented in Fig. 2.3. �
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Fig. 2.3 The mapping F

Fig. 2.4 Approximation
continuous selection of u.s.c
mutifunction

It can be proved that the above set-valued mapping possesses an approximation
continuous selection of u.s.c mutifunction

Immediately from Michael’s continuous selection theorem we obtain the exis-
tence of continuous approximation selections for some special multifunctions. The
proof of such a theorem is based on the following lemma.

Lemma 2.4. Let .X; �/, .Y; j � j/ and .Z; k � k/ be Polish and Banach spaces,
respectively. If  W X � Y ! Z and v W X ! Z are continuous and F W X !
P.Y / is l.s.c. such that v.x/ 2 .fxg � F.x// for x 2 X , then for every l.s.c.
function " W X ! .0;1/ , the set-valued mapping ˆ W X ! P.Y / defined by
ˆ.x/ D F.x/ \ fu 2 Y W k.x; u/ � v.x/k < ".x/g for x 2 X is l.s.c. on X .

Proof. Let Nx 2 X . For every open set U � Y such that U \ˆ. Nx/ ¤ ; , there are
Nu 2 ˆ. Nx/ and � > 0 such that . Nx; Nu/ 2 Graph.ˆ/ and .Nu C �K0/ � U , where
K0 is the unit ball of Y . There is � > 0 such that k. Nx; Nu/ � v. Nx//k D ". Nx/� � .
Let ı > 0 be such that k.x; u/ � . Nx; Nu/k < .1=3/� for every .x; u/ 2 X � Y
satisfying maxf�.x; Nx/; ju � Nujg < ı. By the lower semicontinuity of F , there is
�1 > 0 such that for every x 2 X satisfying �.x; Nx/ < �1 , there exists yx 2 F.x/
such that jyx� Nuj < minf�; .1=3/�; ıg. By the continuity of v , there is �2 > 0 such
that kv.x/ � v. Nx/k < .1=3/� for x 2 X satisfying �.x; Nx/ < �2. Furthermore,
by the lower semicontinuity of ", there is �3 > 0 such that ".x/ > ". Nx/ � .1=3/�
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for every x 2 X satisfying �.x; Nx/ < �3. Then for every x 2 X satisfying
�.x; Nx/ < minfı; �1; �2; �3g , we get

k.x; yx/� v.x/jj � k.x; yx/� . Nx; Nu/k
Ck. Nx; Nu/� v. Nx/k C kv. Nx/ � v.x/k

< .1=3/� C ". Nx/ � � C .1=3/� < ".x/ :

Thus yx 2 ˆ.x/ and kyx � Nuk < �. For Nu 2 ˆ. Nx/ and � > 0 chosen above,
we can choose N" D minfı; �1; �2; �3g such that .Nu C �K0/ \ ˆ.x/ ¤ ; for every
x 2 B. Nx; N"/. Therefore, for every open set U � Y such that U \ˆ. Nx/ ¤ ; , there
is N" > 0 such that .Nu C �K0/ \ ˆ.x/ ¤ ; and .Nu C �K0/ \ ˆ.x/ � U \ ˆ.x/

for every x 2 B. Nx; N"/. �

Theorem 2.2. Let .X; �/, .Y; j � j/ and .Z; k � k/ be Polish and Banach spaces,
respectively. Assume that  W X � Y ! Z and v W X ! Z are continuous
and F W X ! P.Y / is l.s.c. with closed convex values. If .x; �/ is affine and
v.x/ 2 .x; F.x// for x 2 X , then for every " > 0 , there exists a continuous
function f" W X ! Y such that f".x/ 2 F.x/ and k.x; f".x// � v.x/k � " for
x 2 X .

Proof. By virtue of Lemma 2.4, for every " > 0 , the set-valued mapping ˆ" W X !
P.Y / defined by ˆ".x/ D F.x/ \ fu 2 Y W k.x; u/ � v.x/k < "g for x 2 X

is l.s.c. on X . Therefore, cl.ˆ"/ is also l.s.c. on X . By the convexity of F.x/ and
the property of .x; �/ for fixed x 2 X , it follows that ˆ".x/ and cl.ˆ"/.x/ are
convex for x 2 X . Therefore, by Michael’s theorem, for every " > 0 , there exists a
continuous selector f" for cl.ˆ"/. It is clear that f" is a selector of F and satisfies
k.x; f".x// � v.x/k < " for x 2 X . �

Now we consider the problem of the existence of more regular selections of
multifunctions. Such selections are connected with special properties of the “Steiner
point map” s W Conv.Rd / ! Rd defined by

s.A/ D
(
.d=2/ Œ�.1; A/C �.�1;A/� for d D 1;

d
R
�1
y �.y;A/dr for d � 1;

(2.1)

for A 2 Conv.Rd /, where �1 is the boundary of an open unit ball of Rd and dr
denotes a differential of the surface measure r on �1 proportional to the Lebesgue
measure such that r.�1/ D 1. As usual, �. �; A/ denotes the support functions
of A 2 Conv.Rd / , and Conv.Rd / is the family of all nonempty convex compact
subsets of Rd .

Immediately from the above definition, it follows that (i) s.fxg/ D x for every
x 2 Rd . Furthermore, (ii) s.ACB/ D s.A/C s.B/ and (iii) s.A/ D s.A/ for
A;B 2 Conv.Rd / and  2 R. Indeed, for every A;B 2 Conv.Rd / , one obtains
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s.AC B/ D d

Z

�1

�.y; AC B/y dr

D d

Z

�1

�.y; A/ dr C d

Z

�1

�.y; B/ dr

D s.A/C s.B/:

Quite similarly, we also get s.A/ D s.A/ for  2 R and A 2 Conv.Rd /. Then
conditions (ii) and (iii) are also satisfied.

We shall show that for every A 2 Conv.Rd / , one has s.A/ 2 A. To prove
this, let us recall some properties of the group O.Rd / of all orthogonal linear
transformations on Rd . It can be verified that s.lŒA�/ D lŒs.A/� for every
l 2 O.Rd / and A 2 Conv.Rd /. It is also known that the surface measure r.�/
on �1 is invariant under the action of elements in O.Rd /.

Lemma 2.5. For every A 2 Conv.Rd / , one has s.A/ 2 A.

Proof. Suppose there is A 2 Conv.Rd / such that s.A/ 62 A. Define C D A �
s.A/. Then 0 62 C , and by (i)–(iii), we get s.C / D 0. Let 0 ¤ Oc be such that
hc � Oc; Oxi > 0 for every c 2 C , where Ox D Ock Ock�1 , and h�; �i denotes the inner
product in Rd . But hc; Oxi D h Oc C .c � Oc/; Oxi D h Oc; Oxi C hc � Oc; Oxi and h Oc; Oxi D
kOck. Then for every c 2 C , one has k Ock � hc; Oxi :

Let l W Rd ! Rd be the linear transformation defined by l. Ox/ D Ox and
l.x/ D �x for x 2 Rd orthogonal to Ox. It can be verified that l belongs to
the group O.Rd / of orthogonal linear transformations on Rd and l2 D I , the
identity map. So l D l�. Let D D C C l.C /. Then l.D/ D D, and so s.D/ D 0.
In addition, for every d 2 D, we have hd; Oxi � 2k Ock > 0 , and so 0 62 D. Now let

�01 D fy 2 �1 W hy; Oxi D 0g; �C
1 Dfy 2 �1 W hy; Oxi > 0g and

��
1 D fy 2 �1 W hy; Oxi < 0g:

Then �1 D �01 [ �C
1 [ ��

1 , and these three sets �01 , �C
1 , ��

1 are disjoint. Also,
r.�01 / D 0. So we have

s.D/ D d

Z

�
C

1

�.y;D/ dr C d

Z

��

1

�.y;D/ dr

D d

Z

�1

Œ�.y;D/ � �.�y;D/� dr:

Let y 2 �C
1 and e 2 D be such that �.�y;D/ D h�y; ei. Then

�.y;D/ � �.�y;D/ D �.y; l.D// � �.�y;D/
D �.l.y/;D/ � �.�y;D/
� hl.y/; ei C hy; ei D h.l C I /.y/; ei :
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But .l C I /.y/ D 2 hy; Oxi Ox. Then �.y;D/ � �.�y;D/ � 2 hy; Oxi � h Ox; ei > 0,
since y 2 �C

1 and h Ox; ei > 0. Therefore,

hs.D/; Oxi D d

Z

�1

Œ�.y;D/ � �.�y;D/� � hy; Oxi dr > 0;

which contradicts s.D/ D 0. Then s.A/ 2 A for A 2 Conv.Rd /. �
Corollary 2.2. There is K > 0 such that for every A;B 2 Conv.Rd / , one has
js.A/ � s.B/j � K � h.A;B/.
Proof. Let us observe that forA;B 2 Conv.Rd /, we have h.A;B/ D maxfj�.x;A/
��.x; B/j W kxk D 1g. Then js.A/ � s.B/j � d

R
�1
y j�.y;A/ � �.y;B/j dr �

K � h.A;B/ for every K � d . �

Remark 2.6. In the above inequality we can compute the optimal Lipschitz constant
K.d/ > 0. It is equal to dŠŠ=.d � 1/ŠŠ if d is odd, and K.d/ D dŠŠ=Œ�.d � 1/ŠŠ�

if d is even. �

Theorem 2.3. If .X; �/ is a metric space and F W X ! Conv.Rd / is Lipschitz
continuous, then F admits a Lipschitz continuous selection.

Proof. Let h.F.x1/; F.x2// � L�.x1; x2/ for some L > 0 and every x1; x2 2 X .
Put f .x/ D s.F.x// for x 2 X . By Corollary 2.2, we get jf .x1/ � f .x2/j D
js.F.x1//�s.F.x2//j � K.d/�h.F.x1/; F.x2// � K.d/�L�.x1; x2/, where K.d/
is as in Remark 2.6. By Lemma 2.5, for every x 2 X , we have f .x/ 2 F.x/. �

Remark 2.7. Theorem 2.3 cannot be extended to multifunctions with values in an
infinite-dimensional Banach space .Y; jj � jj/. It can be proved that if a Lipschitz
continuous multifunction F W X ! Conv.Y / admits a Lipschitz continuous
selection, then Y is finite-dimensional. �
Remark 2.8. It can be proved that if F W X ! P.Rd / with X 2 Conv.Rm/ is
convex-valued such that F�.fyg/ D fx 2 X W y 2 F.x/g is an open set in X for
every y 2 Rd , then F admits an C1- selection. �

We shall now show that some measurable multifunctions admit measurable
selections. We begin with the following lemma.

Lemma 2.6. Let .X; �/ be a separable metric space and .T;F/ a measurable
space. Then a multifunction F W T ! P.X/ is weakly measurable if and only if
the function T 3 t ! dist.x; F.t// 2 RC is measurable for each x 2 X .

Proof. Let us observe that F is weakly measurable if and only if F�.B.x; "// 2 F
for every x 2 X and " > 0. On the other hand, a function T 3 t ! dist.x; F.t// 2
RC is measurable for fixed x 2 X if and only if ft 2 T W dist.x; F.t// < "g 2 F
for every " > 0. But F�.B.x; "// D ft 2 T W F.t/ \ B.x; "/ ¤ ;g D ft 2 T W
dist.x; F.t// < "g. This completes the proof. �



80 2 Set-Valued Stochastic Processes

Theorem 2.4 (Kuratowski and Ryll-Nardzewski). Let .X; �/ be a Polish space
and .T;F/ a measurable space. If F W T ! Cl.X/ is measurable, then F admits
a measurable selector.

Proof. Let fx1; x2; : : :g be a countable dense subset in X and let Bn.i/ D fx 2
X W �.x; xi / � 1=ng for i; n � 1. Without any loss of generality, we may assume
that diam.X/ < 1, where diam.X/ D supf�.x; y/ W x; y 2 Xg. We will construct
a sequence .fn/1nD1 of measurable functions fn W T ! X such that

(i) dist.fn.t/; F .t// � "n and (ii) �.fn.t/; fn�1.t// � "n�1
for n � 0 and t 2 T , where "n D .1=2/n for n D 0; 1; 2; : : :. Let f0.t/ D x1 for
t 2 T . Then dist.f0.t/; F .t// < 1. Suppose f0; : : : ; fn�1 have been constructed
and let Ank D ft 2 T W dist.fk.t/; F .t// < "ng and Cn

k D ft 2 T W
�.xk; fn�1.t// < "n�1g. Put Dn

k D Ank \ Cn
k . We claim that T D S

k�1 Dn
k for

n � 1. Fix t 2 T . By the inductive hypothesis, we can find z 2 F.t/ such that
�.fn�1.t/; z/ < "n�1. On the other hand, there is k � 1 such that �.xk; z/ < "n
and �.xk; z/ C �.z; fn�1.t// < "n C "n�1 < 2"n�2 D "n�1. Therefore, t 2 Dn

k

and T � S
k�1 Dn

k . By virtue of Lemma 2.6 and the continuity of the function
dist.�; F .t// for fixed t 2 T , we obtain that Ank 2 F . The inductive hypothesis
gives that Cn

k 2 F . Then Dn
k 2 F . Now define fn W T ! X by setting fn.t/ D xk

for t 2 Dn
k n Sk�1

iD1 Dn
i . Clearly, fn is measurable. Moreover, by (ii), we see that

.fn.t//
1
nD1 is a Cauchy sequence in X for every fixed t 2 T . Then there exists

a function f W T ! X such that fn.t/ ! f .t/ for every t 2 T as n ! 1.
We also have dist.f .t/; F .t// D 0 for every t 2 T . Hence it follows that f is
measurable such that f .t/ 2 F.t/ for every t 2 T . �

In what follows, we shall consider “complete” measurable spaces defined in the
following way. For a given measurable space .T;F/ and every probability measure
	 on F , we denote by F	 the 	-completion of F and define QF D T

	F	. The

space .T;F/ is said to be complete if F D QF .

Remark 2.9. It can be proved that for a given complete measure space .T;F ; 	/ , a
multifunction F W T ! P.Rn/ such that Graph.F / 2 F ˝ ˇ.Rm/ is measurable
and admits a measurable selection. �

A consequence of the above measurable selection theorem is the following
implicit function theorem.

Theorem 2.5. Assume that .X; �/ is a Polish space, .T;F/ a measurable space,
and .Y; d/ a metric space. Suppose f W T � X ! Y is a function measurable in
t 2 T and continuous in x 2 X , and let � W T ! Comp.X/ be a measurable
multifunction and g W T ! Y a measurable function such that g.t/ 2 f .t; �.t//
for t 2 T . Then there exists a measurable function � W T ! X such that �.t/ 2
�.t/ and g.t/ D f .t; �.t// for t 2 T .

Proof. Let us observe that the set-valued function F W T ! P.X/ defined by
F.t/ D fx 2 X W f .t; x/ 2 Ug for t 2 T is measurable for every open set U � Y .
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Indeed, let B be a closed subset of X and let A be a countable dense subset of B .
We have

F�.B/ D ft 2 T W F.t/ \ B ¤ ;g
D ft 2 T W f .t; x/ 2 U for some x 2 Bg
D ft 2 T W f .t; a/ 2 U for some a 2 Ag
D
[

a2A
ft 2 T W f .t; a/ 2 Ug :

Therefore, F �.B/ 2 F , because we have ft 2 T W f .t; a/ 2 Ug 2 F
for every fixed a 2 A. Define multifunctions H.t/ D �.t/ \ fx 2 X W
d.f .t; x/; g.t// D 0g for t 2 T and Fn.t/ D fx 2 X W d.f .t; x/; g.t// <
1=ng for t 2 T and n � 1. For every n D 1; 2; : : :, a multifunction Fn is
measurable and also weakly measurable. Hence it follows that its closure NFn is
weakly measurable, because F�

n .B/ D NFn�
.B/ for every open set B � X .

Clearly, fx 2 X W d.f .t; x/; g.t// D 0g D T1
nD1 NFn.t/ for t 2 T , because

NFn.t/ � fx 2 X W d.f .t; x/; g.t// � 1=ng for t 2 T and n � 1. Hence it
follows that the multifunction H defined above can be also defined by H.t/ D
�.t/ \ �T1

nD1 NFn.t/
�

for t 2 T , which implies that H is measurable. Therefore,
by Theorem 2.4, there is a measurable selector � for H that in particular is a
selector for � satisfying d.f .t; �.t//; g.t// D 0 for t 2 T . �

Corollary 2.3. If .X; �/ is a Polish space, .T;F/ a measurable space, and � W
T ! Comp.X/ and g W T ! X are measurable, then there exists a measurable
selector � for � such that dist.g.t/; �.t// D �.g.t/; �.t// for t 2 T . �

The following important result follows immediately from the Kuratowski and
Ryll-Nardzewski measurable selection theorem.

Theorem 2.6. Let .X; �/ be a Polish space, .T;F/ a measurable space, and let
F W T ! Cl.X/. The following conditions are equivalent:

(i) F is measurable;
(ii) there exists a sequence .fn/1nD1 of measurable selectors ofF such that F.t/ D

clff1.t/; f2.t/; : : :g for every t 2 T .

Proof. Let F be measurable and .xn/
1
nD1 a dense sequence of X . For every

n; k � 1 , we define

Fn;k.t/ D
�
F.t/ \ B.xn; "k/ if t 2 F�.B.xn; "k//;
F .t/ otherwise;

where "k D .1=2/k and F�.B.xn; "k// D ft 2 T W F.t/ \ B.xn; "k/ ¤ ;g.
Note that F�.B.xn; "k// 2 F and that the set-valued function T 3 t ! F.t/ \
B.xn; "k/ � X is measurable. So Fn;k is measurable, which implies that cl ŒFn;k�
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is also measurable. Therefore, by Theorem 2.4, there exist measurable functions
fn;k W T ! X such that fn;k.t/ 2 cl ŒFn;k� .t/ for every t 2 T . We shall show that
F.t/ D clffn;k.t/ W n; k � 1g for t 2 T . Indeed, fix t 2 T and let x 2 F.t/ and
" > 0. Let k � 1 and n � 1 be such that "k�1 � " and x 2 B.xn; "k/. Then
t 2 F �.B.xn; "k// and fn;k.t/ 2 B.xn; "k/. So �.fn;k.t/; x/ � �.fn;k.t/; xn/ C
�.xn; x/ � " , which proves that F.t/ D clffn;k.t/ W n; k � 1g. Then (i) ) (ii).
Assume that (ii) is satisfied. Then for every open set U � X , we have

F �.U/ D ft 2 T W F.t/ \ U ¤ ;g D
[

n�1
ft 2 T W fn.t/ 2 Ug 2 F :

Then F is weakly measurable and therefore measurable. Thus (ii))(i). �

Remark 2.10. It can be proved that if .T;F/ is a complete measurable space,
.G;G/ is a measurable space, X is a Suslin space, g W T � G ! X is jointly
measurable, � W T ! P.G/ is a multifunction such that Graph.�/ 2 F ˝ G , and
h W T ! X is a measurable map such that h.t/ 2 g.t; �.t// for t 2 T , then there
exists a measurable selector � W T ! G of � such that h.t/ D g.t; �.t// for
t 2 T . �

We shall consider now the existence of Carathéodory-type selections of measur-
able multifunctions depending on two variables. More precisely, let .T;F/ be a
measurable space, .X; �/ a Polish space, and .Y; k � k/ a separable Banach space.
Consider the set-valued mapping F W T � X ! Cl.Y / , which is assumed to be
measurable, i.e., for every closed set A � Y , we have F�.A/ D f.t; x/ 2 T �X W
F.t; x/ \ A ¤ ;g 2 F ˝ ˇ.X/. We are interested in the existence of a function
f W T �X ! Y , a selector of F , such that f . �; x/ is measurable for fixed x 2 X ,
and f .t; � / is continuous for fixed t 2 T . Such selectors of F are said to be of
Carathéodory type or simply to be Carathéodory selectors for F .

Theorem 2.7. Let .T;F/ be a complete measurable space, .X; �/ a Polish space,
.Y; k � k / a separable Banach space, and F W T � X ! Cl.Y / a convex-valued
measurable set-valued mapping. If furthermore, F.t; � / is l.s.c. for fixed t 2 T ,
then F admits a Carathéodory selection.

Proof. Let .yn/1nD1 be a dense sequence of Y . For t 2 T , n � 1 , and " > 0 ,
define G"

n.t/ D fx 2 X W yn 2 .F.t; x/ C "B/g, where B is an open unit ball in
Y . By the lower semicontinuity of F.t; � / , a set G"

n.t/ is open for every t 2 T ,
" > 0 , and n � 1. Also, the family fG"

n.t/ W n � 1g is an open covering of X .
Moreover,

Graph.G"
n/ D f.t; x/ 2 T �X W dist.yn; F.t; x// < "g 2 F ˝ ˇ.X/;

because of the measurability of F . Let "m D .1=2/m and

G"
n;m.t/ D fx 2 G"

n.t/ W dist.x;X nG"
n/ � "mg and U "n.t/ D G"

n.t/n
[

1�k<n
G"
n;k.t/
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for n;m � 1. It can be verified that the family fU "n.t/ W n � 1g is a locally
finite covering of X and every multifunction U "n W T ! P.X/ has a measurable
graph. Hence it follows that the set-valued mapping T 3 t ! X n U "n.t/ � X is
measurable with closed values. Let

p"n.t; x/ D dist.x;X n U "n.t//P
n�1 dist.x;X n U "n.t//

:

By virtue of Lemma 2.6, the function p"n. �; x/ is measurable for every n � 1

and fixed x 2 X . By the above definition, p"n.t; �/ is continuous for fixed t 2 T .
Then p"n is a Carathéodory function for every " > 0 and n � 1. Furthermore,P

n�1 p"n.t; x/ D 1. Let f ".t; x/ D P
n�1 p"n.t; x/ � yn. It is clear that f " is a

Carathéodory function. By the convexity of F.t; x/ , for every .t; x/ 2 T � X we
get f ".t; x/ 2 F.t; x/C "B for .t; x/ 2 T �X and every " > 0.

Let "n D .1=2/n for n D 1; 2; : : :. We define now a sequence .fn/
1
nD1 of

Carathéodory functions fn W T � X ! Y such that fn.t; x/ 2 F.t; x/ C "nB and
kfn.t; x/ � fn�1k < "n�1 for .t; x/ 2 T �X and n � 2. We start with f1 D f "1

and then we put F2.t; x/ D F.t; x/ \ ff1.t; x/ C "1Bg for .t; x/ 2 T � X . By
virtue of Lemma 2.3, a multifunction F2.t; �/ is l.s.c. for fixed t 2 T . It is easy
to see that F2 is measurable. Consequently, its closure cl ŒF2� is measurable and
cl ŒF2� .t; � / is l.s.c. for fixed t 2 T . From this and the first part of the proof, it
follows that for " D "2, there exists a Carathéodory function f2 such that f2.t; x/ 2
cl ŒF2� .t; x/C"2B for .t; x/ 2 T �X . It is clear that f2.t; x/ 2 F.t; x/C"2B and
kf2.t; x/ � f1.t; x/k < "1 for .t; x/ 2 T �X . By the inductive procedure, we can
define a sequence .fn/1nD1 of Carathéodory functions fn W T � X ! Y such that
fn.t; x/ 2 F.t; x/C "nB and kfn.t; x/ � fn�1.t; x/k < "n�1 for .t; x/ 2 T �X .
Hence it follows that there exists a Carathéodory function f W T � X ! Y such
that fn.t; x/ ! f .t; x/ as n ! 1 for .t; x/ 2 T � X . By the closedness of
F.t; x/ , this implies that f .t; x/ 2 F.t; x/ for .t; x/ 2 T �X . �

Remark 2.11. It can be proved that if T is a locally compact metric space furnished
with a Radon measure 	, X is a Polish space, Y is a separable reflexive Banach
space, and F W T �X ! Cl.Y / is as in Theorem 2.7, then there exists a sequence
.fm/

1
mD1 of Carathéodory selectors fm W T � X ! Y of F such that F.t; x/ D

clffm.t; x/ W m � 1g for every .t; x/ 2 T �X . �

There are quite a number of set-valued fixed-point theorems. We present below
one of them that generalizes the classical Banach fixed-point theorem.

Theorem 2.8 (Covitz–Nadler). Let .X; �/ be a complete metric space and let
F W X ! Cl.X/ be such that h.F.x/; F. Nx// � K�.x; Nx/ for every x; Nx 2 X

with K 2 .0; 1/. Then there exists x 2 X such that x 2 F.x/.
Proof. Let L 2 .K; 1/ and  D K�1L. For some x 2 X , we have
B.x;  � dist.x; F.x///\F.x/ ¤ ; , because  > 1. Then we can select x1 2 F.x/
such that �.x; x1/ �  � dist.x; F.x//. For such x1 2 X , we can select x2 2 F.x1/
such that �.x1; x2/ �  � dist.x1; F.x1//. Continuing this procedure, we can find a
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sequence .xn/1nD1 of X such that �.xn; xnC1/ �  � dist.xn; F.xn// for n � 1.
Hence it follows that �.xn; xnC1/ �  � dist.xn; F.xn// �  � h.F.xn�1; F .xn// �
L�.xn�1; xn/ � Lndist.x; F.x//. Now, similarly as in the proof of the Banach
fixed-point theorem, we can verify that the above defined sequence .xn/

1
nD1 has

a limit, say x;, belonging to X . Since F is H -continuous and dist.x; F.x// �
�.x; xn/ C dist.xn; F.xnC1// C h.F..xnC1/; F .x// for n � 1, it follows that
x 2 F.x/. �

3 The Aumann Integral

Let .T;F ; 	/ be a �-finite measure space that is not necessarily complete. For
p � 1 , by Lp.T;Rd / we denote the Banach space Lp.T;F ; 	;Rd / with the norm
k � k defined in the usual way, i.e., by kf kp D R

T jf .t/jpd	 for f 2 Lp.T;Rd /.
In what follows, we shall consider Lp.T;Rd / with p D 1 and p D 2. Instead
of L1.T;Rd / , we shall write L.T;Rd /. Let us recall that if 	.T / < 1 , then a
set K � Lp.T;Rd / is relatively sequentially weakly compact if K is bounded
and uniformly integrable, i.e., if lim	.E/!0

R
E f .t/d	 D 0 uniformly for f 2 K .

By the reflexivity of L2.T;Rd / , a set K � L2.T;Rd / is relatively sequentially
weakly compact if and only if it is bounded. By the Eberlein–Šmulian theorem, it
follows that for a bounded set K � L2.T;Rd / , its closure clwK with respect to the
weak topology of L2.T;Rd / is weakly compact. In particular, if K is also closed
and convex, then it is weakly compact, because in such a case, we have K D clwK .

Given a measurable set-valued mapping F W T ! Cl.Rd / , we define
subtrajectory integrals S.F / of F as the subset of the space Lp.T;Rd / defined
by S.F / D ff 2 Lp.T;Rd / W f .t/ 2 F.t/ a:e:g. It can be verified that
S.F / is a closed subset of Lp.T;Rd /. In what follows we shall consider only
the cases p D 1 and p D 2 . Immediately from properties of multifunction F

it will be easily seen if S.F / is a subset of L.T;Rd / or L2.T;Rd /, respectively.
In what follows, we shall denote by M.T;Rd / the space of all measurable set-
valued mappings F W T ! Cl.Rd / and by A.T;Rd / the subspace of M.T;Rd /

containing all F 2 M.T;Rd / such that S.F / ¤ ;. It can be proved that every
F 2 M.T;Rd / belongs to A.T;Rd / if and only if there exists k 2 Lp.T;RC/
such that dist.0; F.t// � k.t/ for a.e. t 2 T . We have the following simple results.

Lemma 3.1. If F 2 A.T;Rd / , then there exists a sequence .fn/1nD1 of functions
fn 2 S.F / such that F.t/ D clff1.t/; f2.t/; : : :g for t 2 T .

Proof. By virtue of Theorem 2.6, there exists a sequence .gn/1nD1 of measurable
functions gn W T ! Rd such that F.t/ D clfg1.t/; g2.t/; : : :g for t 2 T .
Taking a countable measurable partition fA1;A2; : : :g of T with 	.Ak/ < 1
and a function f 2 Lp.T;Rd / such that f .t/ 2 F.t/ for t 2 T , we
define Bj;m;k D ft 2 T W m � 1 � jgj .t/j < mg \ Ak and fj;m;k D
1Bj;m;kgj C 1T nBj;m;k f for j;m; k � 1. It is easy to see that fj;m;k 2 S.F / and

F.t/ D ffj;m;k.t/ W j;m; k � 1g for t 2 T . �
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Corollary 3.1. If F;G 2 A.T;Rd /, then S.F / D S.G/ if and only if F.t/ D
G.t/ for a.e. t 2 T . �

Lemma 3.2. Let F 2 A.T;Rd / and let .fn/1nD1 be a sequence of S.F / such
that F.t/ D clff1.t/; f2.t/; : : :g for t 2 T . Then for every f 2 S.F / and
" > 0, there exists a finite measurable partition fA1; : : : ; Amg of T such that
kf �Pm

iD1 1Ai fik < ".
Proof. Assume f .t/ 2 F.t/ for every t 2 T and let � 2 Lp.T;R/ be strictly
positive such that

R
T
�d	 < "=3. Then there exists a countable measurable partition

fB1;B2; : : :g of T such that jf .t/ � fi .t/j < �.t/ for t 2 Bi and i � 1. Take
an integer m such that

P1
iDmC1

R
Bi

jf .t/jd	 < "=6 and
P1

iDmC1
R
Bi

jfi .t/jd	 <
"=6 and define a finite measurable partition fA1; : : : ; Amg as follows: A1 D B1 [
.
S1
iDmC1 Bi / and Aj D Bj for 2 � j � m. Then we have

�
�
�
�
�
f �

mX

iD1
1Ai fi

�
�
�
�
�

D
mX

iD1

Z

Bi

jf .t/ � fi .t/jd	C
1X

iDmC1

Z

Bi

jf .t/ � fi .t/jd	

�
Z

T

�d	C
1X

iDmC1

Z

Bi

.jf .t/j C jfi .t/j/d	 < ": �

Lemma 3.3. Let .T;F ; 	/ be a measure space with a �-finite measure 	. If F 2
A.T;Rd /, then coS.F / D S.coF /.

Proof. We have coS.F / � S.coF /. Assume that there exists f 2 S.coF / such
that f 62 coS.F /. By the strong separation theorem, we can find h 2 L1.T;Rd /

such that supf.h; g/ W g 2 S.F /g < .h; f /, where .�; �/ denotes the duality bracket.
Hence it follows that

R
T
�.h.t/; coF.t//d	 <

R
T hh.t/; f .t/i d	. On the other

hand, f .t/ 2 coF.t/ a.e. Then
R
T hh.t/; f .t/i d	 � R

T
�.h.t/; coF.t//d	, a

contradiction. Therefore, coS.F / D S.coF /. �

A multifunction F W T ! P.Rn/ is said to be p-integrably bounded if there
is k 2 Lp.T;RC/ such that kF.t/k DW h.f0g; F .t// � k.t/ for a.e. t 2 T . In
particular, for p D 1 , we say simply integrably bounded instead of 1-integrably
bounded. Similarly, if p D 2 , then instead of 2-integrably bounded, we say square
integrably bounded. It is clear that F is p-integrably bounded if and only if the
function T 3 t ! kF.t/k 2 RC belongs to Lp.T;RC/. For every p-integrably
bounded multifunction F 2 M.T;Rn/ , we have S.F / ¤ ;.

Remark 3.1. Immediately from the definition of subtrajectory integrals, it follows
that for every measurable and p-integrably bounded multifunction F W T !
Conv.Rd / , its subtrajectory integral S.F / is a nonempty convex weakly sequen-
tially compact subset of Lp.T;Rd /. In particular, it is a weakly compact convex
subset of this space for p > 1. �
Lemma 3.4. If F;G 2 A.T;Rd then S.F CG/ D S.F /C S.G/.
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Proof. Immediately from Theorem 2.6, it follows that H D F CG is measurable.
It is clear that S.H/ is closed, and therefore, S.F /C S.G/ � S.H/. On the
other hand, we may find sequences .fn/

1
nD1 � S.F / and .gm/

1
mD1 � S.G/

such that F.t/ D clffn.t/ W n � 1g and G.t/ D clfgn.t/ W n � 1g a.e.
Evidently, H.t/ D ffn.t/C gm.t/ W n;m � 1g, which, by Lemma 3.2, implies
that for given h 2 S.H/ and " > 0 , we can select a finite F -measurable
partition .Ak/

N
kD1 of T and positive integers n1; : : : ; nN and m1; : : : ; mN such

that kh � PN
kD1 1Ak .fnk C gmk /k < ". Hence it follows that h 2 S.F /C S.G/:

Then S.H/ � S.F /C S.G/. �
Let .T;F ; 	/ be a measure space, QR D Œ�1;C1� and let � W T � X !

QR be an F ˝ ˇ.Rd /-measurable function. The functional T� defined on the
space L0.T;Rd / of measurable functions f W T ! Rd by setting T�.f / DR
T
�.t; f .t//d	 if the integral exists, permitting C1 or �1, is called the integral

functional.

Lemma 3.5. Let F 2 M.T;Rd / and let � W T � Rd ! QR be F ˝ ˇ.Rd /-
measurable. Assume either that (i) �.t; x/ is u.s.c. in x for every fixed t 2 T or
that (ii) .T;F ; 	/ is complete and �.t; x/ is l.s.c. in x for every fixed t 2 T . Then
the function T 3 t ! inff�.t; x/ W x 2 F.t/g � QR is measurable.

Proof. Let �.t/ D inff�.t; x/ W x 2 F.t/g and assume that (i) is satisfied.
By Theorem 2.6, there exists a sequence .fn/1nD1 of measurable selectors of F
such that F.t/ D cl.ff1.t/; f2.t/; : : :g/ for t 2 T . Then we have �.t/ D
infn�1 �.t; fn.t// for t 2 T , which implies that � is measurable. Let (ii) be
satisfied and let H W T ! P.Rd � R/ be defined by H.t/ D f.x; ˛/ 2 Rd � R W
x 2 F.t/; �.t; x/ � ˛g for t 2 T . Then H.t/ is closed in Rd � R for every
t 2 T , and Graph.H/ D ŒGraph.F / \ R� \ f.t; x; ˛/ W ˆ.t; x/ � ˛ � 0g belongs
to F ˝ ˇ.Rd / ˝ ˇ.R/ D F ˝ ˇ.Rd ˝ R/. Therefore, by virtue of Remark 2.9
and Theorem 2.6, there exists a sequence .gn; �n/

1
nD1 of measurable functions

gn W T ! Rd and �n W T ! R such that H.t/ D cl.f.g1; �1/.t/; .g2; �2/.t/; : : :g/
for t 2 Dom.H/. Hence we have �.t/ D infn�1 �n.t/ for t 2 Dom.H/ and
�.t/ D 1 for t 2 T n Dom.H/. This shows that � is measurable. �

Theorem 3.1. Let F 2 A.T;Rd / and let � W T � X ! QR be F ˝ ˇ.Rd /-
measurable. Assume either that (i) �.t; x/ is u.s.c. in x for every fixed t 2 T , or
that (ii) .T;F ; 	/ is complete and �.t; x/ is l.s.c. in x for every fixed t 2 T . If
the integral functional T� is defined for all f 2 S.F / and T�.f0/ < 1 for some
f0 2 S.F / , then inffT�.f / W f 2 S.F /g D R

T
inff�.t; x/ W x 2 F.t/gd	:

Proof. Let �.t/ D inff�.t; x/ W x 2 F.t/g. By virtue of Lemma 3.4, � is
measurable and �.t/ � �.t; f .t// a.e. for every f 2 S.F /. Taking f D f0 ,
we can see that the integral of � exists and

R
T �d	 � inffT�.f / W f 2 S.F /g.

If T�.f0/ D �1 , then the proof is complete. Thus assume T�.f0/ to be finite, so
that the function T 3 t ! �.t; f0.t// 2 QR is in L.T;R/. Let ˇ >

R
T
�d	 be

given. We shall show that T�.f / < ˇ for some f 2 S.F /. Take a sequence
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.An/
1
nD1 of measurable sets An 2 F such that 	.An/ < 1 and such that

An " T and a strictly positive function � 2 L.T;R/. For n � 1 , define
Bn D An \ ft 2 T W �.t; f0.t// � �ng and

�n.t/ D
8
<

:

�.t/C �.t/=n textif t 2 Bn and �.t/ � �n;
�nC �.t/=n if t 2 Bn and �.t/ < �n;
�.t; f0.t//C �.t/=n if t 2 T n Bn :

It is easy to see that �n 2 L.T;R/ for n � 1 and �n.t/ # �.t/ a.e., so
that

R
T �n0d	 < ˇ for some n0. Setting � D �n0 , we have

R
T �d	 < ˇ and

�.t/ < �.t/ a.e. We claim now that there exists a measurable function g W T ! Rd

satisfying g.t/ 2 F.t/ a.e. and �.t; g.t// � �.t/ a.e. For case (i), take a
sequence .gi /1iD1 of measurable functions such that F.t/ D cl.fg1.t/; g2.t/; : : :g
for all t 2 T . Since infi�1 �.t; gi .t// D �.t/ a.e., there exists a measurable
function g satisfying the conditions desired above. For case (ii), define F1.t/ D
F.t/ \ fx 2 Rd W �.t; x/ � �.t/g for t 2 T . Since F1.t/ is closed for every
t 2 T and Graph.F1/ 2 F ˝ ˇ.Rd / it follows by Remark 2.9 that F1 has a
measurable selection on Dom.F1/ 2 F . Thus the desired g is obtained from the
condition 	.T n Dom.F1// D 0. Using the function g defined above, we define
Cn D An \ ft 2 T W jg.t/j � ng and fn D 1Cng C 1T nCnf0 for n � 1 such that
fn 2 S.F / for n � 1 and

T�.fn/ D
Z

Cn

�.t; g.t//d	C
Z

T nCn
�.t; f0.t//d	

�
Z

T

�d	C
Z

T nCn
Œ�.t; f0.t// � ��d	:

Since
R
T
�d	 < ˇ and Cn " T , we have T�.fn/ < ˇ. �

Corollary 3.2. If F 2 A.T;Rd / if � W T � X ! QR is F ˝ ˇ.Rd /-measurable
and satisfies (i) or (ii) of Theorem 3.1, and if T� is defined for all f 2 S.F /

and T�.f0/ > �1 for some f0 2 S.F / , then supfT�.f / W f 2 S.F /g DR
T supf�.t; x/ W x 2 F.t/gd	. �

Corollary 3.3. For every F 2 A.T;Rd / , one has supfkf kp W f 2 S.F /g DR
T

supfjxjp W x 2 F.t/gd	 D R
T

kF.t/kpd	. Then F is p-integrably bounded if
and only if S.F / is a bounded subset of Lp.T;Rd /. �

Let M � L0.T;Rd / be a set of measurable functions f W T ! Rd . We call
M decomposable with respect to F if f1; f2 2 M and A 2 F imply 1Af1 C
1T nAf2 2 M . It is clear that if M is decomposable, then

Pm
iD1 1Ai fi 2 M for

each finite F -measurable partition fA1; : : : ; Amg of T and ff1; : : : ; fmg � M .
The following theorem is a characterization of decomposable subsets of the space
Lp.T;Rd /.



88 2 Set-Valued Stochastic Processes

Theorem 3.2. Let M be a nonempty closed subset of Lp.T;Rd / with p � 1.
Then there exists an F 2 A.T;Rd / such that M D S.F / if and only if M is
decomposable.

Proof. Let us observe that S.F / is decomposable for every F 2 A.T;Rd /. If
M � Lp.T;Rd / is such that there exists F 2 A.T;Rd / such that M D S.F / ,
then it is decomposable. To prove the converse, assume that M is a nonempty
closed decomposable subset of Lp.T;Rd /. Let us observe that a multifunction G
defined by G.t/ D Rd for every t 2 T belongs to A.T;Rd /. Therefore, by virtue
of Lemma 3.1, there exists a sequence .fi /

1
iD1 of Lp.T;Rn/ such that Rd D

cl.fi .t/ W i � 1g for every t 2 T . Let ˛i D inffkfi � gk W g 2 M g for i �
1 and choose a sequence fgij W j � 1g � M such that kfi � gij j ! ˛i as
j ! 1. Define F 2 A.T;Rd / by F.t/ D clfgij .t/ W i; j � 1g. We shall
prove that M D S.F /. By Lemma 3.2, for each f 2 S.F / and " > 0, we
can select a finite measurable partition fA1; : : : ; Amg of T and fh1; : : : ; hmg �
fgij .t/ W i; j � 1g such that kf � Pm

kD1 1Akhkk < ". Since
Pm

kD1 1Akhk 2 M ,
this implies that f 2 M . Then S.F / � M . Now suppose that S.F / ¤ M .
Then there exist an f 2 M , an A 2 F with 	.A/ > 0, and a ı > 0 such that
infi;j�1 jf .t/ � gij .t/j � ı for t 2 A. Take an integer i , fixed in the rest of the
proof, such that the set B D A \ ft 2 T W jf .t/ � fi .t/j < ı=3g has positive
measure, and let g0

j D 1Bf C 1T nBgij , for j � 1. Since g0
j 2 M for j � 1 and

jfi .t/ � gij .t/j � jf .t/ � gij .t/j � jf .t/ � fi .t/j > 2ı=3 it follows that

kfi � gij kp � ˛i � kfi � gij kp � kfi � g0
j kp

D
Z

B

�jfi .t/ � gij .t/jp � jfi .t/ � f .t/jp	 d	

� Œ.2ı=3/p � .ı=3/p� � 	.B/ > 0

for j � 1. If j tends to infinity, we get limj!1 kfi � gij k > ˛i , a contradiction.
Thus M D S.F /. �

Remark 3.2. The above result is also true for nonempty closed subsets of Lp.T;X/,
where X is a separable Banach space. �

Remark 3.3. Similarly as in the proof of Michael’s continuous selection theorem, it
can be proved that if .X; �/ is a separable metric space and .T;F ; 	/ is a measure
space, then every l.s.c. multifunction F W X ! Cl.Lp.T;Rd // with decomposable
values admits a continuous selection f W X ! Lp.T;Rd /.

Proof (Sketch of proof). The proof follows from the following construction proce-
dure. For every " > 0 , we define continuous mappings f" W X ! Lp.T;Rd /

and '" W X ! Lp.T;RC/ such that F".x/ D fu 2 F.x/ W ju.t/ � f".t/j <
'".t/ a:e:g is nonempty and k'"kp < ". Now, by the inductive procedure, we
can define sequences .fn/n�0, .'n/n�0 , and .Fn/n�0 such that k'n.x/k < 1=2n,
jfn.x/.t/� fn�1.x/.t/j � 'n.x/.t/C 'n�1.x/.t/ a.e., and Fn.x/ ¤ ; for x 2 X .
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Hence the existence of a continuous selector f for F follows similarly as in the
proof of Michael’s theorem. �

Given C � Lp.T;Rd / , by decfC g we denote the decomposable hull of
C , i.e., the smallest decomposable set of Lp.T;Rd / containing C . The closed
decomposable hull decfC g of C is defined by decfC g D clLŒdecfC g�. It is easy
to see that

decfC g D
(

mX

iD1
1Ai fi W .Ai /miD1 2 ….T;F/ and .fi /

m
iD1 � C

)

;

where ….T;F/ denotes the family of all finite F -measurable partitions of T .
Immediately from the above definition, it follows that the decomposable hull of the
unit ball B of Lp.T;Rd / is equal to the whole space, i.e., decfBg D Lp.T;Rd /.
We have the following results dealing with decomposable hulls.

Lemma 3.6. Let .X; �/ be a metric space. If � W X ! P.Lp.T;Rd // is l.s.c.,
then the multifunction X 3 x ! decf�.x/g � Lp.T;Rd / is also l.s.c.

Proof. By virtue of ([49], Theorem II.2.8), one has to verify that dec.�/�.C / WD
fx 2 X W decf�.x/g � C g is a closed subset of X for every closed set C �
Lp.T;Rd /. Let C be a closed subset of Lp.T;Rd / and .xn/

1
nD1 a sequence of

dec.�/�.C / converging to x 2 X . For every u 2 decf�.x/g � decf�.x/g and
" > 0 , there exist a measurable partition .A"k/

N"
kD1 of T and a family .v"k/

N"
iD1 �

Lp.T;Rd / such that ku � PN"
iD1 1A"kv

"
kk < " and v"k 2 �.x/ for every k D

1; : : : ; N" . But � is l.s.c. at x 2 X . Therefore, by virtue of ([49], Theorem II.2.9),
for every k D 1; : : : ; N" and " > 0 there exists a sequence .vn;"k /1nD1 converging
to v"k such that vn;"k 2 �.xn/ for every n � 1, k D 1; : : : ; N" and " > 0. Hence
it follows that kPN"

kD1 1A"k v
n;"
k �PN"

kD1 1A"kv
"
kk ! 0 as n ! 1 for every " > 0.

Therefore, limn!1 ku�PN"
kD1 1A"k v

n;"
k k � " for every " > 0. But

PN"
iD1 1A"k v

n;"
k 2

decf�.xn/g � C for every n � 1 and " > 0. Then u 2 CC"B , where B denotes
the closed unit ball of Lp.T;Rd /. Therefore, for every u 2 decf�.x/g , one has u 2
C D C . Thus decf�.x/g � C , which implies that x 2 dec.�/�.C /. Therefore,
dec.�/�.C / is a closed subset of X for every closed set C � Lp.T;Rd /. �
Remark 3.4. Immediately from Lemma 3.6, it follows that by the assumption of
Lemma 3.6, the multifunction X 3 x ! decf�.x/g � Lp.T;Rd / is l.s.c.

Proof. By virtue of ([49], Theorem II.2.9) one has to verify that for every x 2 X ,
every sequence .xn/1nD1 of X converging to x , and u 2 decf�.x/g , there exists a
sequence .yn/1nD1 of Lp.T;Rd / converging to u such that yn 2 decf�.xn/g for
every n � 1. Let x 2 X be fixed, let .xn/1nD1 be a sequence of X converging to
x , and let u 2 decf�.x/g. For every " > 0 , one has decf�.x/g \ B.u; "/ ¤ ;.
By virtue of ([49], Proposition II.2.4) and Lemma 3.6, a multifunction ˆ.x/ D
decf�.x/g \ B.u; "/ is l.s.c. Then there exists a sequence .yn/1nD1 of Lp.T;Rd /
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converging to u such that yn 2 decf�.xn/g \ B.u; "/, which implies that yn 2
decf�.xn/g. �

Theorem 3.3. The decomposable hull of a convex set K � Lp.T;Rd / is itself
convex, and its closure is convex and sequentially weakly closed. If .�;F ; 	/ is
a �-fini te nonatomic space and K is a nonempty subset of Lp.�;F ; 	;Rd / ,
then decwfKg D coŒdecfKg�, where decwfKg denotes the closure of decfKg with
respect to a weak topology of Lp.T;Rd /.

Proof. Let K be a convex subset of Lp.T;Rd / and u; v 2 decfKg. There are
partitions .An/NnD1; .Bm/MmD1 2 ….T;F/ , and .un/NnD1; .vm/MmD1 � K such that
u D PN

nD1 1Anun and v D PM
mD1 1Bmvm. Let .Dk/

K
kD1 2 ….T;F/ be such that

u D PK
kD1 1Dk Nuk and v D PK

kD1 1Dk Nvk , where Nuk D unk and Nvk D vmk for
nk 2 f1; : : : ; N g and mk 2 f1; : : : ;M g for every k D 1; : : : ; K . For every  2
Œ0; 1� and 1 � k � K , one has Nuk C .1 � / Nvk 2 K . Therefore, u C .1 � /

v D PK
kD1 1Dk ŒNuk C .1 � / Nvk� 2 decfKg: Thus decfKg is a convex subset of

Lp.�;F ;Rr /. Hence the convexity of decwfKg follows. Now, immediately from
Mazur’s theorem ([4], Theorem 9.11), it follows that decfKg is sequentially weakly
closed. Finally, immediately from ([41], Theorem 2.3.17), the equality decwfKg D
coŒdecfKg� follows. �

Remark 3.5. If K � L2.T;Rd / is convex and square integrably bounded, then
decfKg is convex and weakly compact.

Proof. If K � L2.T;Rd / is square integrably bounded, then decfKg is square
integrably bounded, too. Therefore, decfKg is relatively weakly compact, which
by virtue of Theorem 3.3, implies that it is convex and weakly compact. �

Remark 3.6. If F W T ! Rd is measurable and p-integrably bounded, then the
interior IntŒS.F /� of S.F / is the empty set and S.F / D decffn W n � 1g, where
fn 2 S.F / for n � 1 are such that F.t/ D clffn.t/ W n � 1g for t 2 T .

Proof. Suppose IntŒS.F /� ¤ ;. For every f 2 IntŒS.F /�/ , there exists an open
ball B.f / containing f such that B.f / � IntŒS.F /� � S.F /. Hence it follows
that decfB.f /g � decfS.F /g. But S.F / is a decomposable subset of Lp.T;Rd /.
Therefore, decfB.f /g � S.F /, which is a contradiction, because S.F / is bounded
and decfB.f /g D Lp.T;Rd /. Then IntŒS.F /� D ;. Let us observe that by the
properties of S.F / , we have decffn W n � 1g � S.F /. On the other hand, by virtue
of Lemma 3.2, for every f 2 S.F / and " > 0 there exist a partition .Ak/

N
kD1 2

….T;F/ and a family .fnk /
N
kD1 � ffn W n � 1g such that kf �PN

kD1 1Akfnkk �
", which implies that f 2 decffn W n � 1g. Thus S.F / D decffn W n � 1g. �

Lemma 3.7. Assume that .T;F ; 	/ and .X; �/ are measure and metric spaces,
respectively. Let F W T � X ! Cl.Rd / be such that F.�; x/ is measurable for
fixed x 2 X and there exist m; k 2 L2.T;RC/ such that kF.t; x/k � m.t/

and h.F.t; x/; F.t; Nx// � k.t/�.x; Nx/ for 	-a.e. t 2 T and x; Nx 2 X .
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Then H.S.F. �; x/; S.F. �; Nx/// � K�.x; Nx/ for every x; Nx 2 X , where K D
.
R
T
k2.t/d	/1=2 andH is the Hausdorff metric on Cl.L2.T;Rd //.

Proof. Assume x; Nx 2 X and select arbitrarily f x 2 S.F. �; x//. By virtue of
Theorem 3.1, one has

dist.f x; S.F. �; Nx// D inf

(�Z

T

jf x
t � ft j2d	

�1=2
W f 2 S.F. �; Nx//

)

D
�Z

T

dist2.f x
t ; F .t; Nx//d	

�1=2

�
�Z

T

k2.t/�2.x; Nx/d	
�1=2

� K�.x; Nx/;

where K D .
R T
0
k2.t/dt/1=2. Then NH.S.F. �; x//; S..F. �; Nx/// � K�.x; Nx/. In a

similar way, we obtain NH.S.F. �; Nx//; S.F. �; x/// � K�.x; Nx/: �
Remark 3.7. Similarly as above, one can prove that if .T;F ; 	/ and .X; �/ are as
above and F W T � X ! Cl.Rd / is measurable and uniformly square integrably
bounded such that F.t; � / is l.s.c. for a.e. fixed t 2 T , then a set-valued mapping
X 3 x ! S.F. �; x// 2 Cl.L2.T;Rd // is l.s.c.

Proof. Let us observe first that for given metric spaces X and Y , a multifunction
ˆ W X ! P.Y / is l.s.c. at Nx 2 X if it is H-l.s.c., i.e., if for every " > 0 ,
there exists a ı > 0 such that for every x 2 X satisfying �.x; Nx/ < ı , one has
Nh.ˆ. Nx/;ˆ.x// � ". Indeed, suppose the above condition is satisfied and ˆ is not
l.s.c. at Nx. There exists an open set U � Y with ˆ. Nx/\U ¤ ; such that in every
neighborhood V of Nx , there exists Qx 2 V such that ˆ. Qx/\U D ;. Therefore, we
can select a sequence .xn/1nD1 of X converging to Qx such that ˆ.xn/ \ U D ;
for every n D 1; 2; : : : . On the other hand, for every " > 0 , there exists N" � 1

such that for every n � N" , we have ˆ. Nx/ � V 0Œˆ.xn/; "�. Hence in particular, it
follows that ˆ. Nx/\U � V 0Œˆ.xn/; "� for n � N". Let y 2 ˆ. Nx/\U , nk D N1=k
for every k D 1; 2; : : : and select yk 2 ˆ.xnk / such that d.yk; y/ < 1=k. For k
sufficiently large, we have yk 2 U and therefore ˆ.xnk /\U ¤ ;, a contradiction.

Let us observe now that if ˆ. Nx/ is a compact subset of Y , then ˆ is l.s.c.
at Nx 2 X if and only if for every " > 0 , there exists a ı > 0 such that for
every x 2 X satisfying �.x; Nx/ < ı , one has Nh.ˆ. Nx/;ˆ.x// � ". Indeed,
for i D 1; : : : ; m , let yi be such that fB0.yi ; .1=2/"/ W i D 1; : : : ; mg
covers ˆ. Nx/ and for i D 1; : : : ; m , let ıi > 0 be such that �.x; Nx/ < ıi
implies ˆ.x/ \ B0.yi ; .1=2/"/ ¤ ;. Let ı D minfıi W i D 1; : : : ; mg. Then
�.x; Nx/ < ı implies that yi 2 V 0.ˆ.x/; .1=2/"/ for i D 1; : : : ; m, i.e.,
B0.yi ; .1=2/"/ � V 0.ˆ.x/; .1=2/"/ for all i D 1; : : : ; m. Therefore, ˆ. Nx/ �Tm
iD1 B0.yi ; .1=2/"/ � V 0.ˆ.x/; .1=2/"/ for x 2 B0. Nx; ı/, which is equivalent

to NhŒˆ. Nx/;ˆ.x/� � " for x 2 B0. Nx; ı/.



92 2 Set-Valued Stochastic Processes

Let m 2 L2.T;RC/ be such that kF.t; x/k � m.t/ for every x 2 X and
a.e. t 2 T . Therefore, F.t; x/ is a compact subset of Rd for every x 2 X and
a.e. t 2 T . Similarly as in the proof of Lemma 3.7, we can verify that for every
Nx; x 2 X , one has

NHŒS.F.�; Nx//; S.F.�; x//� �
�Z

T

Nh2ŒF.t; Nx/; F.t; x/�dt
� 1

2

:

Thus for every Nx 2 X and every sequence .xn/
1
nD1 of X converging to Nx ,

we obtain
R
T

Nh2ŒF.t; Nx/; F.t; xn/�dt ! 0 as n ! 1, which implies that
NHŒS.F.�; Nx//; S.F.�; xn//� ! 0 as n ! 1. Then the set-valued mapping X 3
x ! S.F.�; x// 2 Cl.L2.T;Rd // is l.s.c. at Nx. �
Lemma 3.8. Assume that T is an interval of the real line and let F W T � Rd !
Cl.Rd / and G W T � Rd ! Cl.Rd�m/ be measurable uniformly p-integrably
bounded and such that F.t; � / and G.t; � / are l.s.c. for fixed t 2 T . There are
continuous functions u W Rd ! Lp.T;Rd / and v W Rd ! Lp.T;Rd�m/ such
that

(i) u.x/ 2 S.F. �; x// and v.x/ 2 S.G. �; x// for x 2 Rd ;
(ii) mappings f W T � Rd 3 .t; x/ ! u.x/.t/ 2 Rd and g W T � Rd 3 .t; x/ !

v.x/.t/ 2 Rd�m are ˇT ˝ ˇ.Rd /-measurable such that f .t; x/ 2 F.t; x/

and g.t; x/ 2 G.t; x/ for a.e. t 2 T and x 2 Rd .

Proof. The existence of continuous functions u and v satisfying (i) follows
immediately from Remarks 3.3 and 3.7. Let I be the identity mapping on T

and define .I � u/ W T � Rd ! T � Lp.T;Rd / by setting .I � u/.t; x/ D
.t; u.x// for .t; x/ 2 T � Rd . The function I � u is continuous on T � Rd

and therefore .ˇT ˝ ˇ.Rd /; ˇT ˝ ˇ.Lp//-measurable, where ˇT , ˇ.Rd / and
ˇ.Lp/ denote the Borel �-fields on T , Rd and Lp.T;Rd /, respectively. Let
� W T �Lp.T;Rd / ! Rd be defined by �.t; z/ D z.t/ for .t; z/ 2 T �Lp.T;Rd /:

The mapping � is .ˇT ˝ˇ.Lp/; ˇ.Rd //-measurable because � is such that �.t; � /
is continuous and �.�; z/ is measurable for fixed t 2 T and z 2 Lp.T;Rd /,
respectively. Hence it follows that a mapping f W T �Rd 3 .t; x/ ! u.x/.t/ 2 Rd

is measurable on T � Rd , i.e., is .ˇT ˝ ˇ.Rd /; ˇ.Rd //-measurable because
f .t; x/ D Œ� ı .I � u/�.t; x/ D �.t; u.x// for .t; x/ 2 T � Rd . Measurability
of a mapping g can be verified in a similar way. It is clear that f .t; x/ 2 F.t; x/

and g.t; x/ 2 G.t; x/ for a.e. t 2 T and x 2 Rd . �

Similarly as above, let T be an interval of the real line. Denote by J the linear
mapping defined on Lp.T;Rd / by setting J.f / D R

T
f .t/dt for f 2 Lp.T;Rd /.

For a nonempty set K � Lp.T;Rd / , by J.K/ we denote its image by the mapping
J , i.e., a set of the form fR

T
f .t/dt W f 2 Kg.

Lemma 3.9. If K � Lp.T;Rd / is nonempty decomposable, then J.K/ is a
nonempty convex subset of Rd .
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Proof. Let z1; z2 2 J.K/ and  2 Œ0; 1�. There exist f1; f2 2 K such that
z1 D R

T
f1.t/dt and z2 D R

T
f2.t/dt . Let LT be the family of all Lebesgue

measurable subsets of T and put 	.E/ D .
R
E
f1.t/dt;

R
E
f2.t/dt/ for E 2 LT .

By Lyapunov’s theorem, 	.LT / is a convex compact subset of R2d . Since .0; 0/
and .z1; z2/ belong to 	.LT / , then we have also .z1; z2/ 2 	.LT /. Therefore,
there exists H 2 LT such that .z1; z2/ D 	.H/ , which by the definition
of the measure 	 implies that z1 D R

T
1Hf1.t/dt and z2 D R

T
1Hf2.t/dt .

Let f D 1Hf1 C 1T nHf2. By the decomposability of K , we have f 2 K .
Therefore,

R
T
f .t/dt 2 J.K/. But

R
T
f .t/dt D R

T
.1Hf1 C 1T nHf2/.t/dt DR

T
1H.f1 � f2/.t/dt C R

T
f2.t/dt D z1 � z2 C z2 D z1 C .1 � /z2 : Then

z1 C .1� /z2 2 J.K/ . �

For F 2 A.T;Rd / , the set J.S.F // is denoted by
R
T
F.t/dt and is said to be

the Aumann integral of F on the interval T .

Corollary 3.4. For every F 2 A.T;Rd / , the Aumann integral
R
T
F.t/dt is a

nonempty convex subset of Rd . If furthermore, F is p-integrably bounded, thenR
T
F.t/dt is a bounded subset of Rd . �

Denote by V.�r / the set of r C 1 vertices of the .r C 1/-dimensional simplex
�r D f.�0; : : : ; �r / 2 RrC1 W 0 � �i � 1;

Pr
iD0 �i D 1g. It is clear that if

ui 2 L1.T;R1/ for i D 0; 1; : : : ; r , then .u0; : : : ; ur / 2 L1.T;RrC1/, where
L1.T;R1/ consists of all 	-essentially bounded measurable scalar functions
defined on T .

Lemma 3.10. Let Y.t/ be an n� .rC1/-matrix-valued function with components
in L1.T;R1/, ‰ D fu 2 L1.T;RrC1/ W u.t/ 2 �r for t 2 T g , and ‰0 D fu 2
L1.T;RrC1/ W u.t/ 2 V.�r / for t 2 T g. Then fRT Y.t/ � u.t/dt W u 2 ‰g D
fRT Y.t/ � u.t/dt W u 2 ‰0g , and both of these sets are compact and convex.

Proof. Let J.u/ D R
T
Y.t/ � u.t/dt for u 2 L1.T;RrC1/. Clearly, ‰ is convex

and bounded in the L1.T;RrC1/-norm topology. Hence if we can show that ‰ is
weakly�-closed, it will imply that ‰ is weakly�-compact. Suppose u0 is a weak�-
limit of a sequence of ‰ that does not belong to ‰. Then there is a set E � T

of positive measure such that u0.t/ 2 �r for t 2 E and u0 2 ‰. One may readily
establish the existence of an " > 0 and � 2 RrC1 such that the inner product
satisfies h�; �i � C if � 2 �r and

˝
�; u0.t/

˛
< C � " for t in a subset E1 of E

having a positive measure 	.E1/. Define a function w.t/ D .w0.t/; : : : ;wr .t// by
setting

wi .t/ D
�
�i=	.E1/ for t 2 E1;
0 for t 62 E1;

for i D 1; : : : ; r . It is clear that w 2 L1.T;RrC1/. From the properties of � 2
RrC1 , it follows that w separates u0 and ‰, contradicting u0 being a weak�-limit
of a sequence of ‰. Thus ‰ is closed, convex, and weak�-compact. It is easily
seen that J is weak�-continuous, because the weak topology was defined so that
the linear functionals that were continuous on a given normed space X with its
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norm topology are still continuous when X has its weak topology. In particular,
J D .J1; : : : ; Jn/ is a continuous linear mapping from X� taken with its norm
topology to Rd such that components Ji of J are representable as elements of
X . Then J is continuous as a mapping of X� with the weak�-topology to Rd .
Therefore, J‰ D fJ u W u 2 ‰g is a compac,t convex subset of Rd . Clearly,
J‰0 � J‰. Similarly as in the proof of Lyapunov’s theorem, we can also show
that J‰ � J‰0. �

Lemma 3.11. Let F W T ! Cl.Rd / be measurable and integrably bounded. ThenR
T
F.t/dt D R

T
coF.t/dt , and both sets are nonempty and convex in Rd .

Proof. The nonemptiness and convexity of
R
T F.t/dt follow from Corollary 3.4.

By the definition of the Aumann integral, it follows that
R
T F.t/dt � R

T coF.t/dt .
Suppose y 2 R

T coF.t/dt , and let f 2 S.coF / be such that y D R
T f .t/dt .

By Carathéodory’s theorem, for every t 2 T , the point f .t/ 2 coF.t/ may be
expressed as a convex combination f .t/ D Pd

iD0 �i .t/f i .t/ with f i.t/ 2 F.t/,
0 � �i .t/ � 1, and

Pd
iD0 �i .t/ D 1. Let �d denote the simplex in the space RdC1,

i.e., �d D f.�0; : : : ; �d / 2 RnC1 W 0 � �i � 1;
Pd

iD0 �i D 1g: Denote by �.t/

the vector .�0.t/; : : : ; �d .t// 2 �d . Let us observe that the functions �i and f i

can be chosen to be measurable. Indeed, let g.t; �; ˇ0; : : : ; ˇd / D Pd
iD0 �i .t/ˇi

for t 2 T and ˇ0; : : : ; ˇd 2 R and let �.t/ D �dC1 � F.t/ � � � � � F.t/

with F.t/ appearing n C 1 times in the product. Since f is measurable and
f .t/ 2 g.t; �.t// for a.e. t 2 T , then by Theorem 2.5, there exists a measurable
function T 3 t ! .�0.t/; : : : ; �n.t/; f

0.t/; : : : ; f d.t// 2 �.t/ such that f .t/ D
g.t; .�0.t/; : : : ; �n.t/; f

0.t/; : : : ; f d.t// for a.e. t 2 T . Let the vectors f i.t/ be
the columns of an d � .d C 1/-matrix Y . By virtue of Lemma 3.10 there exists a
measurable vector function �� D .��

0 ; : : : ; �
�
d / on T taking values in the vertices

of the simplex �d such that
R
T f .t/dt D R

T Y.t/ � �.t/dt D R
T Y.t/ � ��.t/dt .

Now ��
i .T / � f0; 1g for all i D 0; 1; : : : ; d and

Pd
iD0 ��

i .t/ D 1. Let Ti D ft 2
T W ��

i .t/ D 1g. Then Ti is measurable and
Sd
iD0 Ti D T and Ti \ Tj D ;

for i ¤ j . Define f �.t/ D f i .t/ for t 2 Ti for i D 0; 1; : : : ; d . It is clear that
f � is measurable and such that f �.t/ 2 F.t/ and

R
T
f �.t/dt D R

T
f .t/dt . ThenR

T
F.t/dt D R

T
co F .t/dt . �

Theorem 3.4 (Aumann). If F W T ! Cl.Rd / is measurable and integrably
bounded, then

R
T F.t/dt D R

T coF.t/dt , and both integrals are nonempty convex,
compact subsets of Rd .

Proof. By virtue of Lemma 3.11, we have
R
T
F.t/dt D R

T
coF.t/dt , and both

integrals are nonempty convex subsets of Rd . By virtue of Remark 3.1, a set
S.coF / is a weakly sequentially compact subset of L.T;Rd/. By the definition
of the Aumann integral, we have

R
T

coF.t/dt D J.S.coF //; where J is a linear
and continuous mapping defined on L.T;Rd /. By the linearity of J , it follows that
J is also continuous on L.T;Rd/ with respect to its weak topology. Therefore,
J.S.coF // is a compact subset of Rd . �
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Remark 3.8. It can be proved that if .X; k � k/ is a separable Banach space, T
is an interval of the real line, and F W T ! Cl.X/ is measurable and integrably
bounded, then cl.

R
T
F.t/dt/ D cl.

R
T

coF.t/dt/ , where the closure is taken in the
norm topology of X . �

Theorem 3.5. If F W T ! Cl.Rd / is measurable and integrably bounded, then
for every p 2 Rd and A 2 LT , one has

R
A �.p; F.t//dt D �.p;

R
A F.t/dt/.

Proof. Let us observe that �.p; F.� // is measurable and integrably bounded for
every fixed p 2 Rd . Then it is integrable and

R
A
�.p; F.t//dt < 1 for

every p 2 Rd and A 2 LT . For every f 2 S.F / and p 2 Rd , we have˝
p;
R
A
f .t/dt

˛ D R
A hp; f .t/i dt � R

A
�.p; F.t//dt: Therefore, for every p 2 Rd ,

one has �.p;
R
A
F.t/dt/ � R

A
�.p; F.t//dt . We shall show now that for every

˛ 2 R and p 2 Rd such that ˛ <
R
A
�.p; F.t//d; there is f 2 S.F / such

that ˛ < �.p;
R
A
f .t/dt/. Indeed, let us take arbitrarily g 2 S.F / and define for

every n � 1 a multifunction Fn by setting Fn.t/ D fx 2 F.t/ W jx � g.t/j < ng.
Similarly as in the proof of Theorem 2.5, we can verify that Fn, and hence also
cl.Fn/, is measurable. Then �.p; Fn.�// is measurable for every p 2 Rd and
n � 1. It is also integrably bounded. Furthermore, �.p; Fn.t// ! �.p; F.t// for
t 2 T as n ! 1. Then

R
A
�.p; Fn.t//dt ! R

A
�.p; F.t//dt for every p 2 Rd

as n ! 1. Thus we have ˛ <
R
A
�.p; Fn.t//dt for n large enough. Then there

exists an integrable function ' W T ! R such that ˛ <
R
A
'.t/dt and '.t/ <

�.p; Fn.t// for a.e. t 2 T . Let G.t/ D fx 2 F.t/ W hp; xi > '.t/g for t 2 T . It
is clear that G.t/ ¤ ; and that G has a measurable graph. Therefore, by virtue of
Remark 2.9, there exists a measurable selector f of G , and hence also of F , such
that '.t/ < hp; f .t/i : Thus

R
A
'.t/dt <

˝
p;
R
A
f .t/dt

˛
. Hence it follows that ˛ <˝

p;
R
A
f .t/dt

˛
. Now taking in particular ˛n D R

A
�.p; F.t//dt � 1=n for n � 1 ,

we can select fn 2 S.F / such that ˛n < �.p;
R
A
fn.t/dt/ � �.p;

R
A
F.t/dt/ for

every p 2 Rd and n � 1; which implies that
R
A
�.p; F.t//dt � �.p;

R
A
F.t/dt/

for every p 2 Rd and A 2 LT . �

Remark 3.9. The above results are also true for measurable and p-integrably
bounded multifunctions with p � 1. �

4 Set-Valued Stochastic Processes

Similarly as in Chap. 1, we assume that we are given a complete filtered probability
space PF D .�;F ;F; P / with a filtration F D .Ft /t�0 satisfying the usual
conditions. By a set-valued random variable, we mean an F -measurable multifunc-
tion Z W � ! Cl.Rd /. If Z 2 A.�;Rd / , then the Aumann integral

R
�
ZdP

is denoted by EŒZ� and is said to be the mean value of the set-valued random
variable Z . A set-valued random variable Z 2 A.�;Rd / is said to be Aumann
integrable. Immediately from properties of measurable set-valued mappings, the
following results, dealing with set-valued random variables, follow.
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Lemma 4.1. Let Z W � ! Cl.Rd / be an Aumann integrable set-valued random
variable. Then

(i) S.Z/ is a closed decomposable subset of Lp.�;F ;Rd / and S.coZ/ D
coS.Z/.

(ii) Z is p-integrably bounded if and only if S.Z/ is a bounded subset of
Lp.�;F ;Rd /.

(iii) If Z is p-integrably bounded, then IntŒS.Z/� D ; and S.Z/ ¤ Lp

.�;F ;Rr /.
(iv) There exists a sequence .zn/1nD1 of d -dimensional random variables such

that zn.!/ 2 Z.!/ and Z.!/ D clfzn.!/ W n � 1g for n � 1 and ! 2 �.
If fzn W n � 1g � S.Z/ , then S.Z/ D decfzn.!/ W n � 1g.

(v) If .zn/1nD1 � S.Z/ is such that Z.!/ D clfzn.!/ W n � 1g for ! 2
�, then for every z 2 S.Z/ and every " > 0 , there exist a partition
.Ak/

N
kD1 2 ….�;F/ and a family .znk /

N
kD1 � fzn W n � 1g such that

Ejz �PN
kD1 1Ak znk j � ".

(vi) If F and G are Aumann integrable set-valued random variables such that
S.F / D S.G/ , then F.!/ D G.!/ for a.e. ! 2 �.

(vii) If Z is convex-valued and square integrably bounded, then S.Z/ is a
decomposable, convex, and weakly compact subset of L2.�;F ;Rd /.

(viii) If F and G are convex-valued and integrably bounded set-valued random
variables, then S.F CG/ D S.F /C S.G/.

A family ˆ D .ˆt /t�0 of set-valued random variables ˆt W � ! Cl.Rq/ is
called a set-valued stochastic process. Similarly as in the case of point-valued
stochastic processes, a set-valued process ˆ D .ˆt /t�0 can also be defined as a
set-valued mapping ˆ W RC � � 3 .t; !/ ! ˆt.!/ 2 Cl.Rq/ such that ˆ.t; � /
is a set-valued random variable for every t � 0 . If such a multifunction ˆ is
ˇ.RC/ ˝ F -measurable, then a set-valued process ˆ is said to be measurable. If
furthermore, for every t � 0 , the set-valued mapping ˆt is Ft -measurable, then
ˆ is said to be F-nonanticipative. It is easy to see that ˆ is F-nonanticipative if
and only if it is †F -measurable, where †F D fA 2 ˇT ˝F W At 2 Ft for t 2 T g,
and At denotes the t-section of a set A � T ��. Given p � 1 , we call a set-valued
process ˆ D .ˆt /t�0 p-integrably bounded if there exists m 2 Lp.RC ��;RC/
such that kˆt.!/k � m.t; !/ for a.e. .t; !/ 2 RC � �. A set-valued process
ˆ D .ˆt /t�0 is said to be bounded if there exists a number M > 0 such that
kˆt.!/k � M for a.e. .t; !/ 2 RC � �. It is clear that every bounded set-
valued process is p-integrably bounded for every p � 1. Similarly as above,
by S.ˆ/ we denote the subtrajectory integrals of a set-valued stochastic process
ˆ W RC � � ! Cl.Rq/, i.e., the set of all measurable and dt � P -integrable
selectors of ˆ. By SF.ˆ/ we denote the subset of S.ˆ/ containing all F-
nonanticipative elements of S.ˆ/. If ˆ is an p-integrably bounded set-valued
process defined on Œ0; T � �� , its subtrajectory integrals will be denoted by S.ˆ/
for every p � 1 . In this case, S.ˆ/ � Lp.Œ0; T � � �;ˇT ˝ FT ;Rq/. Similarly,
if ˆ W Œ0; T � � � ! Cl.Rq/ is F-nonanticipative and square integrably bounded,
then SF.ˆ/ � L2.Œ0; T ���;†F;R

q/. Similarly as above, ˆ is said to be Aumann
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(Itô) integrable if S.ˆ/ ¤ ; (SF.ˆ/ ¤ ;). We shall consider set-valued stochastic
processes with q D d and q D d �m.

Let us denote by M.RC��;Rd / and MF.R
C��;Rd / the spaces of all mea-

surable and F-nonanticipative, respectively set-valued stochastic, processes on a
filtered probability space .�;F ;F; P / with values in Cl.Rd /. Similarly, the space
of all F-nonanticipative processes on .�;F ;F; P / with values in Cl.Rd�m/ will
be denoted by MF.R

C � �;Rd�m/ . We denote by L2.�;Rd / the space of all
(equivalence classes of) set-valued random variables Z W � ! Cl.Rd / such that
EkZk2 < 1; where kZk.!/ D supfjxj W x 2 Z.!/g for a.e. ! 2 �. Elements of
the space L2.�;Rd / are called Rd -set-valued square integrably bounded random
variables. We shall consider L2.�;Rd / as a metric space with a metric H defined
by H.Z1;Z2/ D ŒEh2.Z1.� /;Z2.� //�1=2 for Z1;Z2 2 L2.�;Rd /. Similarly as in
the case of L2.�;F ;Rd / , it can be verified that .L2.�;Rd /;H/ is a complete
metric space. By L2F.RC ��;Rd / and L2F.RC ��;Rd�m/ we shall denote the
spaces of all square integrably bounded elements of spaces MF.R

C ��;Rd / and
MF.R

C��;Rd�m/; respectively. Similarly as above, the spaces L2F.RC��;Rd /

and L2F.RC ��;Rd�m/ will be considered metric spaces with metric dH defined
by dH .ˆ;‰/ D ŒE

R1
0
h2.ˆt ; ‰t/dt �1=2 for every ˆ D .ˆt /t�0; ‰ D .‰t/t�0 2

L2F.RC ��;Rd / or ˆ D .ˆt /t�0; ‰ D .‰t /t�0 2 L2F.RC ��;Rd�m/. It can be
verified that .L2F.RC ��;Rd /; dH/ is a complete metric space. For fixed T > 0 ,
we define L2F.T;�;Rd / D f.1Œ0;T �ˆt /t�0 W .ˆt /t�0 2 L2F.RC��;Rd /. The space
L2F.T;�;Rd�m/ is defined similarly. We shall consider L2F.T;�;Rd / with the

metric dH , which in this case, is defined by dH.ˆ;‰/ D ŒE
R T
0
h2.ˆt ; ‰t /dt �1=2

for ˆ;‰ 2 L2F.T;�;Rd /. We shall also consider spaces L4F.T;�;Rd / and
L4F.T;�;Rd�m/ , defined in a similar way. In what follows, stochastic processes
ˆ and ‰ belonging to L2F.T;�;Rd / and L2F.T;�;Rd�m/ will be written as
families ˆ D .ˆt /0�t�T and ‰ D .‰t/0�t�T , respectively. We shall also consider
metric spaces ClŒL2.Œ0; T ���;†F;R

d /� and ClŒL2.Œ0; T ���;†F;R
d�m/� with

Hausdorff metrics denoted in both cases by D. Given a sequence .F n/1nD1 of
set-valued stochastic processes, F n D .F n

t /0�t�T 2 L2F.T;�;Rd / is said to be
uniformly integrably bounded if there exists m 2 L2.Œ0; T � � �;†F;R

C/ such
that kF n

t .!/k � mt.!/ for n � 1 and a.e. .t; !/ 2 Œ0; T � � �. It is said to be
uniformly integrable if

lim
C!1 sup

n�1

Z Z

f.t;!/WkFnt .!/k>C g
kF n

t .!/k2dtdP D 0 :

It is clear that every uniformly integrably bounded sequence .F n/1nD1 of set-valued
stochastic processes of L2F.T;�;Rd / is also uniformly integrable. It is easy to
see that every sequence .'n/1nD1 of F-nonanticipative selectors 'n of a uniformly
integrable sequence .F n/1nD1 � L2F.T;�;Rd / is uniformly integrable. Finally,
let us observe that every sequence .F n/1nD1 of set-valued stochastic processes of
L2F.T;�;Rd / converging in the dH -metric topology to F 2 L2F.T;�;Rd / is
uniformly integrable.
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Lemma 4.2. Let J and J be linear continuous mappings defined on
L2.Œ0; T � ��;†F;R

d / and L2.Œ0; T � � �;†F;R
d�m/; respectively, with values

at L2.�;FT ;Rd /. If .ˆn/1nD1 and .‰n/1nD1 are sequences of L2F.T;�;Rd / and
L2F.T;�;Rd�m/ converging in the dH -metric topology to ˆ 2 L2F.T;�;Rd /; and
‰ 2 L2F.T;�;Rd�m/, respectively, then

(i) limn!1 Œmax fD.SF.ˆn/; SF.ˆ//;D.SF.‰n/; SF.‰//g� D 0;
(ii) limn!1 Œmax fH.J.SF.ˆn//; J.SF.ˆ//;H.J .SF.‰n//;J .SF.‰///g� D 0:

Proof. By Theorem 3.1, for every ' 2 SF.ˆn// , one has EŒ
R T
0

inffk't.!/�xk2 W
x 2 ˆ.t; !/gdt � D inffE R T

0
k't � ftk2dt W f 2 SF.ˆ/g D Dist2.'; SF.ˆ//.

Similarly, for every f 2 SF.ˆ/ , we get Dist2.f; SF.ˆn// D E
R T
0

inffkft .!/ �
xk2 W x 2 ˆnt .!/gdt . Hence it follows that D.SF.ˆn/; SF.ˆ// � dH .ˆ

n;ˆ/ for
every n � 1, which implies D.SF.ˆn/; SF.ˆ// ! 0 as n ! 1. In a similar way,
we also get D.SF.‰n/; SF.‰// ! 0 as n ! 1.

It is easy to see that (ii) follows immediately from (i) and the properties of the
mappings J and J . Indeed, let us observe first that by (i), continuity of J and
boundedness of SF.ˆ/ and SF.ˆn// , there exists M > 0 such that .EjJ.'/ �
J. /j2/1=2 � M.

R T
0 Ej' �  j2dt/1=2 for n � 1; ' 2 SF.ˆ/ and  2 SF.ˆn//.

Suppose now that (ii) is not satisfied and let A D J ŒSF.ˆ/� and An D J ŒSF.ˆn/�

for n � 1. There exist N" > 0 and an increasing subsequence .nk/1kD1 of .n/1nD1
such that H.Ank ; A/ > N" for every k � 1. Hence it follows that for every k � 1 ,
there exists gk 2 Ank such that N"=2 < .Ejgk � f j2/1=2 for every f 2 A. Let
'k 2 SF.ˆnk / and � 2 SF.ˆ/ be such that gk D J.'k/ for k � 1 and f D
J.�/. For every k � 1 , one has

N"=2 < .Ejgk � f j2/1=2 � M

�Z T

0

Ej'kt � �t j2dt
�1=2

:

By (i), it follows that for every 'k 2 S.ˆnk /; with k � 1 sufficiently large, there
exists �k 2 SF.ˆ/ such that .E

R T
0 j'kt � �kt j2dt/1=2 � N"=2M . Taking in particular

� D �k with sufficiently large k � 1 , we obtain

N"=2 < .Ejgk � f j2/1=2 � M

�Z T

0

Ej'kt � �kt j2dt
�1=2

M � N"=2M D N"=2;

a contradiction. Then HŒJ.SF.ˆn/; J.SF.ˆ//� ! 0 as n ! 1. In a similar way,
we also get HŒJ .SF.‰n/;J .SF.‰//� ! 0 as n ! 1. �

Remark 4.1. If J.'/ D R T
0
'tdt and J . / D R T

0
 tdBt for ' 2 L2.Œ0; T � �

�;†F;R
d / and  2 L2.Œ0; T ���;†F;R

d�m/; then H.J ŒSF.ˆn/�; J ŒSF.ˆ/�/ �p
T dH.ˆ

n;ˆ/ and H.J ŒSF.‰n/�;J ŒSF.‰/�/ � dH .‰
n;‰/ for every n � 1.

Proof. For every u 2 J ŒSF.ˆ
n/� , one has dist2.u; J ŒSF.ˆ/�/ � Eju � vj2 for

every v 2 J ŒSF.ˆ/�: But u D R T
0 'tdt and v D R T

0  tdt for some ' 2 SF.ˆn/
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and  2 SF.ˆ/. Therefore, dist2.u; J ŒSF.ˆ/�/ � Ej R T
0
.' �  /dt j2 for every

 2 SF.ˆ/. By Theorem 3.1, we have

inf

(

E

ˇ
ˇ
ˇ
ˇ

Z T

0

'tdt �
Z T

0

f tdt

ˇ
ˇ
ˇ
ˇ

2

W f 2 SF.ˆ/
)

� T inf

�

E

Z T

0

j't � ft j2dt W f 2 SF.ˆ/
�

D TE

Z T

0

dist2.'t ; ˆt /dt � Td2H .ˆ
n;ˆ/:

�

Thus dist2.u; J ŒSF.ˆ/�/ � Td2H .ˆ
n;ˆ/ for every u 2 J ŒSF.ˆn/�, which implies

that H.J ŒSF.ˆn/�; J ŒSF.ˆ/�/ � p
T dH.ˆ

n;ˆ/ for n � 1. In a similar way, we
also get H.J ŒSF.‰n/�;J ŒSF.‰/�/ � dH .‰

n;‰/ for every n � 1.
In what follows, we shall deal with a conditional expectation of set-valued

integrals depending on a random parameter. We begin with the general definition
of set-valued conditional expectation and its basic properties. Given a complete
probability space .�;F ;P/, a sub-�-algebra G of F , and a set-valued random
variable ˆ W � ! Cl.Rd / the following result follows immediately from
Theorem 3.2.

Lemma 4.3. If ˆ W � ! Cl.Rd / is a set-valued random variable such that
S.ˆ/ ¤ ; , then there exists a unique in the a.s. sense G-measurable set-valued
random variable ‰ W � ! Cl.Rd / such that S.‰/ D clLfEŒ'jG� W ' 2 S.ˆ/g.

Proof. Let A 2 G � F and H D fEŒ'jG� W ' 2 S.ˆ/g. For every  1; 2 2 H ,
there exist '1; '2 2 S.ˆ/ such that  1 D EŒ'1jG� and  2 D EŒ'2jG�. By the
decomposability of S.ˆ/ , it follows that EŒ1A'1 C 1�nA'2jG� 2 H. Then H
is decomposable, because EŒ1A'1 C 1�nA'2jG� D 1A 1 C 1�nA 2. Therefore,
clL.H/ is a decomposable subset of Lp.�;G;Rd /. By virtue of Theorem 3.2,
there exists a G-measurable set-valued mapping ‰ W � ! Cl.Rd / such that
S.‰/ D clL.H/. Suppose there are two G-measurable mappings ‰1;‰2 W � !
Cl.Rd / such that S.‰1/ D S.‰2/ D clL.H/. By Corollary 3.1, it follows that
‰1 D ‰2 a.s. �

A G-measurable set-valued mapping ‰ W � ! Cl.Rd / such that S.‰/ D
clLfEŒ'jG� W ' 2 S.ˆ/g is denoted by EŒˆjG� and is said to be a G-conditional
expectation of a set-valued mapping of ˆ W � ! Cl.Rd /. Let us observe that
for every square integrably bounded convex-valued set-valued random variable
ˆ W � ! Cl.Rd / , the set S.ˆ/ is a convex and weakly compact subset of
L2.�;Rd /. Then fEŒ'jG� W ' 2 S.ˆ/g is a closed subset of this space. Indeed,
for every u 2 clLfEŒ'jG� W ' 2 S.ˆ/g , there is a sequence .'n/1nD1 � S.ˆ/ such
that EŒ'njG� ! u as n ! 1. Let .'nk /

1
kD1 be a subsequence of .'n/1nD1 weakly
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converging to ' 2 S.ˆ/. Therefore, for every A 2 G , one has
R
A EŒ'nk jG�dP DR

A 'nkdP ! R
A 'dP D R

A EŒ'jG�dP as k ! 1. Then EŒ'nk jG� converges
weakly to EŒ'jG� as k ! 1, which implies that u D EŒ'jG� 2 fEŒ'jG� W ' 2
S.ˆ/g.

Corollary 4.1. If ˆ W � ! Cl.Rd / is a square integrably bounded convex-valued
set-valued random variable, then S.EŒˆjG�/ D fEŒ'jG� W ' 2 S.ˆ/g. �

Theorem 4.1. Let ˆ W � ! Cl.Rd / and ‰ W � ! Cl.Rd / be F -measurable
integrably bounded and let G be a sub-�-algebra of F . Then

(i) EŒ1AEŒˆjG�� D EŒ1Aˆ� for every A 2 G.
(ii) EŒ�ˆjG� D �EŒˆjG� for every � 2 L1.�;G;R/.

(iii) EŒcoˆjG� D coEŒˆjG�.
(iv) H.EŒˆjG�; EŒ‰jG�/ � H.ˆ;‰/, where H.ˆ;‰/ D EŒh.ˆ;‰/�.
(v) EŒˆC‰jG� D EŒˆjG�CEŒ‰jG� a.s.

Proof. (i) Let A 2 G be fixed. If u 2 S.EŒˆjG�/ , then there exists a sequence
.'n/

1
nD1 in S.ˆ/ such that ku �EŒ'njG�k ! 0 as n ! 1. Then EŒ1Au� D

limn!1EŒ1AEŒ'njG�� D limn!1EŒ1A'n�: Hence by the compactness of
the Aumann integral EŒ1Aˆ� , it follows that EŒ1Au� 2 EŒ1Aˆ�. Thus
EŒ1AEŒˆjG�� � EŒ1Aˆ�. Let H D fEŒ'jG� W ' 2 S.�/g. Then EŒ1AH� D
fEŒ1AEŒ'jG� W ' 2 S.�/g D EŒ1Aˆ�. Hence it follows that EŒ1Aˆ� �
EŒ1AclL.H/� D EŒ1AEŒˆjG��. Therefore, EŒ1AEŒˆjG�� D EŒ1Aˆ� for
every A 2 G.

(ii) Let � 2 L1.�;G;R/. We have to show that S.EŒ�ˆjG�/ D S.�EŒˆjG�/. By
the definition of a set-valued conditional expectation, we have S.EŒ�ˆjG�/ D
clL.fEŒf jG� W f 2 S.�ˆ/g/ and S.�EŒˆjG�/ D �S.EŒˆjG�/ D �clL
.fEŒ'jG� W ' 2 S.ˆ/g/. Let u 2 �clL.fEŒ'jG� W ' 2 S.ˆ/g/ and .'n/

1
nD1

be a sequence of S.ˆ/ such that k�EŒ'njG� � uk ! 0 as n ! 1. But
�EŒ'njG� D EŒ�'njG� for n � 1. Then kEŒ�'jG� � uk ! 0 as n ! 1. We
also have �'n 2 S.�ˆ/ for n � 1. Therefore, E Œ�'njG� 2 fEŒf jG� W f 2
S.�ˆ/g for n � 1, which implies that u 2 clLfEŒf jG� W f 2 S.�ˆ/g. Thus

�clL.fEŒ'jG� W ' 2 S.ˆ/g/ � clL.fEŒf jG� W f 2 S.�ˆ/g/:

Let v 2 clLfEŒf jG� W f 2 S.�ˆ/g and .'n/
1
nD1 � S.ˆ/ be such that

kEŒ�'njG�� vk ! 0 as n ! 1. Hence it follows that k�EŒ'njG�� vk ! 0

as n ! 1. Similarly as above, we get �EŒ'njG� 2 �fEŒ'jG� W ' 2 S.ˆ/g �
�clL.fEŒ'jG� W ' 2 S.ˆ/g/ for every n � 1. Therefore, v 2 �clL.fEŒ'jG� W
' 2 S.ˆ/g/. Then clL.fEŒf jG� W f 2 S.�ˆ/g/ � clL.fEŒ'jG� W ' 2
S.ˆ/g/; which implies that S.EŒ�ˆjG�/ D S.�EŒˆjG�/.

(iii) Let G D EŒˆjG�. By Lemma 3.3, we obtain S.EŒcoˆjG�/ D clLfEŒ'jG� W
' 2 coS.ˆ/g D co fEŒ'jG� W ' 2 S.ˆ/g D coS.G/ D S.coG/: Hence, by
Corollary 3.1, it follows EŒcoˆjG� D coEŒˆjG�.
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(iv) Let A D f! 2 � W supŒdist.y;EŒ‰jG�.!// W y 2 EŒˆjG�.!/� �
supŒdist.y;EŒˆjG�.!// W y 2 EŒ‰jG�.!/�g: We have A 2 G and

H.EŒˆjG�; EŒ‰jG�/ D EŒh.EŒˆjG�; EŒ‰jG�/�
D EŒ1A supŒdist.y;EŒ‰jG�.!// W y 2 EŒˆjG�.!/�

CEŒ1�nA supŒdist.EŒy;EŒˆjG�.!// W y 2 EŒ‰jG�.!/�
D supEŒ1A supŒdist.EŒ'jG�; EŒ‰jG�/ W ' 2 S.ˆ/�

CEŒ1�nA supŒdist.EŒ jG�; EŒˆjG�/ W  2 S.‰/�
� sup

'2S.ˆ/
inf

 2S.‰/EŒ1AEŒj' �  jjG��

C sup
 2S.‰/

inf
'2S.ˆ/EŒ1�nAEŒj' �  jjG��

D sup
'2S.ˆ/

inf
 2S.‰/EŒ1Aj' �  j�

C sup
 2S.‰/

inf
'2S.ˆ/EŒ1�nAj' �  j�

D
Z

A

supŒdist.x;‰.!// W x 2 ˆ.!/�dP

C
Z

�nA
supŒdist.x;ˆ.!// W x 2 ‰.!/�dP

D
Z

�

h.ˆ.!/;‰.!//dP D H.ˆ;‰/:

(v) By the definition of a multivalued conditional expectation, we have
S.EŒˆC‰jG�/ D clLfEŒgjG� W g 2 S.ˆC‰/. By virtue of Lemma 3.4,
we have

S.EŒˆC‰jG�/ D clL.fEŒ�jG�CEŒ jG� W � 2 S.ˆ/;  2 S.‰/g/
D S.EŒˆjG�/C S.EŒ‰jG�/ D S.EŒˆjG�C EŒ‰jG�/;

which by Corollary 3.1, implies that EŒˆC‰jG� D EŒˆjG�C EŒ‰jG� a.s.
�

Remark 4.2. It can be proved that if ˆ 2 A.�;F ;Rd / is convex-valued and T
is sub-�-algebra of G � F , then EŒˆjT � taken on the base space .�;F ; P / is
equal to EŒˆjT � taken on the base space .�;G; P / and EŒEŒˆjG�jT � D EŒˆjT �,
P -a.s. �
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5 Notes and Remarks

The definitions and results of the first two sections of this chapter are mainly
based on Aubin and Frankowska [12], Hu and Papageorgiou [41], Aubin and
Cellina [5], Kisielewicz [49], Kuratowski [69], Hildenbrand [40] and Klein, and
Thomson [63]. In particular, Michael’s continuous selection theorem is taken from
Aubin and Cellina [5] and Kisielewicz [49], whereas Theorem 2.2 comes from
Kisielewicz [57]. The proofs of the Kuratowski and Ryll-Nardzewski measurable
selection theorem and the Carathèodory selection theorem are taken from Hu
and Papageorgiou [41]. The existence of measurable selectors for measurable
multifunctions has been considered first by Kuratowski and Ryll-Nardzewski in
[70]. The existence of Carathéodory selections has been considered by Rybiński in
[91], Fryszkowski in [32], and Kucia and Nowak in [66]. The proof of Theorem 2.3,
dealing with the existence of Lipschitz-type selectors, is taken from Hu and
Papageorgiou [41]. The idea of this proof is due to Przesławski [90]. The proofs
of Lemmas 1.1 and 1.2, Remark 1.1, and Corollary 1.2 can be found in Kuratowski
[69] and Hildenbrand [40], respectively. Figures 2.1–2.4 are taken from Aubin and
Cellina [5] and Kisielewicz [49]. The proof of Remark 2.9 can be found in Hu
and Papageorgiou [41]. The definition and properties of Aumann integrals are taken
from Hiai and Umegaki [39] and Kisielewicz [49]. The first results dealing with
Aumann integrals are due to Aumann [14]. The existence of continuous selections
of multifunctions with decomposable values was proved by Fryszkowski [32].
The sketch of the proof of this theorem given in Sect. 2 is taken from Hu and
Papageorgiou [41]. The definition and properties of conditional expectation of set-
valued mappings are taken from Hiai and Umegaki [39]. More information on the
Hukuhara difference can be found in Hukuhara [42].



Chapter 3
Set-Valued Stochastic Integrals

This chapter is devoted to basic notions of the theory of set-valued stochastic
integrals. In Sect. 1, we present properties of functional set-valued stochastic
integrals defined, like Aumann integrals, as images of subtrajectory integrals of set-
valued stochastic processes by some linear mappings with values in L2.�;FT ;Rd /.
The set-valued stochastic integrals defined in Sect. 2 are understood as certain set-
valued random variables. Throughout this chapter, we shall deal with set-valued
stochastic processes belonging to the spaces M.T;�;Rd /, MF.T;�;R

d /, and
MF.T;�;R

d�m/ and their subspaces L.T;�;Rd /, L2F.T;�;Rd /, and L2F.T;�;
Rd�m/ defined in Chap. 2. All of them are defined on a given filtered probability
space PF D .�;FT ;F; P / with a filtration F D .Ft /t�0 satisfying the usual
conditions and such that there exists an m-dimensional F-Brownian motion B D
.Bt /t�0 defined on this space. A given F 2 M.T;�;Rd / is said to be Aumann
integrable if S.F / ¤ ;. Similarly, processes ˆ 2 MF.T;�;R

d / and ‰ 2
MF.T;�;R

d�m/ are said to be Itô integrable if SF.ˆ/ ¤ ; and SF.‰/ ¤ ;.

1 Functional Set-Valued Stochastic Integrals

Let J W L2.Œ0; T � � �;ˇT ˝ FT ;Rd / ! L2.�;FT ;Rd / and J W L2.Œ0; T � � �;

†F; R
d�m/ ! L2.�;FT ;Rd / be mappings defined by J.'/.!/ D .

R T
0
'tdt/.!/

and J . /.!/ D .
R T
0
 tdBt/.!/ for a.e. ! 2 �, ' 2 L2.Œ0; T ���;ˇT ˝FT ;Rd /

and  2 L2.Œ0; T � � �;†F;R
d�m/, respectively, where †F denotes the �-

algebra of all F-nonanticipative subsets of Œ0; T ���. The following lemma follows
immediately from the properties of the Lebesgue and Itô integrals.

Lemma 1.1. The mappings J and J are linear and continuous with respect to
the norm topologies of L2.Œ0; T � � �;ˇT ˝ FT ;Rr /, L2.Œ0; T � � �;†F;R

d /,
L2.Œ0; T � ��;†F;R

d�m/, and L2.�;FT ;Rd /, respectively.
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Proof. The linearity of J and J follows immediately from the properties of the
Lebesgue and Itô integrals, respectively. For every ' 2 L2.Œ0; T ���;ˇT ˝FT ;Rd /

and  2 L2.Œ0; T � � �;†F;R
d�m/, one has EjJ.'/j2 � TE

R T
0

j't j2dt and

EjJ . /j2 D E
R T
0

j t j2dt . Hence it follows that J and J are continuous. ut
For given Aumann and Itô integrable set-valued stochastic processes F 2

M.T;�;Rd/, ˆ 2 MF.T;�;R
d /, and ‰ 2 MF.T;�;R

d�m/, their functional
set-valued integrals are defined as images of subtrajectory integrals S.F /, SF.ˆ/,
and SF.‰/ by linear mappings J and J , respectively, i.e., as subsets J ŒS.F /�,
J ŒSF.ˆ/�, and J ŒSF.‰/� of the space L2.�;FT ;Rd /. It is clear that J ŒSIF.˚/ �
J ŒS.˚/� for every Itô integrable processˆ 2 M.T;�;Rd /.

Corollary 1.1. For every F 2 L.T;�;Rd /, ˆ 2 L2F.T;�;Rd /, and ‰ 2
L2F.T;�;Rd�m/, the functional set-valued stochastic integrals J ŒS.coF /�, J ŒSF
.coˆ/�, and J ŒSF.co‰/� are nonempty convex sequentially weakly compact and
weakly compact subsets of L.�;FT ;Rd / and L2.�;FT ;Rd /, respectively.

Proof. By virtue of Remark 3.1 of Chap. 2, the subtrajectory integrals S.coˆ/,
SF.coˆ/, and SF.co‰/ are nonempty convex sequentially weakly compact and
weakly compact subsets of L.Œ0; T � ��;ˇT ˝ FT ;Rd /, L2.Œ0; T � ��;†F;R

d /,
and L2.Œ0; T � � �;†F;R

d�m/; respectively. Then by virtue of Lemma 1.1, the
sets J ŒS.coˆ/�, J ŒSF.coˆ/�, and J ŒSF.co‰/� are nonempty convex sequentially
weakly compact and weakly compact subsets of L.�;FT ;Rd / and L2.�;FT ;Rd /,
respectively. ut
Lemma 1.2. For every Itô integrable set-valued process ‰ 2 MF.T;�;R

d�m/, a
set-valued stochastic integral J ŒSF.‰/� is a closed subset of L2.�;FT ;Rd /.

Proof. Let .un/1nD1 be a sequence of J ŒSF.‰/� converging to u in the norm
topology of L2.�;FT ;Rd /, and let . n/1nD1 be a sequence of SF.‰/ such that

un D R T
0
 nt dBt for n � 1. For every n;m � 1, we have

jun � umk2 D E

ˇ
ˇ
ˇ
ˇ

Z T

0

. nt �  mt /dBt
ˇ
ˇ
ˇ
ˇ

2

D
Z T

0

Ej nt �  mt j2dt:

Therefore, . n/1nD1 is a Cauchy sequence of L2.Œ0; T ���;†F;R
d�m/. Thus there

exists  2 L2.Œ0; T ���;†F;R
d�m/ such thatE

R T
0

j nt � t j2dt ! 0 as n ! 1.

By the closedness of SF.‰/, we have  2 SF.‰/. Let v D R T
0
 tdBt . We have

v 2 J ŒSF.‰/� and

Eju � vj2 � 2Eju � unj2 C 2E

ˇ
ˇ
ˇ
ˇ

Z T

0

. nt �  /dBt

ˇ
ˇ
ˇ
ˇ

2

D 2Eju � unj2 C E

Z T

0

j nt �  t j2 dt:

Therefore, v D u and u 2 J ŒSF.‰/�. ut
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Given the above set-valued processes F , ˆ, and ‰, and 0 � s < t � T , the
sets J Œ1Œs;t �S.F /�, J Œ1Œs;t �SF.ˆ/�, and J Œ1Œs;t �SF.‰/� are denoted by Jst ŒS.F /�,
Jst ŒSF.ˆ/�, and Jst ŒSF.ˆ/�, respectively, and are said to be the functional set-
valued stochastic integrals of F , ˆ, and ‰, respectively, on the interval Œs; t �.

Lemma 1.3. For every Aumann integrable set-valued process F 2 M.T;�;Rd/;

there exists an FT -measurable set-valued mapping ƒ W � ! Cl.Rd / such that
clLfJ ŒS.F /�g D ST .ƒ/, where ST .ƒ/ denotes the set of all FT -measurable
selectors ofƒ.

Proof. We shall show that J ŒS.F /� is a decomposable subset of L.�;FT ;Rd /.
Indeed, for every u; v 2 J ŒS.F /�, there exist f 2 S.F / and g 2 S.F / such that
u D R T

0
ftdt and v D R T

0
gtdt . For every A 2 FT , one has 1Au C 1A�v D

R T
0
Œ1Aft C 1A�gt �dt , where A� D � n A. But 1A D 1Œ0;T � � 1A D 1Œ0;T ��A

and 1A� D 1Œ0;T � � 1A� D 1Œ0;T ��A� D 1.Œ0;T ��A/� , because .Œ0; T � � A/� D
.Œ0; T ���/n.Œ0; T ��A/ D Œ0; T ��.�nA/ D Œ0; T ��A�. By the decomposability of
S.F /, we get 1Œ0;T ��Af C1.Œ0;T ��A/�g 2 S.F /, which implies that 1Au C1A�v D
R T
0 Œ1Œ0;T ��Aft C 1.Œ0;T ��A/�gt �dt 2 J ŒS.F /�. Then clLfJ Œ.S.F //�g is a closed

decomposable subset of L.�;FT ;Rd /, which by virtue of Theorem 3.2 of Chap. 2,
implies that there exists an FT -measurable set-valued mapping ƒ W � ! Cl.Rd /

such that clLfJ ŒS.ˆ/�g D ST .ƒ/. ut
Remark 1.1. If F 2 L.T;�;Rd /, then the multifunction ƒ defined above is
integrably bounded.

Proof. By the integrably boundedness of F , it follows that J ŒS.F /� is a bounded
subset of L.�;FT ;Rd /. Hence, by Corollary 3.3 of Chap. 2, it follows that ƒ is
integrably bounded. ut
Remark 1.2. In the general case, the above procedure cannot be applied to the
integrals J ŒSF.ˆ/� and J ŒSF.‰/�; because they are not decomposable subsets of
L2.�;FT ;Rd /. This can be seen from the following examples. ut
Example 1.1. Letˆ.t; !/ DW Œ0; 1� for t 2 Œ0; 1� and ! 2 � and suppose J ŒSF.ˆ/�
is decomposable. Then for every A 2 F1 and '1; '2 2 SF.ˆ/, one has 1AJ.'1/C
1A�J.'2/ 2 J ŒSF.ˆ/�, where A� D � n A. Taking, in particular, '1 D 1; '2 D
0, we get 1AJ.'1/ 2 J ŒSF.ˆ/�. Let  D 1A�Œ0;1� for A 2 F1 n Ft with fixed
t 2 Œ0; 1/. We have J. / D 1AJ.'1/, which implies J. / 2 J ŒSF.ˆ/�. But  
is not F-nonanticipative, because a random variable  .t; � / is not Ft -measurable.
Therefore,  62 SF.ˆ/ and J. / 2 J ŒSF.ˆ/�, a contradiction. Thus J ŒSF.ˆ/� is
not decomposable.

Example 1.2. Let ‰.t; !/ DW Œ0; 1� for t � 0 and ! 2 � and suppose J ŒSF.‰/�
is decomposable. Then for every A 2 F1 and every u1; u2 2 J ŒSF.‰/�, one has
1Au1 C 1A� u2 2 J ŒSF.‰/�, where A� D � n A. Suppose that u1 D R 1

0 dBt D B1

and u2 D R 1
0
0dBt D 0 a.s. and let A D f! 2 � W B1 � "g for " > 0. We have

A 2 F1. On the other hand, by the definition of J ŒSF.‰/�, there exists  2 SF.‰/
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such that 1Au1 C 1A�u2 D 1A � B1 D R 1
0
 tdBt . Then E.1A � B1/ D 0. But

E.1A � B1/ D R
fB1�"g B1dP � "P.fB1 � "g/ > 0, which contradicts the last

equality.

Immediately from Theorem 3.2 of Chap. 2, we also obtain the following result.

Lemma 1.4. For arbitrary Itô integrable set-valued processesˆ 2 MF.T;�;R
d /

and ‰ 2 MF.T;�;R
d�m/, there exist FT -measurable set-valued random vari-

ables �;Z W � ! Cl.Rd / such that decfJ ŒSF.ˆ/�g D ST .�/ and decfJ ŒSF.‰/�g
D ST .Z/.

Lemma 1.5. For every ˆ 2 L2F.T;�;Rd / and ‰ 2 L2F.T;�;Rd�m/, the set
J ŒSF.coˆ/�C J ŒSF.co‰/� is a closed subset of L2.�;FT ;Rd /.

Proof. Let .un/1nD1 be a sequence of J ŒSF.coˆ/�CJ ŒSF.co‰/� converging in the
norm topology of L2.�;FT ;Rd / to u 2 L2.�;FT ;Rd /. Let �n 2 SF.coˆ/ and
 n 2 SF.co‰/ be such that un D R T

0
�nt dt C R T

0
 nt dBt for every n � 1. By

the weak compactness of SF.coˆ/, there exist � 2 SF.coˆ/ and a subsequence,
denoted again by .�n/1nD1, of .�n/1nD1 weakly converging to �. Then the sequence

.un � R T
0
�nt dt/1nD1 converges weakly to u � R

T
�t as n ! 1. Hence it follows

that the sequence .
R T
0
 nt dBt/1nD1 weakly converges to u�R T

0
�tdt 2 J ŒSF.co‰/�.

Then there exists  2 SF.co‰/ such that u � R T
0 �tdt D R T

0  tdBt , which implies
that u 2 J ŒSF.coˆ/�C J ŒSF.co‰/�. ut
Lemma 1.6. For every ˆ 2 L2F.T;�;Rd / and ‰ 2 L2F.T;�;Rd�m/, one has
J ŒSF.ˆ/� C J ŒSF.‰/� � clL fJ ŒSF.ˆ/�g C J ŒSF.‰/� � clL fJ ŒSF.ˆ/�C
J ŒSF.‰/�g � J ŒSF.coˆ/� C J ŒSF.co‰/�, where the closures are taken in the
norm topology of L2.�;F ;Rd /.

Proof. It is enough to verify that

clL fJ ŒSF.ˆ/�g C J ŒSF.‰/� � clL fJ ŒSF.ˆ/�C J ŒSF.‰/�g :

The rest of the above inclusions follow immediately from the properties of the space
L2.�;FT ;Rd /, the definitions and properties of functional set-valued stochastic
integrals, and Lemma 1.5. Let u 2 clL fJ ŒSF.ˆ/�g C J ŒSF.‰/�. There exists a

sequence .�n/1nD1 of SF.ˆ/ and  2 SF.‰/ such that u D limn!1
�R T

0
�nt dt

�
C

R T
0
 tdBt , where the limit is taken in the norm topology of L2.�;FT ;Rd /. Taking

 n D  for every n � 1, we obtain u D limn!1
�R T

0
�nt dt C R T

0
 nt dBt

�
.

Therefore, u 2 clL fJ ŒSF.ˆ/�C J ŒSF.‰/�g. ut
Lemma 1.7. Let PF be a filtered separable probability space with a filtration
F D .Ft /t2T satisfying the usual conditions. For every F 2 L.T;�;Rd / and
ˆ 2 L2F.T;�;Rd /, one has J ŒS.coF /� D clL fJ ŒS.F /�g and J ŒSF.coˆ/� D
clL fJ ŒSF.ˆ/�g.



1 Functional Set-Valued Stochastic Integrals 107

Proof. We shall prove the second equality. The first one can be verified similarly.
Put H D L2.�;FT ;Rd / and let us observe that SF.ˆ/ is a subset of the
space L2.Œ0; T �;H/ of all Bochner measurable functions � W T ! H such
that

R T
0

k�tkdt < 1, where k�tk2 D Ej�t j2. Indeed, every � 2 SF.ˆ/ is

ˇT ˝ FT -measurable, F-adapted, and such that E
R T
0

j�t j2dt < 1. By virtue
of Lemma 6.3 of Chap. 1, there exists a sequence .�n/1nD1 of simple F-

nonanticipative processes on PF such that E
R T
0

j�nt � �t j2dt ! 0 as n ! 1.

Let 'nt D PN�1
iD1 1Œti�1;ti /.t/�

n
ti�1

C IŒtN�1;tN �.t/�tN�1 for n � 1. It is clear
that 'n W Œ0; T � 3 t ! 'nt 2 H is for every n � 1 a step function such
that

R T
0
Ej'nt � �t j2dt ! 0 as n ! 1. Hence it follows that there exists a

subsequence .'nk /1kD1 of .'n/1nD1 such that Ej'nkt � �t j2 ! 0 for a.e. t 2 Œ0; T �

as k ! 1. Then the vector function Œ0; T � 3 t ! �t 2 H is Bochner measurable
such that the sequence .B/

R T
0
'
nk
t dt/1kD1 of Bochner integrals of simple functions

'nk W Œ0; T � ! H converges in the norm topology of H to
R T
0
�tdt , i.e.,

Ej R T
0
�tdt � .B/

R T
0
'
nk
t dt j2 ! 0 as k ! 1. Thus the integral

R T
0
�tdt can be

regarded as the Bochner integral .B/
R T
0
�tdt of the vector function Œ0; T � 3 t !

�t 2 H .
Let us observe that by the closedness of SF.ˆ/ in L2.Œ0; T � � �;†F;R

d /; for
every sequence .�n/1nD1 of SF.ˆ/ converging in the norm topology of L2.Œ0; T � �
�;ˇT ˝ FT ;Rd / to � 2 L2.Œ0; T � � �;ˇT ˝ FT ;Rd /, we have � 2 SF.ˆ/.
But

R T
0 k�nt � �tk2dt ! 0 as n ! 1. Therefore, SF.ˆ/ is a closed subset

of L2.Œ0; T �;H/. It is also easy to see that SF.ˆ/ is a decomposable subset of
L2.Œ0; T �;H/. Indeed, let f; g 2 SF.ˆ/ and let A be a measurable subset of Œ0; T �.
We have .1Af C 1A�g/t .!/ D .1A.t/ft C 1A�.t/gt /.!/ D 1A��.t; !/ft .!/C
1.A��/�.t; !/gt .!/ 2 ˆt.!// for a.e. .t; !/ 2 Œ0; T ���, and 1A��f C1.A��/�/g
is F-nonanticipative for every measurable set A � Œ0; T �. Then 1Af C 1A�g 2
SF.ˆ/ for every f; g 2 SF.ˆ/ and every measurable set A � Œ0; T �; where
A� D Œ0; T � n A. Therefore, by Remark 3.2 of Chap. 2, there exists a set-valued
mapping Z W T ! C l.H/ such that S.Z/ D SF.ˆ/; where S.Z/ is the set
of all .ˇT ; ˇ.H//-measurable selectors for Z . Hence it follows that the Aumann

integral for Z can be defined by
R T
0
Z.t/dt D

n
.B/

R T
0
ftdt W f 2 SF.ˆ/

o
; which

by the equality J.f / D .B/
R T
0
ftdt , implies that

R T
0
Z.t/dt D J ŒSF.ˆ/�. By

the separability of the space PF, the Banach space H D L2.�;FT ;Rd / is
separable. Then by virtue of Remark 3.8 of Chap. 2, we have clL.

R T
0 coZ.t/dt/ D

clL
�R T

0
Z.t/dt

�
. By Lemma 3.3 of Chap. 2 and Corollary 1.1, one has

clL

�Z T

0

coZ.t/dt
�

D clL

�

.B/

Z T

0

ftdt W f 2 S.coZ/
�

D clL

�

.B/

Z T

0

ftdt Wf 2 coS.Z/
�

D clL fJ.f /Wf 2SF.coˆ/g DJŒSF.coˆ/�:
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Furthermore, we have clL.
R T
0
Z.t/dt/ D clL fJ ŒSF.ˆ/�g. Therefore, J ŒSF

.coˆ/� D clL .J ŒSF.ˆ/�/. ut
Corollary 1.2. If ˆ D .ˆt /t2T and ‰ D .‰t/t2T are as in Lemma 1.5, and
PF is a separable filtered probability space, then J ŒSF.coˆ/� C J ŒSF.‰/� D
clL fJ ŒSF.ˆ/�g C J ŒSF.‰/� � clL fJ ŒSF.ˆ/�C J ŒSF.‰/�g � J ŒSF.coˆ/� C
J ŒSF.co‰/�. ut
Theorem 1.1. Let ˆ D .ˆt /0�t�T and ‰ D .‰t/0�t�T be d �m-dimensional Itô
integrable set-valued processes. Then

(i) EfJ ŒSF.ˆ/�g D f0g. If ˆ is square integrably bounded, then J ŒSF.ˆ/� is a
bounded subset of L2.�;FT ;Rd /.

(ii) J ŒSF.ˆ/� is decomposable if and only if it is a singleton.
(iii) decfJ ŒSF.ˆ/�/g D L2.�;FT ;Rd / if and only if IntŒdecfJ ŒSF.ˆ/�g� ¤ ;.
(iv) If ˆ is convex-valued, then J ŒSF.ˆ/� and decŒJ ŒSF.ˆ/�� are convex, and

their closures are weakly closed subsets of L2.�;FT ;Rd /.
(v) If .�;F ; P / is separable, then there exists a sequence .'n/1nD1 � SF.ˆ/

such that J ŒSF.ˆ/� D clLfR T
0
'nt dBt W n � 1g and decfJ ŒSF.ˆ/�g D

decfR T
0
'nt dBt W n � 1g.

(vi) If ˆ is convex-valued and square integrably bounded, then there exists a
sequence .'n/1nD1 � SF.ˆ/ such that J ŒSF.ˆ/� D clwfR T

0
'nt dBt W n � 1g

and clwfdecfJ ŒSF.ˆ/�gg D clwŒdecfR T
0
'nt dBt W n � 1g�.

(vii) Ifˆ and‰ are convex-valued and square integrably bounded, then J ŒSF.ˆC
‰/� D J ŒSF.ˆ/�C J ŒSF.‰/�.

(viii) If ˆ is convex-valued and square integrably bounded and P is nonatomic,
then there exists a sequence .'n/1nD1 � SF.ˆ/ such that decfJ ŒSF.ˆ/�g D
coŒdecfR T

0
'nt dBt W n � 1g�.

Proof. (i) By the definition of J ŒSF.ˆ/�, one has EfJ ŒSF.ˆ/�g D fEŒJ.'/� D
0 W ' 2 SF.ˆ/g. ThenEfJ ŒSF.ˆ/�g D f0g. Ifˆ is square integrably bounded,
then E

R T
0

kˆtk2dt < 1. For every u 2 J ŒSF.ˆ/�, there exists ' 2 SF.ˆ/

such that u D R T
0
'tdBt . Therefore, for every u 2 J ŒSF.ˆ/�, one has

Ejuj2 D E

ˇ
ˇ
ˇ
ˇ

Z T

0

'tdBt

ˇ
ˇ
ˇ
ˇ

2

D E

Z T

0

j't j2dt � E

Z T

0

kˆtk2dt:

(ii) It is clear that if J ŒSF.ˆ/� is a singleton, then it is decomposable. Suppose
decfJ ŒSF.ˆ/�g D J ŒSF.ˆ/�. Then for every A 2 FT and every u; v 2
J ŒSF.ˆ/�, one has 1AuC1�nAv 2 J ŒSF.ˆ/�. But 1AuC1�nAv D 1A.u�v/C
v, EŒv� 2 EfJ ŒSF.ˆ/�g D f0g, and EŒ1Au C1�nAv� 2 EfJ ŒSF.ˆ/�g D f0g.
Therefore, EŒ1AJ .' �  /� 2 EfJ ŒSF.ˆ/�g D f0g for every A 2 FT ; which
implies that J .' �  / D 0, because J .' �  / is FT -measurable. Then for
every u; v 2 J ŒSF.ˆ/�, one has u D v. Thus J ŒSF.ˆ/ is a singleton.



1 Functional Set-Valued Stochastic Integrals 109

(iii) If decfJ ŒSF.ˆ/�g D L2.�;FT ;Rd /, then IntŒdecfJ ŒSF.ˆ/�g� ¤ ;, because
in this case, decfJ ŒSF.ˆ/�g is an open set. If IntŒdecfJ ŒSF.ˆ/�g� ¤ ;, then
for every u 2 IntŒdecfJ ŒSF.ˆ/�g�, there exists an open ball B.u/ centered at
u such that B.u/ � IntŒdecfJ ŒSF.ˆ/�g� � decfJ ŒSF.ˆ/�g, which implies
that decfB.u/g � decfJ ŒSF.ˆ/�g. Hence it follows that decfJ ŒSF.ˆ/�g D
L2.�;FT ;Rd /; because decfB.u/g D L2.�;FT ;Rd /.

(iv) If ˆ is convex-valued, then SF.ˆ/ is closed and convex, which implies
that J ŒSF.ˆ/� is convex. By Lemma 1.2, a set-valued integral J ŒSF.ˆ/�
is a closed subset of L2.�;FT ;Rd /. Therefore, by Mazur’s theorem ([4],
Theorem 9.11), J ŒSF.ˆ/� is sequentially weakly closed and hence a weakly
closed subset of L2.�;FT ;Rd /. The properties of decfJ ŒSF.ˆ/�g follow
now immediately from Theorem 3.3 of Chap. 2.

(v) Suppose .�;F ; P / is separable. Then L2.�;FT ;Rd / is a separable metric
space, and hence its closed subset J ŒSF.ˆ/� is a separable metric space. Thus
there exists a sequence .un/1nD1 of J ŒSF.ˆ/� such that J ŒSF.ˆ/� D clLfun W
n � 1g. By the definition of J ŒSF.ˆ/, it follows that there exists a sequence
.'n/1nD1 of SF.ˆ/ such that un D J .'n/ for every n � 1, which together with

the last equality implies that J ŒSF.ˆ/� D clL2 fR T
0
'nt dBt W n � 1g. Hence it

follows that decfJ ŒSF.ˆ/g D decfclLfR T
0
'nt dBt W n � 1gg. We shall show

now that decfclLfR T
0
'nt dBt W n � 1gg D decfR T

0
'nt dBt W n � 1g. Indeed, it

is clear that decfR T0 'nt dBt W n � 1g � decfclLfR T0 'nt dBt W n � 1gg. Let u 2
decfclLfR T

0
'nt dBt W n � 1gg. By the definition of decfclLfR T

0
'nt dBt W n �

1g; for every " > 0 there exist an FT -measurable partition .Ak/NkD1 of� and a
family .vk/NkD1 � clLfJ .'n/ W n � 1g such that Eju �PN

kD1 1Akvkj2 < "=4.
For every k D 1; : : : ; N , there exists a subsequence .'nj .k//1jD1 of .'n/1nD1
such that max1�k�N Ejvk � J .'nj .k//j2 ! 0 as j ! 1. Thus for every
" > 0, there exists rN � 1 such that max1�k�N Ejvk � JB.'nj .k//j2 < "=4N
for j � rN . For every j � rN , one obtains

E

ˇ
ˇ
ˇ
ˇ
ˇ
u �

NX

kD1
1AkJ .'nj .k//

ˇ
ˇ
ˇ
ˇ
ˇ

2

� 2E

ˇ
ˇ
ˇ
ˇ
ˇ
u �

NX

kD1
1Akvk

ˇ
ˇ
ˇ
ˇ
ˇ

2

C2E
ˇ
ˇ
ˇ
ˇ
ˇ

NX

kD1
1Ak

�
vk � J .'nj .k//

	
ˇ
ˇ
ˇ
ˇ
ˇ

2

� "=2C 2E

NX

kD1
1Ak

ˇ
ˇvk � J .'nj .k//

ˇ
ˇ2 � ":

Then u 2 decfJ .'n/ W n � 1g, and therefore, decfclLfR T0 'nt dBt W n � 1gg
� decfR T

0
'nt dBt W n � 1g. Thus decfJ ŒSF.ˆ/�g D decfR T

0
'nt dBt W n � 1g.
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(vi) Let ˆ be convex-valued and square integrably bounded. By Corollary 1.1,
a set-valued integral J ŒSF.ˆ/� is a convex weakly compact subset of
L2.�;FT ;Rd /. Then J ŒSF.ˆ/� together with the induced weak topology,
generated by the weak topology of L2.�;FT ;Rd /, is a separable topolog-
ical space. Thus there exists a sequence .un/1nD1 of J ŒSF.ˆ/� such that
J ŒSF.ˆ/� D clwfun W n � 1g. For every n � 1, there exists 'n 2 SF.ˆ/ such
that un D R T

0
'nt dBt . Therefore, J ŒSF.ˆ/� D clwfR T

0
'nt dBt W n � 1g. Hence

it follows that clwŒdecfJ ŒSF.ˆ/�g� D clwŒdecfclwfR T
0
'nt dBt W n � 1gg�. We

shall show that clwŒdecfclwfR T
0
'nt dBt W n � 1gg� D clwŒdecfR T

0
'nt dBt W n �

1g�. It is clear that clwŒdecfR T0 'nt dBt W n � 1g� � clwŒdecfclwfR T0 'nt dBt W
n � 1gg�. Let u 2 clwŒdecfclwfR T

0
'nt dBt W n � 1gg�. There exists a sequence

.um/1mD1 of decfclwŒf
R T
0
'nt dBt W n � 1gg� weakly converging to u, i.e., such

that j R
A

umdP � R
A

udP j ! 0 for every A 2 FT as m ! 1. For every
m � 1, there exist an FT -measurable partition .Amk /

Nm
kD1 of � and a family

.vmk /
Nm
kD1 � clwfJ .'n/ W n � 1g such that um D PNm

kD1 1Amk v
m
k . For every

m � 1 and k D 1; : : : ; Nm, there exists a subsequence .'nj .k;m//1jD1 of

.'n/1nD1 such that j RC J .'nj .k;m//dP � R
C v

m
k dP j ! 0 for every C 2 FT

as j ! 1. By the weak compactness of SF.ˆ/, for every m � 1 and
k D 1; : : : ; Nm, there exists a subsequence, still denoted by .'nj .k;m//1jD1;
of .'nj .k;m//1jD1 weakly converging to 'k;m 2 SF.ˆ/, which implies that

j R
C
J .'nj .k;m//dP � R

C
'k;mdP j ! 0 for every C 2 FT as j ! 1. Now,

for every j;m � 1; one has

ˇ
ˇ
ˇ
ˇ
ˇ

Z

A
udP �

Z

A

NmX

kD1

1Amk
J .'k;m/dP

ˇ
ˇ
ˇ
ˇ
ˇ

�
ˇ
ˇ
ˇ
ˇ

Z

A
udP �

Z

A
umdP

ˇ
ˇ
ˇ
ˇC

ˇ
ˇ
ˇ
ˇ
ˇ

Z

A
umdP �

Z

A

NmX

kD1

1Amk
JB.'

nj .k;m//dP

ˇ
ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇ
ˇ

NmX

kD1

Z

A
1Amk

JB.'
nj .k;m//dP�

NmX

kD1

Z

A
1Amk

J .'k;m/dP
ˇ
ˇ
ˇ
ˇ
ˇ
�
ˇ
ˇ
ˇ
ˇ

Z

A
udP�

Z

A
umdP

ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇ
ˇ

NmX

kD1

Z

A
1Amk

vmk dP �
NmX

kD1

Z

A
1Amk

J .'nj .k;m/dP
ˇ
ˇ
ˇ
ˇ
ˇ
C
ˇ
ˇ
ˇ
ˇ

NmX

kD1

Z

A
1Amk

JB.'
nj .k;m//dP

�
NmX

kD1

Z

A

1Amk
J .'k;m/dP

ˇ
ˇ
ˇ
ˇ �

ˇ
ˇ
ˇ
ˇ

Z

A

.u � um/ dP

ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇ
ˇ

NmX

kD1

Z

A\Amk

�
vmk � J .'nj .k;m/	 dP

ˇ
ˇ
ˇ
ˇ
ˇ
C
ˇ
ˇ
ˇ
ˇ
ˇ

NmX

kD1

Z

A\Amk

�J .'nj .k;m//� J .'k;m/	 dP

ˇ
ˇ
ˇ
ˇ
ˇ
:
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Hence it follows that

ˇ
ˇ
ˇ
ˇ
ˇ

Z

A

udP �
Z

A

NmX

kD1
1Amk J .'

k;m/dP

ˇ
ˇ
ˇ
ˇ
ˇ

�
ˇ
ˇ
ˇ
ˇ

Z

A

.u � um/ dP

ˇ
ˇ
ˇ
ˇ

for every A 2 FT and m � 1. Then a sequence
�PNm

kD1 1Amk J .'
k;m/

�1
mD1 of

decfJ .'n W n � 1/g converges weakly to u. Therefore, u 2 clwŒdecfJ .'n W
n � 1/g�. Thus clwŒdecfclwfR T

0
'nt dBt W n � 1gg� � clwŒdecfR T

0
'nt dBt W

n � 1g� and then clwŒdecfclwfR T
0
'nt dBt W n � 1gg� D clwŒdecfR T

0
'nt dBt W

n� 1g�.
(vii) By virtue of Lemma 3.4 of Chap. 2 and the weak compactness of SF.ˆ/

and SF.‰/, one gets SF.ˆ C ‰/ D SF.ˆ/ C SF.‰/, because F and G
are compact-valued and SF.ˆ/ C SF.‰/ is convex and weakly compact.
Therefore,J ŒSF.ˆC‰/� D J ŒSF.ˆ/CSF.‰/�. For every u 2 J ŒSF.ˆ/C
SF.‰/�, there are ' 2 SF.ˆ/ and  2 SF.‰/ such that u D J .'/CT . / 2
J ŒSF.ˆ/�CJ ŒSF.‰/�. Then J ŒSF.ˆ/CSF.‰/� � J ŒSF.ˆ/�CT ŒSF.‰/�.
In a similar way, we also get J ŒSF.ˆ/�CJ ŒSF.‰/� � J ŒSF.ˆ/C SF.‰/�.
Therefore, J ŒSF.ˆC‰/� D J ŒSF.ˆ/�C J ŒSF.‰/�.

(viii) Let ˆ be convex-valued and square integrably bounded. Assume that P is
nonatomic. By virtue of Theorem 3.3 of Chap. 2, one has clwŒdecfJ ŒSF
.ˆ//�g� D coŒdecfJ ŒSF.ˆ//�g and clwŒdecfJ .'n/ W n � 1g� D coŒdecfJ .'n/ W
n � 1g�. By virtue of (iv), the sets J ŒSF.ˆ/� and decfJ ŒSF.ˆ/�g are
convex. Therefore, coŒdecfJ ŒSF.ˆ//�g� D clL.coŒdecfJ ŒSF.ˆ//�g�/ D
decfJ ŒSF.ˆ//�g. Hence by (vi), it follows that decfJ ŒSF.ˆ//�/g D
coŒdecfJ .'n/ W n � 1g�.

ut
Theorem 1.2. Let ˆ D .ˆt /0�t�T and ‰ D .‰t /0�t�T be d -dimensional Itô
integrable set-valued processes. Then

(i) If ˆ is square integrably bounded, then J ŒSF.ˆ/� is a bounded subset of
L2.�;FT ;Rd /.

(ii) decfJ ŒSF.ˆ/�g D L2.�;FT ;Rd / if and only if IntŒdecfJ ŒSF.ˆ/�g� ¤ ;.
(iii) If ˆ is convex-valued and square integrably bounded, then decŒJ ŒSF.ˆ/� is

convex and is a weakly closed subset of L2.�;FT ;Rd /.
(iv) If .�;F ; P / is separable, then there exists a sequence .'n/1nD1 � SF.ˆ/ such

that J ŒSF.ˆ/� D clLfR T
0
'nt dt W n � 1g and decfJ ŒSF.ˆ/�g D decfR T

0
'nt dt W

n � 1g.
(v) If ˆ is convex-valued and square integrably bounded, then there exists a

sequence .'n/1nD1 � SF.ˆ/ such that J ŒSF.ˆ/� D clwfR T
0
'nt dt W n � 1g

and clwfdecfJ ŒSF.ˆ/�g D clwŒdecfR T
0
'nt dt W n � 1g�.

(vi) Ifˆ and‰ are convex-valued and square integrably bounded, then J ŒSF.ˆC
‰/� D J ŒSF.ˆ/�C J ŒSF.‰/�/.
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(vii) If ˆ is convex-valued and square integrably bounded, and P is nonatomic,
then there exists a sequence .'n/1nD1 � SF.ˆ/ such that decfJ ŒSF.ˆ/�g D
coŒdecfR T

0
'nt dt W n � 1g�;

Proof. (i) Immediately from Hölder’s inequality, it follows that EjJ.'/j2 �
T
R T
0 Ej't j2dt for every ' 2 SF.ˆ/. If ˆ is square integrably bounded, then

supfEjuj2 W u 2 J.ˆ/g D supfEjJ.'/j2 W ' 2 SF.ˆ/g � T
R T
0
Ekˆtk2 < 1. The

proofs of (ii)–(vii) are similar to those of (iii)–(viii) of Theorem 1.1. ut
Theorem 1.3. Let ˆ 2 L2F.RC ��;Rd /, ‰ 2 L2F.RC ��;Rd�m/, and let B D
.Bt /t�0 be an m-dimensional F-Brownian motion on PF. The set-valued mappings
ƒ W Œ0;1/ 3 t ! decfJ0;t ŒSF.ˆ/�g 2 ClŒL2.�;F ;Rd /� and � W Œ0;1/ 3 t !
decfJ0;t ŒSF.ˆ/�g 2 ClŒL2.�;F ;Rd /� are l.s.c.

Proof. Let H denote the Hausdorff distance on the space ClŒL2.�;F ;Rd /� of all
nonempty closed subsets of L2.�;F ;Rd /. We shall show that the multivalued
mapping � W Œ0;1/ 3 t ! J0;t ŒSF.ˆ/� 2 ClŒL2.�;F ;Rd /� is H-l.s.c., i.e., that
for every fixed t � 0 and every sequence .tn/1nD1 of positive numbers tn converging
to t , we have H.�.t/; �.tn// ! 0 as n ! 1. Let t � 0 be fixed and .tn/1nD1 a
sequence converging to t . Assume tn � t for every n � 1. For every ' 2 SF.ˆ/,
one has dist2.

R t
0 '�dB� ; �.tn// � Ej R t0 '�dB� � R tn

0 '�dB� j2 D Ej R tnt '�dB� j2 D
E
R tn
t

j'� j2d� � R tn
t
Ekˆ�k2d� for every n � 1. Therefore, H.�.t/; �.tn// ! 0

as n ! 1. In a similar way, we can consider the case in which t > 0 and every
sequence .tn/

1
nD1 of the interval Œ0; t � converges to t . Thus � is H-l.s.c. Hence,

similarly as in the proof of Remark 3.7 of Chap. 2, it follows that � is l.s.c. at every
t � 0. Now the lower semicontinuity of � follows immediately from Remark 3.4 of
Chap. 2. The lower semicontinuity ofƒ can be verified in a similar way. ut
Theorem 1.4. Let ˆ 2 L2F.RC � �;Rd /; ‰ 2 L2F.RC � �;Rd�m/, and
let x D .xt /t�0 be a d -dimensional F-nonanticipative L2-continuous stochastic
process such that

xt � xs 2 clL fJst ŒSF.ˆ/�C Jst ŒSF.‰/�g (1.1)

for every 0 � s � t < 1, where L2 DW L2.�;F ;Rd /. For every " > 0, there are
f " 2 SF.ˆ/ and g" 2 SF.‰/ such that

sup
t�0

�
�
�
�xt � x0 �

Z t

0

f "
� d� �

Z t

0

g"�dB�

�
�
�
� � ": (1.2)

Proof. Let " > 0 be fixed. Select ı 2 .0; 1/ such that

sup
t�0

sup
t�s�tCı

Ejxt � xs j2 � ."=3/2;

sup
t�0

E

Z tCı

t

kˆ�k2d� � .1=4/."=3/2 and sup
t�0

E

Z tCı

t

k‰�k2d� � .1=4/."=3/2:
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Let �"0 D 0 and �"k D kı for k D 1; 2; : : : ;. Select for every k D 1; 2; : : :,
processes f "

k 2 SF.ˆ/ and g"k 2 SF.‰/ such that

�
�
�
�
�
x�"k � x�"k�1

�
Z �"k

�"k�1

f "
k d� �

Z �"k

�"k�1

g"kdB�

�
�
�
�
�

� "

6 � 2k :

Define f " D 1Œ0;�"1 �f
"
1 CP1

kD2 1.�"k�1;�
"
k �
f "
k and g" D 1Œ0;�"1 �g

"
1 CP1

kD2 1.�"k�1;�
"
k �
g"k .

By the decomposability of SF.ˆ/ and SF.‰/, we have f " 2 SF.ˆ/ and g" 2
SF.‰/. Now we get

sup
t�0

�
�
�
�xt � x0 �

�Z t

0

f "
� d� C

Z t

0

g"�dB�

���
�
� �

 

sup
k�1

sup
�"k�1�t��"k

Ejxt � x�"k�1
j2
! 1

2

C
0

@sup
k�1

sup
�"k�1�t��"k

E

ˇ
ˇ
ˇ
ˇ
ˇ

Z t

�"k�1

f "
� d� C

Z t

�"k�1

g"�dB�

ˇ
ˇ
ˇ
ˇ
ˇ

2
1

A

1
2

C sup
k�1

�
�
�
�
�

k�1X

iD1

"

x�"i � x�"i�1 �
Z �"i

�"i�1

f "
� d� �

Z �"i

�"i�1

g"�dB�

#��
�
�
�
:

By the definition of �"k , we get supk�1 sup�"k�1�t��"k Ejxt � x�"k�1
j2 � ."=3/2 and

sup
k�1

sup
�"k�1�t��"k

E

ˇ
ˇ
ˇ
ˇ
ˇ

Z t

�"k�1

f "� d� C
Z t

�"k�1

g"�dB�

ˇ
ˇ
ˇ
ˇ
ˇ

2

�2 � sup
k�1

sup
�"k�1�t��"k

.t��"k�1/E

Z t

�"k�1

kˆ� /k2d�C2 � sup
k�1

sup
�"k�1�t��"k

E

Z t

�"k�1

k‰� /k2d� � 1

2

� "

3

�2

C1

2

� "

3

�2 D
� "

3

�2
:

Moreover,

sup
1�k�N"

�
�
�
�
�

k�1X

iD1

"

x�"i � x�"i�1 �
Z �"i

�"i�1

f "
�d� �

Z �"i

�"i�1

g"�dB�

#��
�
�
�

�
1X

iD1

"

6 � 2k <
"

3
:

Therefore, (1.2) is satisfied because

sup
t�0

�
�
�
�xt � x0 �

�Z t

0

f "
� d� C

Z t

0

g"�dB�

���
�
� � "

3
C "

3
C "

3
D ": ut

Remark 1.2. Immediately from Theorem 1.4, it follows that the above selection
theorem is also true for every ˆ 2 L2F.T;�;Rd / and ‰ 2 L2F.T;�;Rd�m/. ut
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Remark 1.3. Immediately from Lemma 1.6, it follows that Theorem 1.4 remains
true if instead of (1.1), we assume that

xt � xs 2 Jst ŒSF.ˆ/�C Jst ŒSF.‰/� (1.3)

or

xt � xs 2 clL fJst ŒSF.ˆ/�g C Jst ŒSF.‰/� (1.4)

for every 0 � s � t � T . If furthermore, PF is a separable filtered probability
space, then (1.4) is by Lemma 1.7 equivalent to

xt � xs 2 Jst ŒSF.coˆ/�C Jst ŒSF.‰/� (1.5)

for every 0 � s � t � T . ut
Theorem 1.5. If the assumptions of Theorem 1.4 are satisfied and ˆ and ‰ are
convex-valued, then (1.1) is satisfied if and only if there exist f 2 SF.ˆ/ and g 2
SF.‰/ such that xt D x0 C R t

0
f�d� C R t

0
g�dB� a.s. for every t � 1.

Proof. It is clear that if there exist f 2 SF.ˆ/ and g 2 SF.‰/ such that xt D
x0 C R t

0
f�d� C R t

0
g�dB� a.s. for every t � 0, then (1.1) is satisfied for every

0 � s � t < 1.
Suppose (1.1) is satisfied. By virtue of Theorem 1.4, there exist sequences

.f n/1nD1 and .gn/1nD1 of SF.ˆ/ and SF.‰/, respectively, such that supt�0 kxt �
x0 � R t

0
f n
� d� � R t

0
gn� dB�k ! 0 as n ! 1. Hence in particular, it follows that the

sequence .
R t
0 f

n
� d� C R t

0 g
n
� dB�/1nD1 converges weakly to xt �x0 2 L2.�;FT ;Rd /

uniformly with respect to t � 0. By the weak compactness of SF.ˆ/ and
SF.‰/, sequences .f n/1nD1 and .gn/1nD1 have weak cluster points f 2 SF.ˆ/

and g 2 SF.‰/, respectively. From this and the properties of the mappings J
and J , it follows that

R t
0 f�d� C R t

0 g�dB� is a weak cluster point of the sequence
.
R t
0
f n
� d� C R t

0
gn� dB�/1nD1 for every t � 0. Therefore, xt � x0 is a modification of

R t
0
f�d� C R t

0
g�dB� , which implies that xt D x0 C R t

0
f�d� C R t

0
g�dB� a.s. for

every t � 0. ut
Remark 1.4. If ˆ, ‰ and x D .xt /t�0 are as in Theorem 1.4 and condition (1.1)
((1.3), (1.4), (1.5)) is satisfied, then there exist f 2 SF.coˆ/ and g 2 SF.co‰/
such that xt D x0 C R t

0
f�d� C R t

0
g�dB� a.s. for every t � 0. In that case,

x D .xt /t2T possesses an F-nonanticipative continuous modification. ut

2 Set-Valued Stochastic Integrals

For fixed T > 0 and Aumann and Itô integrable set-valued processes F 2
M.T;�;Rd/, ˆ 2 MF.T;�;R

d /, and ‰ 2 MF.T;�;R
d�m/, we define

set-valued stochastic integrals, denoted by .A/
R T
0
Ftdt ,

R T
0
ˆtdt and

R T
0
‰tdBt;
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respectively, as FT -measurable set-valued random variables such that ST Œ.A/
R T
0

Ftdt � D clLfJ ŒS.F /�g; ST Œ
R T
0
ˆtdt � D decfJ ŒSF.‰/�g and ST Œ

R T
0
‰tdBt� D

decfJ ŒSF.‰/�g, where the closures are taken in the norm topology of the space
Lp.�;FT ;Rd / with p D 1 and p D 2, respectively. It is clear that for every
ˆ 2 L2F.T;�;Rd /, one has

R T
0
ˆtdt � .A/

R T
0
ˆtdt a.s. As usual, for every 0 �

s < t � T , the stochastic set-valued integrals .A/
R t
s
F�d� ,

R t
s
ˆ�d� , and

R t
s
‰�dB�

are defined by setting .A/
R t
s
F�d� D .A/

R T
0
1Œs;t �F�d� ,

R t
s
ˆ�d� D R T

0
1Œs;t �ˆ�d� ,

and
R t
s
‰�dB� D R T

0
1Œs;t �‰�dB� . It is clear that they are Ft -measurable set-valued

random variables such that St Œ.A/
R t
s F�d�� D clLfJst ŒS.F /�g, St Œ

R t
s ˆ�d�� D

decfJs;t ŒSF.‰/�g, and St Œ
R t
s
‰�dB��DdecfJst ŒSF.‰/�g.

For given Aumann and Itô integrable set-valued processesF 2 M.RC��;Rd /,
ˆ 2 MF.R

C � �;Rd /, and ‰ 2 MF.R
C ��;Rd�m/, the set-valued processes

..A/
R t
0
F�d�/t�0; .

R t
0
ˆ�d�/t�0, and .

R t
0
‰�dB�/t�0 are said to be indefinite set-

valued stochastic integrals of F , ˆ, and ‰; respectively.

Theorem 2.1. For fixed T > 0 and Aumann and Itô integrable set-valued processes
F 2 M.T;�;Rd /, ˆ 2 MF.T;�;R

d /, and ‰ 2 MF.T;�;R
d�m/, set-

valued stochastic integrals .A/
R T
0
Ftdt ,

R T
0
ˆtdt and

R T
0
‰tdBt exist and are

FT -measurable closed-valued set-valued random variables such that

(i) .A/
R T
0
Ftdt and

R T
0
ˆtdt are integrably and square integrably bounded,

respectively, if F and ˆ are integrably and square integrably bounded.
(ii) If .�;F ;F; P / is a filtered separable probability space and F and ˆ are

integrably and square integrably bounded, respectively, then .A/
R T
0

coFtdt D
.A/

R T
0
Ftdt and

R T
0

coˆtdt D R T
0
ˆtdt .

(iii) For every F-nonanticipative d -dimensional stochastic process x D .xt /0�t�T ,

xt .!/� xs.!/ 2 cl

��Z t

s

ˆ�d�

�

.!/C
�Z t

s

‰�dB�

�

.!/

�

(2.1)

is satisfied for every 0 � s � t � T and a.e. ! 2 � if and only if xt � xs 2
clL

�
decfJst ŒSF.ˆ/�g C decfJst ŒSF.‰/�g

�
for every 0 � s < t � T .

(iv) If ˆ 2 L2F.RC � �;Rd / and ‰ 2 L2F.T;�;Rd�m/ are convex-valued, then
(2.1) is satisfied for every 0 � s � t � T and a.e. ! 2 � if and only if
xt � xs 2 decfJst ŒSF.ˆ/�g C decfJst ŒSF.‰/�g for every 0 � s � t � T .

Proof. The existence of stochastic set-valued integrals .A/
R T
0 Ftdt ,

R T
0 ˆtdt , and

R T
0
‰tdBt follows from Lemma 1.3 and Lemma 1.4, respectively. Immediately from

the definitions of integrals .A/
R T
0 Ftdt ,

R T
0 ˆtdt and

R T
0 ‰tdBt , it follows that they

are FT -measurable set-valued random variables with closed values in Rd .

(i) By Corollary 1.1 and Remark 3.5 of Chap. 2, the sets J ŒS.coF /� and
decfJ ŒSF.coˆ/�g are convex sequentially weakly compact subsets of the
Banach spaces L.�;F ;Rd / and L2.�;F ;Rd /, respectively. Therefore,
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ST Œ.A/
R T
0
Ftdt � and ST Œ

R T
0
ˆtdt � are bounded subsets of L.�;F ;Rd / and

L2.�;F ;Rd /, respectively. Hence by Corollary 3.3 of Chap. 2, it follows
that the multifunctions .A/

R T
0
Ftdt and

R T
0
ˆtdt are integrably and square

integrably bounded, respectively.
(ii) By virtue of Lemma 1.7 and definitions of closed decomposable hull and

stochastic set-valued integrals, one has decŒclLfJ ŒSF.ˆ/�g� D decŒfJ ŒSF
.coˆ/�g�. Similarly as in the proof of (v) of Theorem 1.1, one has decŒclLfJ ŒSF
.ˆ/�g� D decŒfJ ŒSF.ˆ/�g�. Then decfJ ŒSF.ˆ/�g D decfJ ŒSF.coˆ/�g. By
the definition of set-valued stochastic integrals, we have ST Œ

R T
0
ˆtdt � D

decfJ ŒSF.ˆ/�g and ST Œ
R T
0 coˆtdt � D decfJ ŒSF.coˆ/�g. Therefore, ST Œ

R T
0

coˆtdt � D ST Œ
R T
0
ˆtdt �. Hence, by Corollary 3.1 of Chap. 2, the second

equality of (ii) follows. The first equality of (ii) can be obtained similarly.
(iii) It is clear that (2.1) is satisfied for every 0 � s � t � T and a.e.

! 2 � if and only if xt � xs is an Ft -measurable selector of clLfR t
s
ˆ�d� C

R t
s
‰�dB�g. By virtue of Lemma 3.4 of Chap. 2, the set of all such selectors

is equal to clLfSt Œ
R t
s
ˆ�d�� C St Œ

R t
s
‰�dB��g, because St Œ

R t
s
ˆ�d�� ¤ ; and

St Œ
R t
s
‰�dB�� ¤ ;. By the definition of stochastic set-valued integrals, one

has clLfR ts ˆ�d� C R t
s ‰�dB�g D clLffdecfJst ŒSF.‰/�g C decfJst ŒSF.‰/�gg.

Therefore, (iii) is satisfied.
(iv) Immediately from Theorem 3.3 of Chap. 2 and Remark 3.5 of Chap. 2,

it follows that decfJst ŒSF.ˆ/�g C decfJst ŒSF.‰/�g is a closed subset of
L2.�;Ft ;Rd /. Indeed, let .un/1nD1 be a sequence of clLŒdecfJst ŒSF.‰/�g C
decfJst ŒSF.‰/�g� converging to u 2 L2.�:FT ;Rn/, and let .an/1nD1 and
.bn/

1
nD1 be sequences of decfJst ŒSF.ˆ/�g and decfJst ŒSF.‰/�g; respectively,

such that un D an C bn for n D 1; 2; : : :. By the properties of a set-
valued processˆ, it follows that Jst ŒSF.ˆ/� is convex and integrably bounded.
Then, by virtue of Remark 3.5 of Chap. 2, decfJst ŒSF.ˆ/�g is sequentially
weakly compact. Therefore, there exist a subsequence .ank /

1
kD1 and a 2

decfJst ŒSF.ˆ/�g such that .unk � ank /
1
kD1 converges weakly to u � a, which

implies that a subsequence .bnk /
1
kD1 of .bn/1nD1 converges weakly to u � a.

By virtue of Theorem 3.3 of Chap. 2, the set decfJst ŒSF.‰/�g is sequentially
weakly closed. Then u � a 2 decfJst ŒSF.‰/�g, which implies that u D
a C .u � a/ belongs to decfJst ŒSF.ˆ/�g C decfJst ŒSF.‰/�g. From this and
(iii), it follows that (2.1) is satisfied for every 0 � s < t � T and a.e. ! 2 � if
and only if xt � xs belongs to decfJst Œ.SF.‰//�g C decfJst ŒSF.‰/�g for every
0 � s � t � T .

ut
Theorem 2.2. Let B D .Bt /t�0 be an m-dimensional F-Brownian motion, ˆ D
.ˆt /0�t�T , and let ‰ D .‰t /0�t�T be d �m-dimensional Itô integrable processes
on PF. Then

(i) ST .
R T
0
ˆtdBt/ ¤ L2.�;FT ;Rd / if IntŒST .

R T
0
ˆtdBt/� D ;.
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(ii)
R T
0
ˆtdBt is convex-valued if ˆ is convex-valued.

(iii) If .�;F ; P / is separable, then there exists a sequence .'n/1nD1 � SF.ˆ/ such

that .
R T
0
ˆtdBt/.!/ D clf.R T

0
'nt dBt/.!/ W n � 1g for a.e. ! 2 �.

(iv) If ˆ is convex-valued abnd square integrably bounded, and P is nonatomic,
then there exists a sequence .'n/1nD1 � SF.ˆ/ such that .

R T
0
ˆtdBt/.!/ D

cof.R T
0
'nt dBt/.!/ W n � 1g for a.e. ! 2 �.

Proof. (i) The result follows immediately from (iii) of Theorem 1.1.
(ii) By the definition of

R T
0
ˆtdBt and Theorem 3.3 of Chap. 2, one gets

ST

 Z T

0
ˆtdBt

!

DdecJ ŒSF.ˆ/�/Dco
�
decJ ŒSF.ˆ/�

�Dco

"

ST

 Z T

0
ˆtdBt

!#

:

But ST
�R T

0 ˆtdBt
�

is a closed convex subset of L2.�;FT ;Rd /. Therefore,

by virtue of Lemma 3.3 of Chap. 2, the above equalities imply

ST

�Z T

0

ˆtdBt

�

D co



ST

�Z T

0

ˆtdBt

��

D ST

�

co
Z T

0

ˆtdBt

�

:

Hence, by (vi) of Lemma 4.1 of Chap. 2, it follows that
R T
0
ˆtdBt D

co
R T
0 ˆtdBt a.s.

(iii) By the definition of
R T
0
ˆtdBt and (v) of Theorem 1.1, one hasST .

R T
0
ˆtdBt/ D

decfR T
0
'nt dBt W n � 1g; where .'n/1nD1 � SF.ˆ/ is such that J ŒSF.ˆ/� D

clLfR T
0
'nt dBt W n � 1g. Let ƒ W � ! Cl.Rr / be a set-valued random

variable defined by ƒ.!/ D clf.R T
0
'nt dBt/.!/ W n � 1g for ! 2 �. By

(iv) of Lemma 4.1 of Chap. 2, one has ST .ƒ/ D decfJ .'n/ W n � 1g.
Then ST .

R T
0
ˆtdBt/ D decfR T

0
'nt dBt W n � 1g D ST .ƒ/; which by (vi)

of Lemma 4.1 of Chap. 2, implies that
R T
0
ˆtdBt D ƒ a.s. Thus

R T
0
ˆtdBt D

clfR T
0
'nt dBt W n � 1g a.s.

(iv) By (viii) of Theorem 1.1, one has decfJ ŒSF.ˆ/�g D coŒdecfR T0 'nt dBt W n �
1g�; where .'n/1nD1 � SF.ˆ/ is such that J ŒSF.ˆ/� D clwfR T

0
'nt dBt W

n � 1g. From this and the definition of the integral
R T
0 ˆtdBt , it fol-

lows that ST .
R T
0
ˆtdBt/ D coŒdecfR T

0
'nt dBt W n � 1g�. Let G.!/ D

coŒclf.R T
0
'nt dBt/.!/ W n � 1g� for a.e. ! 2 �. Similarly as above, for every

n � 1 we have fR T
0
'nt dBt W n � 1g � ST .G/. But ST .G/ is a closed, convex,

and decomposable subset of L2.�;FT ;Rd /. Therefore, coŒdecfR T
0
'nt dBt W

n � 1g� � ST .G/. On the other hand, by (i) of Lemma 4.1 of Chap. 2,
one has ST .G/ D ST .coŒclfR T

0
'nt dBt W n � 1g�/ D coŒST .clfR T

0
'nt dBt W

n � 1g/�. Then for every u 2 ST .G/, there exists a sequence .um/1mD1 of

coŒST .clfR T0 'nt dBt W n � 1g/� such that Eju � umj2 ! 0 as m ! 1.
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Therefore, for every " > 0, there exists m" � 1 such that Eju � umj2 � "=2

for every m � m". Now for every m � m", there exist m1 ; : : : ; 
m
k.m/ 2 Œ0; 1�

and vm1 ; : : : ; v
m
k.m/ 2 ST .clfR T

0
'nt dBt W n � 1g/ such that

Pk.m/

kD1 mk D 1

and um D Pk.m/

kD1 mk vmk a.s. By (v) of Lemma 4.1 of Chap. 2, for every
� > 0, " > 0, m � m" and k D 1; : : : ; k.m/, there exist an FT -measurable
partition .Ak;mj /

N.k;m/
jD1 of � and a family .'nj .k;m//N.k;m/jD1 � f'n W n � 1g

such that Ejvmk � PN.k;m/
jD1 1

A
k;m
j

R T
0
'
nj .k;m/
t dBt j2 � �=2k.m"/M."/, where

M."/ D Pk.m"/

kD1 .
m"
k /

2. Hence for everym � m", it follows that

E

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
u �

k.m/X

kD1
mk

0

@
N.k;m/X

jD1
1
A
k;m
j

Z T

0

'
nj .k;m/
t dBt

1

A

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

2

� 2Eju�umj2C2E
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

k.m/X

kD1
mk v

m
k �

k.m/X

kD1
mk

0

@
N.k;m/X

jD1
1
A
k;m
j

Z T

0

'
nj .k;m/
t dBt

1

A

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

2

� "C2E
2

4
k.m/X

kD1
mk

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
vmk �

N.k;m/X

jD1
1
A
k;m
j

Z T

0

'
nj .k;m/
t dBt

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

3

5

2

D"C2E Œhm; �mi�2;

where h�; �i denotes the inner product in Rk.m/, m D .m1 ; : : : ; 
m
k.m//, and

�m D .�m1 ; : : : ; �
m
k.m// with �mk D jvmk � PN.k;m/

jD1 1
A
k;m
j

R T
0 '

nj .k;m/
t dBt j for

k D 1; : : : ; k.m/ and m � m". But EŒhm; �mi�2 � EŒhm; mi h�m; �mi� D
jmj2EŒj�mj2� � jmj2k.m/�=2k.m"/M."/ form � m". In particular, we have
EŒhm"; �m"i�2 � jm" j2k.m"/�=2k.m"/M."/ D �=2 for every " > 0 and
� > 0. Then for every " > 0 and � > 0, one gets

E

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
u �

k.m"/X

kD1

m"
k

0

@
N.k;m"/X

jD1
1
A
k;m"
j

Z T

0

'
nj .k;m"/
t dBt

1

A

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

2

� "C �:

Taking in particular " D 1=2r and � D 1=2r for r � 1, we obtain a
sequence .zr /1rD1 of coŒdecfR T

0
'nt dBt W n � 1g such that Ejzr � uj2 !

0 as r ! 1. Therefore, u 2 coŒdecfR T
0
'nt dBt W n � 1g; which

implies that ST .G/ � coŒdecfR T
0
'nt dBt W n � 1g. Thus ST .G/ D

coŒdecfR T
0
'nt dBt W n � 1g. But by (viii) of Theorem 1.1 and the definition

of
R T
0
ˆtdBt , one has ST .

R T
0
ˆtdBt/ D coŒdecfR T

0
'nt dBt W n � 1g�.

Therefore, ST .
R T
0 ˆtdBt/ D ST .G/; which by (vi) of Lemma 4.1 of Chap.

2, implies that
R T
0
ˆtdBt D G a.s. Thus .

R T
0
ˆtdBt/.!/ D coŒclf.R T

0
'nt dBt/
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.!/ W n � 1g� D cof.R T
0
'nt dBt/.!/ W n � 1g for a.e. ! 2 �, because co.A/ D

co.A/ for A � Rd .
ut

Remark 2.1. In what follows, for a compact set K � Rd , we shall write co.K/
instead of co.K/, because for a compact set K � Rd , a set co.K/ is compact. ut
Theorem 2.3. Let ˆ D .ˆt /0�t�T and ‰ D .‰t /0�t�T be d -dimensional Itô
integrable set-valued processes on PF. Then

(i)
R T
0
ˆtdt is square integrably bounded if ˆ is square integrably bounded.

(ii)
R T
0
ˆtdt is convex-valued if ˆ is convex-valued.

(iii) If .�;F ; P / is separable, then there exists a sequence .'n/1nD1 � SF.ˆ/ such

that .
R T
0
ˆtdt/.!/ D clf.R T

0
'nt dt/.!/ W n � 1g for a.e. ! 2 �.

(iv) If ˆ is convex-valued and square integrably bounded, and P is nonatomic,
then there exists a sequence .'n/1nD1 � SF.ˆ/ such that .

R T
0
ˆtdt/.!/ D

cof.R T
0
'nt dt/.!/ W n � 1g for a.e. ! 2 �.

(v) If ˆ and ‰ are convex-valued and square integrably bounded, and P is
nonatomic, then

R T
0
.ˆC‰/tdt D R T

0
ˆtdt C R T

0
‰tdt a.s.

Proof. (i) By the definition of
R T
0
ˆtdt , one has supfEjuj2 W u 2 S.

R T
0
ˆtdt/g D

supfEjuj2 W u 2 decfJ ŒSF.ˆ/�gg. For every u 2 decŒJF.ˆ/�, there exist
a partition .Ak/

N
kD1 2 ….�;FT / and a family .'k/NkD1 � SF.ˆ/ such that

u D PN
kD1 1AkJ.'k/. Hence it follows that Ejuj2 � EŒmax1�k�N jJ.'k/j2�.

But max1�k�N jJ.'k/j2 � R T
0 kˆtk2dt . Then Ejuj2 � R T

0 Ekˆtk2dt < 1 for

every u 2 decfJ ŒSF.ˆ/�g; which implies that ST .
R T
0
˚tdt/ is a bounded subset

of L2.�;FT ;Rd /. Therefore, by (ii) of Lemma 4.1 of Chap. 2,
R T
0
ˆtdt is square

integrably bounded. Conditions (ii)–(iv) can be verified similarly to the verification
of (ii)–(iv) of Theorem 2.2.

(v) Let .'n/1nD1 � SF.ˆ/ and . m/1mD1 � SF.‰/ be such that J ŒSF.ˆ/� D
clwfR T0 'nt dt W n � 1g and J ŒSF.‰/� D clwfR T0  mt dt W m � 1g. By (vi) of
Theorem 1.2, one has J ŒSF.ˆ C ‰/� D J ŒSF.ˆ/� C J ŒSF.‰/�. Therefore, for
every n;m � 1, one has J.'n C  m/ 2 J ŒSF.ˆ C ‰/�; which implies that
clwfR T

0
.'nt C  mt /dt W n;m � 1g � J ŒSF.ˆ C ‰/�, because J ŒSF.ˆ C ‰/� is

a weakly compact subset of L2.�;FT ;Rd /. For every u 2 J ŒSF.ˆ C ‰/�, there
exists .';  / 2 SF.ˆ/�SF.‰/ such that u D J.'C /. On the other hand, by the
properties of sequences .'n/1nD1 and . m/1mD1, there exist subsequences .'nk /1kD1
and . nk /1kD1 of .'n/1nD1 and . m/1mD1; respectively, such that .J.'nk //1kD1 and
.J. nk //1kD1 converge weakly to J.'/ and J. /; respectively. Therefore, .J.'nk C
 nk //1kD1 converges weakly to J.'C / D u; which implies that u 2 clwfR T

0
.'nt C

 m/dt W n;m � 1g. Then J ŒSF.ˆC‰/� � clwfR T
0
.'nt C m/dt W n;m � 1g. Now,

by virtue of (iv), we get
R T
0
.ˆt C ‰t/dt D cofR T

0
.'nt C  mt /dt W n;m � 1g D

cofR T0 'nt dt C R T
0  

m
t dt W n;m � 1g a.s. Let A.!/ D f.R T0 'nt dt/.!/ W n � 1g
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and B.!/ D f.R T
0
 mt dt/.!/ W m � 1g for fixed ! 2 �. It is clear that A.!/ and

B.!/ are compact subsets of Rd for a.e. ! 2 �; because for every n;m � 1 and
a.e. ! 2 �, one has j R T

0
'nt dt j � R T

0
j'nt jdt � R T

0
mt .!/dt and j R T

0
 mt dt j �

R T
0

j mt jdt � R T
0
mt .!/dt; where m 2 L2.Œ0; T � � �;†F;R

C/ is such that
maxfkˆt.!/k; k‰t.!/kg � mt.!/ for a.e. .t; !/ 2 Œ0; T � � �; and therefore,
A.!/ and B.!/ are bounded subsets of Rd for a.e. ! 2 �. Then A.!/C B.!/ D
A.!/ C B.!/, which implies that cofA.!/ C B.!/g D cofA.!/g C cofB.!/g,
because co.A.!// is compact. Thus cofR T

0
'nt dt C R T

0
 mt dt W n;m � 1g D

cof.R T
0
'nt dt/.!/ W n � 1gCcof.R T

0
 mt dt/.!/ W m � 1g. Hence, by virtue of (iv), it

follows that
R T
0
.ˆt C‰t/dt D R T

0
ˆtdtC R T

0
‰tdt a.s., because cof.R T

0
'nt dt/.!/ W

n � 1g D R T
0
ˆtdt and cof.R T

0
 mt dt/.!/ W m � 1g D R T

0
‰tdt a.s. ut

Theorem 2.4. Let B D .Bt /t�0 be an m-dimensional F-Brownian motion and
ˆ D .ˆt /0�t�T an r �m-dimensional Itô integrable set-valued process. Then

(i) If ˆ is square integrably bounded, then ST .
R T
0
ˆtdt/ ¤ decfJ .L2F/g; where

L2F DW L2.Œ0; T � ��;†F;R
d�m/.

(ii) If .�;F ; P / is separable, then

E

�
�
�
�

Z T

0

ˆtdBt

�
�
�
�

2

� sup
.'nk /NkD1	f'nWn�1g

E

"

max
1�k�N

ˇ
ˇ
ˇ
ˇ

Z T

0

'
nk
t dBt

ˇ
ˇ
ˇ
ˇ

2
#

for every sequence .'n/1nD1 � SF.ˆ/ such that
R T
0
ˆtdBt D clfR T

0
'nt dBt W

n � 1g a.s.
(iii) If ˆ is convex-valued and square integrably bounded, and P is nonatomic,

then

E

�
�
�
�

Z T

0

ˆtdBt

�
�
�
�

2

� sup
.'nk /NkD1	f'nWn�1g

E

"

max
1�k�N

ˇ
ˇ
ˇ
ˇ

Z T

0

'
nk
t dBt

ˇ
ˇ
ˇ
ˇ

2
#

for every sequence .'n/1nD1 � SF.ˆ/ such that
R T
0
ˆtdBtDcofR T

0
'nt dBt W n �

1g a.s.

Proof. (i) By virtue of (iii) of Lemma 4.1 of Chap. 2, one has SF.ˆ/ ¤ L2F. From

this and the definition of
R T
0
ˆtdBt , the result follows.

(ii) Let .'n/1nD1 be any sequence of SF.ˆ/ such that
R T
0 ˆtdBt D clfR T0 'nt dBt W

n � 1g a.s. By virtue of Corollary 3.2 of Chap. 2, one has
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E

�
�
�
�

Z T

0

ˆtdBt

�
�
�
�

2

D E



sup

�

jxj2 W x 2
�Z T

0

ˆtdBt

�

.!/

��

D sup

�

Ejuj2 W u 2 ST
�Z T

0

ˆtdBt

��

:

By (v) of Theorem 1.1, we have ST .
R T
0
ˆtdBt/ D decfR T

0
'nt dBt W n � 1g.

Therefore,

sup

(

Ejuj2 W u 2 ST
 Z T

0
ˆtdBt

!)

D sup

(

Ejuj2 W u 2 dec

(Z T

0
'nt dBt W n � 1

) )

D sup

(

Ejuj2 W u 2 dec

(Z T

0
'nt dBt W n � 1

) )

D sup

8
<

:
E

ˇ
ˇ
ˇ
ˇ
ˇ

NX

kD1
1Ak

Z T

0
'
nk
t dBt

ˇ
ˇ
ˇ
ˇ
ˇ

2

W.Ak/NkD12….�;FT /; .'nk /NkD1 � f'nWn�1g
9
=

;

� sup
.'nk /NkD1	f'nWn�1g

E

2

4 max
1�k�N

ˇ
ˇ
ˇ
ˇ
ˇ

Z T

0
'
nk
t dBt

ˇ
ˇ
ˇ
ˇ
ˇ

2
3

5 :

The result follows from this and the first inequality.
(iii) Let .'n/1nD1 be any sequence of SF.ˆ/ such that

R T
0 ˆtdBt D coŒclfR T0 'nt dBt W

n � 1g� a.s. By the proof of (iv) of Theorem 2.2, it follows that in this case,
we have ST .

R T
0
ˆtdBt/ D coŒdecfR T

0
'nt dBt W n � 1g�. Therefore, similarly as

above, we get

E

�
�
�
�

Z T

0

ˆtdBt

�
�
�
�

2

D sup

�

Ejuj2 W u 2 co



dec

�Z T

0

'nt dBt W n � 1

���

D H

�

co



dec

�Z T

0

'nt dBt W n � 1

��

; f0g
�

� H

�

dec

�Z T

0

'nt dBt W n � 1

�

; f0g
�

D sup

�

Ejuj2 W u 2 dec

�Z T

0

'nt dBt W n � 1

��

;

whereH denotes the Hausdorff metric on Cl.L2.�;FT ;Rd /. Hence, similarly
as in case (ii), it follows that

E

�
�
�
�

Z T

0

ˆtdBt

�
�
�
�

2

� sup
.'nk /NkD1	f'nWn�1g

E

"

max
1�k�N

ˇ
ˇ
ˇ
ˇ

Z T

0

'
nk
t dBt

ˇ
ˇ
ˇ
ˇ

2
#

:

ut
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Corollary 2.1. If the assumptions of Theorem 2.4 are satisfied, then
R T
0
ˆtdBt

is square integrably bounded if and only if there exists a sequence .'n/1nD1 of
SF.ˆ/ with properties defined in (ii) or (iii) of Theorem 2.4 such that the sequence
.
R T
0
'nt dBt/1nD1 of d -dimensional random variables is square integrably bounded.

Proof. If
R T
0
ˆtdBt is square integrably bounded, then by (ii) of Lemma 4.1 of

Chap. 2, the set ST .
R T
0
ˆtdBt/ is a nonempty bounded subset of L2.�;FT ;Rd /.

Therefore, for every sequence .'n/1nD1 � SF.ˆ/ such that
R T
0 ˆtdBt D clfR T0 'nt

dBt W n � 1g a.s., the set fR T
0
'nt dBt W n � 1g is a bounded subset of this space,

which implies that the sequence .
R T
0 '

n
t dBt/1nD1 is square integrably bounded.

Conversely, if there exists a sequence .'n/1nD1 � SF.ˆ/ such that
R T
0
ˆtdBt D

clfR T
0
'nt dBt W n � 1g a.s., and the sequence .

R T
0
'nt dBt/1nD1 is square integrably

bounded, then there exists m 2 L2.�;FT ;RC/ such that j R T
0
'nt dBt j � m a.s.

for every n � 1. But ST .
R T
0
ˆtdBt/ D decfR T

0
'nt dBt W n � 1g. Therefore, for

every u 2 ST .
R T
0 ˆtdBt/ and " > 0, there exist a partition .A"k/

N"
kD1 2 ….�;FT /

and a family .'"k/
N
kD1 � f'n W n � 1g such that Eju � PN"

kD1 1A"k'
"
kj2 � ".

Thus Ejuj2 � 2" C 2EŒ
PN"

kD1 1A"k j
R T
0 .'

"
k/tdBt j2� � 2" C 2EŒm2�. Therefore,

for every u 2 ST .
R T
0
ˆtdBt/, one has Ejuj2 � 2EŒm2�. Then S.

R T
0
ˆtdBt/

is a bounded subset of L2.�;FT ;Rd /, which implies that
R T
0
ˆtdBt is square

integrably bounded. ut
Immediately from Theorem 1.3 and the definition of set-valued stochastic

integrals, it follows that for everyˆ 2 L2F.RC ��;Rd /,‰ 2 L2F.RC ��;Rd�m/,
and m-dimensional F-Brownian motion B D .Bt /t�0 on PF, the set-valued
mappings Œ0;1/ 3 t ! ST .

R t
0
ˆ�d�/ 2 ClŒL2.�;F ;Rd /� and Œ0;1/ 3

t ! ST .
R t
0
‰�dB�/ 2 ClŒL2.�;F ;Rd /� are l.s.c. This, by Michael’s continuous

selection theorem, implies that if ˆ and ‰ are convex-valued, then the above set-
valued mappings possess L2-continuous selectors.

It is natural to ask whether it is possible to get, for set-valued stochastic integrals,
an approximation selection theorem similar to Theorem 1.4. In the general case, the
answer to such a question is negative, because in the proof of Theorem 1.4, the
boundedness of the set-valued integral

R t
0
‰�dB� is essential. We can get only the

following result.

Theorem 2.5. Let B D .Bt /t�0 be an m-dimensional F-Brownian motion on a
filtered probability space PF D .�;FT ;F; P / with a filtration F D .Ft /t�0
satisfying the usual conditions and let .ˆ;‰/ 2 L2F.T;�;Rn/ � L2F.T;�;Rd�m/.
For every " > 0 and a continuous d -dimensional stochastic process x D .xt /t�0
such that

xt .!/ � xs.!/ 2 cl

��Z t

s

ˆtdt

�

.!/C
�Z t

s

‰tdBt

�

.!/

�

(2.2)
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for every 0 � s � t � T and a.e. ! 2 �, there exist ı" 2 .0; "�; a positive integer
N" 2 ŒT=ı"; T=ı" C 1/, and partitions .Aki /

mk
iD1 � Fkı" of� for k D 1; : : : ; N" such

that for every partition .Bk
i /
mk
iD1 � F.k�1/ı" of � with k D 1; : : : ; N", there exists a

pair of processes .'";  "/ 2 SF.ˆ/ � SF.‰/ such that

sup
0�t�T

�
�
�
�xt � x0 �

Z t

0

'"�d� �
Z t

0

 "� dBt

�
�
�
� (2.3)

� "C sup
1�j�N"

�
�
�
�
�

jX

kD1

mkX

iD1
.1Aki

� 1Bki
/

 Z kı"

.k�1/ı"
�"�d� C

Z kı"

.k�1/ı"
 "� dB�

!��
�
�
�
:

Proof. By Theorem 2.1, the relation (2.2) is equivalent to the relation xt � xs 2
clLŒdecfJst ŒSF.ˆ/�g C decfJst ŒSF.‰/�g� for every 0 � s < t � T . Let " 2 .0; 1/

and select ı" 2 .0; "� such that sup0�s�t�T supt�s�tCı" Ejxt � xsj2 � ."=4/2,

sup0�t�T E
R tCı"
t

kˆ�k2d� � .1=4T /."=4/2 and sup0�t�T E
R tCı"
t

k‰�k2d� �
.1=4/."=4/4. Put �"0 D 0, �"k D kı" for k D 1; 2; : : : ; N" � 1; where N" is
such that .N" � 1/ı" < T � N"ı". For simplicity, assume that N" is such that
T D N"ı". For every k D 1; 2; : : : ; N", there are f "

k 2 decfJ�"k�1�
"
k
ŒSF.ˆ/�g and

g"k 2 decfJ�"k�1�
"
k
ŒSF.‰/�g such that kx�"k � x�"k�1

� f "
k � g"kk � "=4N"; where

k � k denotes the norm of L2.�;F�"k ;R
d /. By the definition of closed decomposable

hulls of subsets of L2.�;F�"k ;R
d /, for every k D 1; 2; : : : ; N" there are partitions

fAk1; : : : ; Akmk g � F�"k and fCk
1 ; : : : ; C

k
nk

g � F�"k of� and families f'k1 ; : : : ; 'kmkg �
SF.ˆ/ and f k1 ; : : : ;  knk g � SF.‰/ such that kfk � Pmk

iD1 1Aki
R �"k
�"k�1

.'ki /�d�k �
"=8N" and kgk � Pnk

iD1 1Cki
R �"k
�"k�1

. ki /�dB�k � "=8N". For simplicity, we can

assume that mk D nk and Aki D Ck
i for every i D 1; 2; : : : ; mk and k D

1; 2; : : : ; N". Let .Bk
i /
mk
iD1 � F�"k�1

be a partition of � for every k D 1; 2; : : : ; N"
and let '" and  " be defined by

'" D
N"�1X

kD1

mkX

iD1
1Œ�"k�1;�

"
k /
1Bki

'ki C
mN"X

iD1
1Œ�"N"�1;T �

1
B
N"
i
'
N"
i

and

 " D
N"�1X

kD1

mkX

iD1
1Œ�"k�1;�

"
k /
1Bki

 ki C
mN"X

iD1
1Œ�"N"�1;T �

1
B
N"
i
 
N"
i :

It is clear that '" and  " are F–nonanticipative selectors of ˆ and ‰, respec-
tively, and
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sup
0�t�T



E

ˇ
ˇ
ˇ
ˇxt � x0 �

�Z t

0

'"�d� C
Z t

0

 "
� dB�

�ˇˇ
ˇ
ˇ

� 1
2

� sup
1�k�N"

sup
�"k�1�t��"k

h
Ejxt � x�"k�1

j2
i 1
2

C sup
1�k�N"

sup
�"k�1�t��"k

2

4E

ˇ
ˇ
ˇ
ˇ
ˇ

Z t

�"k�1

'"�d�C
Z t

�"k�1

 "
� dB�

ˇ
ˇ
ˇ
ˇ
ˇ

2
3

5

1
2

C
N"X

kD1

h
jx�"k � x�"k�1

� f "
k � g"k j2

i 1
2

C
N"X

kD1

2

4E

ˇ
ˇ
ˇ
ˇ
ˇ
f "
k � g"k �

mkX

iD1

1Aki

Z �"k

�"k�1

.'ki /�d� �
mkX

iD1

1Aki

Z �"k

�"k�1

. k
i /�dB�

ˇ
ˇ
ˇ
ˇ
ˇ

2
3

5

1
2

C sup
1�j�N"

�
�
�
�
�

jX

kD1

mkX

iD1

.1Aki
� 1Bki

/

 Z �"k

�"k�1

.'ki /�d� C
Z �"k

�"k�1

. k
i /�dB�

!��
�
�
�
:

By the definitions of �"k , fk and gk , we get sup1�k�N" sup�"k�1�t��"k Ejxt �x�"k�1
j2 �

."=4/2,
PN"

kD1 kx�"k � x�"k�1
� f "

k � g"kk � PN"
kD1 "=4N" D "=4 and

sup
1�k�N"

sup
�"k�1�t��"k

E

ˇ
ˇ
ˇ
ˇ
ˇ

Z t

�"k�1

'"�d� C
Z t

�"k�1

 "� dB�

ˇ
ˇ
ˇ
ˇ
ˇ

2

�

2T sup
1�k�N"

sup
�"k�1�t��"k

E

"Z t

�"k�1

kˆ�/k2d�
#

C2 sup
1�k�N"

sup
�"k�1�t��"k

E

"Z t

�"k�1

k‰�/k2d�
#

� 1

2

� "

4

�2 C 1

2

� "

4

�4 �
� "

4

�2
:

Therefore,

sup
0�t�T

�
�
�
�xt � x0 �

Z t

0

'"�d� �
Z t

0

 "� dB�

�
�
�
�

� "C sup
1�j�N"

�
�
�
�
�

jX

kD1

mkX

iD1
.1Aki

� 1Bki
/

 Z �"k

�"k�1

.'ki /�d� C
Z �"k

�"k�1

. ki /�dB�

!��
�
�
�
:

ut
Remark 2.2. If .ˆ;‰/ 2 L4F.T;�;Rn/ � L4F.T;�;Rn�d / then
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sup
1�j�N"

�
�
�
�
�

jX

kD1

mkX

iD1
.1Aki

� 1Bki
/

 Z kı"

.k�1/ı"
�"�d� C

Z kı"

.k�1/ı"
 "� dB�

!��
�
�
�

�
�p

ı"Cd 4
p
36ı"

� N"X

kD1

mkX

iD1
4

q
P.Aki 4Bk

i /
4

s

E

Z kı"

.k�1/ı"
max.kˆ�k4; k‰�k4/d�:

ut
It is natural to look for some additional conditions by which it is possible to select
for every k D 1; 2; : : : ; N", a partition .Bk/

mk
iD1 � F.k�1/ı" of � such that for

appropriately selected multifunctionsˆ and ‰, one has

lim
"!0

N"X

kD1

mkX

iD1
4

q
P.Aki 4Bk

i /
4

s

E

Z kı"

.k�1/ı"
max.kˆ�k4; k‰�k4/d� < 1

or

lim
"!0

N"X

kD1

mkX

iD1
4

q
P.Aki 4Bk

i /
4

s

E

Z kı"

.k�1/ı"
max.kˆ�k4; k‰�k4/d� D 1

“very slowly.” Such conditions may depend on some type continuity of the filtration
F regarded as a multifunction defined on the interval Œ0; T � with values in the space
of all nonempty closed subsets of a metric space .S.P /; �/ associated to the measure
space .�;FT ; P /. It is known (see [35], p. 169) that .S.P /; �/ is a complete metric
space. Given a filtration F D .Ft /0�t�T on the probability space .�;FT ; P /, we
can consider Ft for every t 2 Œ0; T � a closed subset of S.P /, because the metric
space .St .P /; �/ associated to the probability space .�;Ft ; P / is for every t � 0, a
complete metric space, and St .P / � S.P /. Therefore, we can treat the filtration F

as a multifunction Œ0; T � 3 t ! Ft 2 Cl.S.P //. Let h denote the Hausdorff metric
defined on Cl.S.P //. We can now define the following types of continuity of the
filtration F.

The filtration F is said to be h-continuous if the multifunction Œ0; T � 3 t ! Ft 2
Cl.S.P // is continuous with respect to the Hausdorff metric h on Cl.S.P //. It is
called Hölder h-continuous with exponential ˛ > 0 if there exists a number ˇ > 0

such that h.Ft ;Fs/ � ˇjt � sj˛ for every t; s 2 Œ0; T �. It can be easily verified that
every h-continuous filtration F of the probability space .�;F ; P / is continuous.

Remark 2.3. If the assumptions of Theorem 2.5 are satisfied with .ˆ;‰/ 2
L4F.T;�;Rd / � L4F.T;�;Rd�m/ and the filtration F is Hölder h-continuous with
exponential ˛ D 3, then for every " > 0, there exist ı" 2 .0; "/; a positive integer
m" and a pair of processes .'";  "/ 2 SF.ˆ/ � SF.‰/ such that

sup
0�t�T

�
�
�
�xt�x0�

Z t

0

'"�d��
Z t

0

 "� dBt

�
�
�
��"

n
1Cm"ˇŒ3

p
6d.TC2ı"/CTCı3"

p
ı"�
o
:
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In particular, if .ˆ;‰/ and the filtration F are such that

M" DW sup
n
m"ˇ

h
3
p
6d.T C 2ı"/C T C ı3"

p
ı"

i
W " 2 .0; 1/

o
< 1;

then immediately from (2.3) it follows

sup
0�t�T

�
�
�
�xt � x0 �

Z t

0

'"�d� �
Z t

0

 "� dBt

�
�
�
� � ".1CM"/:

ut

3 Conditional Expectation of Set-Valued Integrals
Depending on Random Parameters

Given an Aumann integrable set-valued process F 2 M.T;�;Rd /, by
R T
0
Ft .�/dt

we denote the set-valued mapping� 3 ! ! R T
0
Ft .!/dt 2 Cl.Rd / defined by

Z T

0

Ft .!/dt D
�Z T

0

ft .!/dt W .ft /0�t�T 2 S.F /
�

for a.e. ! 2 �. By the properties of Aumann integrals, it follows that if F 2
L.T;�;Rd /, then

R T
0
Ft .!/dt is a compact convex subset ofRd for a.e.! 2 �. We

shall consider properties of a conditional expectation of set-valued random variables
of the form� 3 ! ! R T

0
Ft .!/dt 2 Cl.Rd /. It will be shown that for every convex-

valued process F 2 L.T;�;Rd /, one has
R T
0 Ft .!/dt D .A/.

R T
0 Ftdt/.!/ for a.e.

! 2 �. We begin with the following lemmas.

Lemma 3.1. For every F 2 L.T;�;Rd /, the set-valued mapping
R T
0
Ft .� /dt

defined by� 3 ! ! R T
0
Ft .!/dt 2 Cl.Rd / is FT -measurable with compact convex

values.

Proof. Let us observe that the set-valued integral
R T
0 Ft .!/dt is an Aumann integral

depending on the random parameter ! 2 �. Therefore, by virtue of Theorem 3.4
of Chap. 2, for every ! 2 �, it is a nonempty compact convex subset of Rd ,
which by Remark 2.3 of Chap. 2, implies that for the FT -measurability of the
set-valued mapping � 3 ! ! R T

0
Ft .!/dt 2 Cl.Rd /, it is enough to verify

that the function � 3 ! ! �.p;
R T
0
Ft .!/dt/ 2 R is FT -measurable for

every p 2 Rd . By the measurability of F and its integrably boundedness, the
function Œ0; T � � � 3 .t; !/ ! �.p; coFt .!// � R is measurable for every
p 2 Rd . By virtue of Theorem 3.5 of Chap. 2, for every p 2 Rd , one has
�.p;

R T
0
Ft .!/dt// D R T

0
�.p; coFt .!//dt for every ! 2 �. Hence, by Fubini’s

theorem, the FT -measurability of the function � 3 ! ! �.p;
R T
0
Ft .!/dt/ 2 R

follows for every p 2 Rd . Therefore,
R T
0
Ft .� /dt is FT -measurable. ut
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Lemma 3.2. Let F 2 L.T;�;Rd /. The subtrajectory integrals ST Œ
R T
0
Ft .� /dt � of

R T
0
Ft .� /dt form a nonempty convex sequentially weakly compact subset of the space

L.�;FT ;Rd /, and ST Œ
R T
0 Ft .� /dt � D J ŒS.coF /�.

Proof. Immediately from Remark 3.1 of Chap. 2, by the definition of J ŒS.coF /�
and the equality

R T
0
Ft .!/dt D R T

0
coFt .!/dt for a.e. ! 2 �, it follows that

SŒ
R T
0 Ft .� /dt � is a nonempty convex sequentially weakly compact subset of the

space L.�;FT ;Rd /, and J ŒS.coF /� � ST Œ
R T
0

coFt .� /dt � D ST Œ
R T
0
Ft .� /dt �.

Assume now that ' 2 ST Œ
R T
0
F.t; � /dt �. Then for every A 2 FT , one has

EA' 2 EAˆ, where ˆ D R T
0
Ft .� /dt , EA' D R

A
'dP , and EAˆ D R

A
ˆdP .

Let " > 0 be given and select an F -measurable partition .A"n/
N"
nD1 of � such

that EA"n
R T
0

jjFt.�/jjdt < "=2nC1. For every n D 1; : : : ; N", there is an f "
n 2

S.F / such that EA"n' D EA"n
R T
0 f

"
n .t; �/dt . Let f " D PN"

nD1 1A"nf
"
n . By the

decomposability of S.F /, one has f " 2 S.F /. We have f " 2 S.coF / because
S.F / � S.coF /. Taking a sequence ."k/1kD1 of positive numbers "k > 0 such
that "k ! 0 as k ! 1, we can select f 2 S.coF / and a subsequence, denoted
again by .f "k /1kD1, of .f "k /1kD1 weakly converging to f in the weak topology of
L.Œ0; T � � �;ˇT ˝ FT ;Rd /, because S.coF / is a sequentially weakly compact
subset of L.Œ0; T � � �;ˇT ˝ FT ;Rd /. For every A 2 F and k D 1; 2; : : :, there
is a subset fn1; : : : ; npg of f1; : : : ; N"kg such that A \ A"kni ¤ ; for i D 1; 2; : : : ; p

and A \Ar D ; for r 2 f1; 2; : : : ; N"k g n fn1; : : : ; npg. Therefore,

ˇ
ˇ
ˇ
ˇEA' �EA

Z T

0

f "k .t; � /dt
ˇ
ˇ
ˇ
ˇ

�
N"kX

nD1

ˇ
ˇ
ˇ
ˇEA\A"kn ' � EA\A"kn

Z T

0

f "k
n .t; � /dt

ˇ
ˇ
ˇ
ˇ

D
pX

iD1

ˇ
ˇ
ˇ
ˇEA\A"kni ' � EA\A"kni

Z T

0

f "k
n .t; � /dt

ˇ
ˇ
ˇ
ˇ � 2

pX

iD1
EA"kni

Z T

0

jjFt.� /jjdt � "k

for every k D 1; 2; : : :. On the other hand, for every A 2 F , we also have

ˇ
ˇ
ˇ
ˇEA' � EA

Z T

0

f .t; � /dt
ˇ
ˇ
ˇ
ˇ �

ˇ
ˇ
ˇ
ˇEA' � EA

Z T

0

f "k .t; � /dt
ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇEA

Z T

0

f "k .t; � /dt � EA

Z T

0

f .t; � /dt
ˇ
ˇ
ˇ
ˇ � "k C

ˇ
ˇ
ˇ
ˇEA

Z T

0

f "k .t; � /dt � EA

Z T

0

f .t; � /dt
ˇ
ˇ
ˇ
ˇ

for k D 1; 2; : : :. Hence it follows that EA' D EA
R T
0 f .t; � /dt for every A 2 F ,

because "k ! 0 and jEA
R T
0
f "k .t; � /dt � EA

R T
0
f .t; � /dt j ! 0 as k ! 1.

Therefore, '.!/ D R T
0 f .t; !/dt for a.e. ! 2 �; i.e., ' D J.f /. Then ' 2

J ŒS.coF /�. �
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Corollary 3.1. For every convex-valued process F 2 L.T;�;Rd /, one has
.A/.

R T
0
Ftdt/.!/ D R T

0
Ft .!/dt for a.e. ! 2 �.

Proof. By the definition of .A/
R T
0 Ftdt and Corollary 1.1, we have ST Œ.A/

R T
0

Ftdt � D clLfJ Œ.S.F //�g D J Œ.S.F //�; because J Œ.S.F //� is a convex sequentially
weakly compact subset of L.�;FT ;Rd /. By virtue of Lemma 3.2, one has
ST Œ

R T
0
Ft .� /dt � D J ŒS.F /�. Therefore, ST Œ.A/

R T
0
Ftdt � D ST Œ

R T
0
Ft .� /dt �, which

by Corollary 3.1 of Chap. 2, implies .A/.
R T
0
Ftdt/.!/ D R T

0
Ft .!/dt for a.e.

! 2 �. ut
Given a measurable and uniformly integrably bounded set-valued mapping F W

Œ0; T � � Rd ! Cl.Rd / and a d -dimensional measurable stochastic process z D
.zt /0�t�T on a filtered probability space .�;F ;F; P /, by S.F ı z/ we shall denote
the set of all measurable selectors of the set-valued process F ı z defined by .F ı
z/t .!/ D F.t; zt .!// for .t; !/ 2 Œ0; T � ��. Recall that F is said to be uniformly
integrably bounded if there exists k 2 L.Œ0; T �;RC/ such that kF.t; x/k � k.t/ for
a.e. t 2 Œ0; T � and every x 2 Rd .

Lemma 3.3. Assume that F W Œ0; T ��Rd ! C l.Rd / is measurable and uniformly
integrably bounded, .zt /0�t�T is a d -dimensional measurable stochastic process on
PF, and G is a sub-�-algebra of F . Then

S

�

E

Z T

0

F.t; zt /dt jG
��

D
�

E

Z T

0

f .t; �/dt jG
�

W f 2 S.coF ı z/

�

:

Proof. By virtue of Lemma 3.2 and the definition of a set-valued conditional
expectation, one gets

S

�

E

Z T

0

F.t; zt /dt jG
��

D clL fEŒujG� W u 2 J ŒS.coF ı z/�g

D clL

�

E

Z T

0

f .t; �/dt jG
�

W f 2 S.coF ı z/

�

:

To complete the proof, it remains only to verify that H D fEŒR T0 f .t; �/dt jG� W
f 2 S.coF ı z/g is a closed subset of L.�;G;Rd /. This follows immediately
from the sequential weak compactness and convexity of S.coF ı x/. Indeed, by
the sequential weak compactness and convexity of S.coF ı z/, it follows that H
is a convex sequentially weakly compact subset of L.�;G;Rd /. Therefore, it is a
closed subset of L.�;G;Rd /. �
Theorem 3.1. Assume that F W Œ0; T � � Rd ! C l.Rd / is measurable and
uniformly integrably bounded and let x D .xt /0�t�T and z D .zt /0�t�T be d -
dimensional measurable stochastic processes on a filtered probability space PF D
.�;F ;F; P / with a filtration F D .Ft /t�0 satisfying the usual conditions, and let
EjxT j < 1. Then

xs 2 E


xt C
Z t

s

F .�; z� /d� jFs
�

a:s: (3.1)
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for every 0 � s � t � T if and only if there is f 2 S.coF ı z/ such that

xt D E



xT C
Z T

t

f .�; �/d� jFt
�

a:s: (3.2)

for every 0 � t � T .

Proof. Suppose there is f 2 S.coF ı z/ such that (3.2) is satisfied. For every
0 � s � t � T , one has

xsDE


xTC
Z T

s
f .�; � /d� jFs

�

DE
Z t

s
f .�; � /d� jFs

�

CE
"

xTC
Z T

t
f .�; � /d� jFs

#

and EŒxt jFs�DE
h
xTC R T

t
f .�; � /d� jFs

i
a.s. Then xsDE

h
xtC

R t
s
f .�; � /d� jFs

i

a.s. for 0 � s � t � T . Hence, by Lemma 3.3, it follows that xs 2
S
�
E
h
xt C R t

s
F .�; z� /d� jFs

i�
for 0 � s � t � T . Therefore, (3.1) is satisfied

a.s. for 0 � s � t � T .
Assume that (3.1) is satisfied for every 0 � s � t � T a.s. and let

k 2 L.Œ0; T �;RC/ be such that kF.t; xk � k.t/ for a.e. t 2 Œ0; T � and x 2 Rd .
For every 0 � t � T , one has Ejxt j � EjxT j C E

R T
0
k.t/dt < 1. Let � > 0 be

fixed and select ı > 0 such that ı < T and sup0�t�T�ı
R tCı
t

k.�/d� < �=2. For
fixed t 2 Œ0; T � ı� and t � � � t C ı, we have xt 2 EŒx� C R �

t
F .s; zs/dsjFt � a.s.

Therefore, for every A 2 Ft , we get EA.xt � x� / 2 EA
R �
t
F .s; zs/ds. Then

jEA.xt � x�/j � EA

Z �

t

kF.s; zs /kds � E

Z tCı

t

k.s/ds < �=2

for every 0 � t � T � ı and A 2 Ft . Therefore, supt���tCı jEA.xt � x�/j � �=2

for every A 2 Ft and fixed 0 � t � T � ı.
Let �0 D 0, �1 D ı; : : : ; �N�1 D .N � 1/ı < T � Nı. Immediately from

(3.1) and Lemma 3.3, it follows that for every i D 1; 2; : : : ; N � 1, there is f �
i 2

S.coF ı z/ such that

E

ˇ
ˇ
ˇ
ˇx�i�1 � E



x�i C
Z �i

�i�1

f
�
i .s; �/dsjF�i�1

� ˇˇ
ˇ
ˇ D 0:

Furthermore, there is f �
N 2 SF.coF / such that

E

ˇ
ˇ
ˇ
ˇx�N�1 � E



xT C
Z T

�N�1

f
�
N .s; �/dsjF�N�1

�ˇˇ
ˇ
ˇ D 0:

Define f �.t; !/ D PN�1
iD1 ı1Œ�i�1;�i /.t/f

�
i .t; !/ C 1Œ�N�1;T �f

�
N .t; !/ for .t; !/ 2

Œ0; T � ��. By the decomposability of S.coF ı z/, we have f � 2 S.coF ı z/. For
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fixed t 2 Œ0; T �, there is p 2 f1; 2; : : : ; N �1g or p D N such that t 2 Œ�p�1; �p/ or
t 2 Œ�N�1; T �. Let t 2 Œ�p�1; �p/ with 1 � p � N � 1. For every A 2 Ft , one has

ˇ
ˇ
ˇ
ˇEA

�

xt � E



xT C
Z T

t

f �.s; �/dsFt
��ˇˇ
ˇ
ˇ � jEA.xt � x�p /j C E

ˇ
ˇ
ˇ
ˇx�p � E



x�pC1

C
Z �pC1

�p

f �.s; �/d� jF�p
�ˇˇ
ˇ
ˇC jEA.EŒx�pC1

jF�p �� x�pC1
/j C E

ˇ
ˇ
ˇ
ˇ

Z �p

t

f �.s; �/ds
ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇEA

�

E

 Z �pC1

�p

f �.s; �/dsjF�p
�

� E

 Z �pC1

�p

f �.s; �/d� jFt
��ˇˇ
ˇ
ˇC : : :

CE
ˇ
ˇ
ˇ
ˇx�N�1 � E



xT C
Z T

�N�1

f �.s; �/d� jF�N�1

�ˇˇ
ˇ
ˇC

ˇ
ˇ
ˇ
ˇEA.EŒx�N�1 jF�N�1 �� x�N�1 /

ˇ
ˇ
ˇ
ˇ

CEA
�

E

 Z T

�N�1

f �.s; �/dsjF�N�1

�

�E

 Z T

�N�1

f �.s; �/dsjFt
��ˇˇ
ˇ
ˇ

� sup
t���tCı

jEA.xt � x� /jCE
Z tCı

t

m.s; �/ds C
N�2X

iDp

E

ˇ
ˇ
ˇ
ˇx�i�E



x�iC1
C
Z �iC1

�i

f �.s; �/dsjF�i
�ˇˇ
ˇ
ˇ

CE
ˇ
ˇ
ˇ
ˇx�N�1 � E



xT C
Z T

�N�1

f �.s; �/d� jF�N�1

�ˇˇ
ˇ
ˇC

N�2X

iDp

jEA.EŒx�iC1
jF�i �� x�iC1

/j

C
N�2X

iDp

ˇ
ˇ
ˇ
ˇEA

�

E

 Z �iC1

�i

f �.s; �/dsjF�i
�

� E

 Z �iC1

�i

f �.s; �/dsjFt
��ˇˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇEA

�

E

 Z T

�N�1

f �.s; �/dsjF�N�1

�

�E

 Z T

�N�1

f �.s; �/dsjFt
��ˇˇ
ˇ
ˇ:

But Ft � F�i for i D p; p C 1; : : : ; N � 1. Then for A 2 Ft , one has

N�2X

iDp
jEA.EŒx�iC1

jF�i � � x�iC1
/j D 0;

N�2X

iDp

ˇ
ˇ
ˇ
ˇEA

�

E

Z �iC1

�i

f �.s; �/dsjF�i
�

� E

Z �iC1

�i

f �.s; �/dsjFt
��ˇˇ

ˇ
ˇ D 0

and

ˇ
ˇ
ˇ
ˇEA

�

E

Z T

�N�1

f �.s; �/dsjF�N�1

�

� E

Z T

�N�1

f �.s; �/dsjFt
��ˇˇ
ˇ
ˇ D 0:

With this and the definition of f �, it follows that
ˇ
ˇ
ˇ
ˇEA

�

xt �E


xT C
Z T

t

f �.s; �/dsjFt
��ˇˇ
ˇ
ˇ � � (3.3)
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for fixed 0 � t � T and A 2 Ft . Let .�j /1jD1 be a sequence of positive numbers
converging to zero. For every j D 1; 2; : : :, we can select f �j 2 S.coF ı z/ such
that (3.3) is satisfied with � D �j . By the weak sequential compactness of S.coF ı
z/, there are f 2 S.coF ı z/ and a subsequence .f �k /1kD1 of .f �j /1jD1 weakly

converging to f in the weak topology of L.Œ0; T � � �;ˇT ˝ F ;Rd /. Then for
every A 2 Ft � F , one has

lim
k!1EA

Z T

t

f �k .s; �/ds D EA

Z T

t

f .s; �/ds:

On the other hand, for every fixed t 2 Œ0; T � and A 2 Ft , we have

ˇ
ˇ
ˇ
ˇEA

�

xt � E



xT C
Z T

t

f .s; �/dsjFt

��ˇˇ
ˇ
ˇ �

ˇ
ˇ
ˇ
ˇEA

�

xt � E



xT C
Z T

t

f �k .s; �/dsjFt

��ˇˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇEA

�

E

 Z T

t

f �k .s; �/dsjFt

�

�E

 Z T

t

f .s; �/dsjFt

��ˇˇ
ˇ
ˇ

� �k C
ˇ
ˇ
ˇ
ˇEA

Z T

t

f �k .s; �/ds � EA

Z T

t

f .s; �/ds
ˇ
ˇ
ˇ
ˇ

for k D 1; 2; : : :, Therefore,EA.xt �EŒxT C R T
t
f .s; �/dsjFt �/ D 0 for every A 2

Ft and fixed 0 � t � T . But xt and EŒxT C R T
t
f .s; �/dsjFt � are Ft -measurable.

Then xt D EŒxT C R T
t
f .s; �/dsjFt � a.s. for 0 � t � T . Then there exists f 2

S.coF ı z/ such that (3.2) is satisfied. ut
In what follows, by S.F;Rd / we shall denote the set of all d -dimensional

F-semimartingales x D .xt /0�t�T on the filtered probability space PF D
.�;F ;F; P / such that EŒsup0�t�T jxt j2� < 1. For a measurable process Z on
PF, by ŒZ�F we shall denote a “conditional expectation” with respect to a measure
	˝ P and an F-optional �-algebra O; i.e., ŒZ�F D E	˝P ŒZjO�; where 	 denotes
the Lebesgue measure on Œ0; T �.

Corollary 3.2. If the assumptions of Theorem 3.1 are satisfied, then a process x D
.xt /0�t�T defined by xt D E

h
xT C R T

t
f .�; �/d� jFt

i
a.s. for 0 � t � T with

f 2 S.coF ı z/ belongs to S.F;Rd / and has a semimartingale representation
xt D x0 C Mt C At ; where x0 D EŒ� C R T

0 f�d� jF0�, At D � R t0 Œf �F� d� and

Mt D EŒxT C R T
0
f�d� jFt � � EŒxT C R T

0
f�d� jF0� � EŒ

R t
0
.f� � Œf �F� /d� jFt �. A

process x is continuous if and only if .Mt/0�t�T is a continuous martingale.

Proof. It is clear that xt D x0 CMt CAt a.s. for 0 � t � T; where x0, Mt , and At
are as above for every 0 � t � T . To see that .At /0�t�T is an F-adapted absolutely
continuous process and .Mt/0�t�T is an F-martingale, let us observe first that Œf �Ft
is Ft -measurable for every f 2 S.coF ı z/ and t 2 Œ0; T �, which implies that also
At is Ft -measurable for every f 2 S.coF ı z/ and t 2 Œ0; T �. Furthermore, the
process .At /0�t�T is absolutely continuous, because jŒf �Ft j � jf jFt � kF.t; zt /k
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a.s. for a.e. t 2 Œ0; T �. To verify that .Mt/0�t�T is an F-martingale, let us observe
that EŒ

R t
s
f�d� jFt � D R t

s
EŒf� jFt �d� a.s. for every 0 � s � t � T . Indeed, for

every C 2 Ft and 0 � s � t � T , one has

Z

C

�

E

Z t

s

f�d� jFt

��

dP

D
Z

C

�Z t

s

f�d�

�

dP D
Z t

s

�Z

C

f�dP

�

d� D
Z t

s

�Z

C

EŒf� jFt � dP

�

d� D
Z

C

�Z t

s

EŒf� jFt � d�

�

dP:

Then EŒ
R t
s
f�d� jFt � D R t

s
EŒf� jFt �d� a.s. for every 0 � s � t � T . Let Nt D

EŒ
R t
0
.f� � Œf �F� /d� jFt � a.s. for 0 � s � t � T . It is clear that .Mt/0�t�T is

an F-martingale if and only if the process .Nt/0�t�T is an F-martingale. We have
EjNt j < 1 for every 0 � t � T . Furthermore, for every 0 � s < t � T , one has

Z

C

�

E

Z t

s

f�d� jFt
��

dP

D
Z

C

�Z t

s

f�d�

�

dP D
Z t

s

�Z

C

f�dP

�

d� D
Z t

s

�Z

C

EŒf� jFt � dP
�

d�

D
Z

C

�Z t

s

EŒf� jFt � d�
�

dP:EŒNt �NsjFs�

D E

�

E

Z t

0

.f� � Œf �F� /d� jFt
�

� E

Z s

0

.f� � Œf �F� /d� jFs
�� ˇˇ
ˇ
ˇFs

�

D E

Z t

0

EŒ.f� � Œf �F� /jFt �
ˇ
ˇ
ˇ
ˇFs

�

�E
Z s

0

EŒ.f� � Œf �F� /jFs�
ˇ
ˇ
ˇ
ˇFs

�

D
Z t

0

EŒ.f��Œf �F� /jFs�d��
Z s

0

EŒ.f��Œf �F� /jFs�d�D
Z t

s

EŒ.f��Œf �F� /jFs�d�:

But for every C 2 Fs , one has .s; t � � C 2 O. Therefore, for every C 2 Fs, one
gets

Z

C

Z t

s

EŒ.f� � Œf �F� /jFs�d�
�

dP D
Z Z

.s;t ��C
f�d�dP �

Z Z

.s;t ��C
Œf �F� d�dP

D
Z Z

.s;t ��C
f�d�dP �

Z Z

.s;t ��C
f�d�dP D 0:

Hence it follows that
R t
s EŒ.f� � Œf �F� /jFs�d� D 0 a.s. for every 0 � s < t � T ,

which implies that EŒNt � NsjFs� D 0 a.s. for every 0 � s < t � T . Finally,
by the equality xt D x0 C Mt C At and the continuity of the process .At /0�t�T ,
it follows that the process x is continuous if and only if .Mt /0�t�T is a continuous
martingale. ut
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4 Selection Properties of Set-Valued Integrals Depending
on Random Parameters

Let PF D .�;F ;F; P / be a complete filtered probability space with a filtration
F D .Ft /t�0 satisfying the usual conditions and let G D .Gt /0�t be a measurable
set-valued stochastic process on PF with values in Rr�m. It is said to be diagonally
convex if for every t 2 Œ0; T � and a.e. ! 2 �, the set D.G/t .!/ D fv � v� W v 2
Gt.!/g is a convex subset of Rr�r , where v� denotes the transpose of v. In what
follows, the set-valued process .D.G/t /0�t�T will be denoted by D.G/.

Remark 4.1. It can be proved that if the process G D .Gt /t2T on PF with values
in R1�m takes convex values, than it is diagonally convex. In the general case,
convexity and diagonal convexity are not related to each other. �

Corollary 4.1. If G D .Gt /0�t�T is a measurable square integrably bounded
set-valued stochastic process on PF with closed values in Rr�m, then D.G/ is
measurable and integrably bounded.

Proof. It is enough to observe that D.G/ D l.G/ and that a mapping l W Rr�m !
Rr�r defined by l.u/ D u � u� for u 2 Rr�m is continuous and that jl.u/j � kuk2 for
every u 2 Rr�m. ut
Lemma 4.1. If G D .Gt /0�t�T is a measurable square integrably bounded set-
valued stochastic process on PF with closed values in Rr�m, then S.D.G// ¤ ;,
and for every � 2 S.D.G//, there exists g 2 S.G/ such that � D g � g�.

Proof. The result follows immediately from Corollary 4.1 and Theorem 2.5 of
Chap. 2 applied to the function l.u/ D u � u� and the set-valued mapping � W
Œ0; T � �� ! Cl.Rr�m/ defined by �.t; !/ D Gt.!/ for .t; !/ 2 Œ0; T � ��. ut

Denote by C1 D Cb.R
r ;R/ , Cr D Cb.R

r ;Rr /, and Cr�r D Cb.R
r ;Rr�r /

Banach spaces of continuous bounded functions defined on Rr with values in R, Rr ,
andRr�r , respectively. Define on Cr�Rr�Rr and Cr�r�Rr�r�Rr mappingsˆ and
‰ by setting ˆ.'; u/.z/ D Pr

iD1 'i .z/ui and ‰. ; v/.z/ D Pr
iD1

Pr
jD1  ij .z/vij

for ' 2 Cr ,  2 Cr�r , u 2 Rr , v 2 Rr�r , and z 2 Rr with ' D .'1; : : : ; 'r /,
 D . ij /r�r , u D .u1; : : : ; ur /, and v D .vij /r�r . For given A � Rr , B � Rr�r ,
' 2 Cr ,  2 Cr�r , and z 2 Rr , by ˆ.';A/.z/ and ‰. ;B/.z/ we denote sets
ˆ.f'.z/g � A/ and ‰.f .z/g � B/; respectively.

In what follows, we shall restrict the functional parameters ' and  to the set
Kk D fz 2 Rr W jzj � kg for k D 1; 2; : : : and consider mappings ˆ and ‰
on the spaces Ckr � Rr � Rr and Ckr�r � Rr�r � Rr , where Ckr D Cb.Kk;R

r /

and Ckr�r D Cb.Kk;R
r�r /, respectively. We shall also consider mappings ˆ and

‰ restricted to the sets f'.h/ W h 2 C2
b .R

r ;R/g � Rr � Rr and f .h/ W h 2
C2
b .R

r ;R/g �Rr�r �Rr�r , respectively, where '.h/ D .h0
x1
; : : : ; h0

xr
/ and  .h/ D

.h00
xixj

/r�r for h 2 C2
b .R

r ;R/. For simplicity, the spaces C.Œ0; T �;Rr / and C2
b .R

r /

will be denoted by CT and C2
b ; respectively.
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For given measurable and uniformly square integrably bounded set-valued
mappings F W Œ0; T � � Rr ! C l.Rr / and G W Œ0; T � � Rr ! C l.Rr�m/,
l 2 C1; and r-dimensional F-nonanticipative stochastic process z D .zt /0�t�T
on a filtered probability space PF, the integrals E

R t
s
Œl.zs/ˆ.'; F.�; z� //.z� /�d�

and E
R t
s
Œl.zs/‰. ;D.G.�; z� ///.z� /d� are understood as set-valued Aumann in-

tegrals of †F-measurable set-valued multifunctions 1Œs;t �l.xs/ˆ.'; F ı z/.z/ and
1Œs;t �l.zs/‰. ;D.Gız//.z/; respectively, with respect to the product measure dt�P
on the �-algebra†F, i.e., as set-valued integrals of the form

Z t

s

Œl.zs/ˆ.'; F.�; z� //.z� /� d�

D
�Z

�

Z T

0

1Œs;t �.�/l.zs/˛�d�dP W ˛ 2 SF Œˆ.'; F ı z/.z/�

�

and

E

Z t

s

Œl.zs/‰. ;D.G.�; z� ///.z� /� d�

D
�Z

�

Z T

0

1Œs;t �.�/l.zs/ˇ�d�dP W ˇ 2 SF Œ‰. ;D.G ı z//.z/�

�

for every 0 � s < t � T .

Remark 4.2. If F ,G, l , ', and are as above with convex-valued multifunctionsF
and D.G/, then for every r-dimensional F-nonanticipative process z D .zt /0�t�T ,
the above-defined integrals are compact, convex subsets of Rr .

Proof. Let us observe that for F and G with the properties mentioned above, their
subtrajectory integrals SFŒˆ.'; F ı z/.z/� and SFŒ‰. ;D.G ı z//.z/� are convex
and sequentially weakly compact subsets of L2.Œ0; T ���;†F;R

r /, andL2.Œ0; T ��
�;†F;R

r�r /; respectively. Hence it follows that the above integrals are compact,
convex subsets of Rr . ut
Remark 4.3. If F , G, l , ', and  are as above, then for every r-dimensional
F-nonanticipative process z D .zt /0�t�T , one has

�.p;E

Z t

s

l.zs/ˆ.'; F.�; z� //.z� /d�/ D E

Z t

s

�.p; l.zs/ˆ.'; F.�; z� //.z� //d�

and

�.p;E

Z t

s

l.zs /‰. ;D.G.�; z� ///.z� //d�/ D E

Z t

s

�.p; l.zs /‰. ;D.G.�; z� ///.z� //d�

for every 0 � s < t � T and p 2 R.
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Proof. For the first above-defined integral, we have

�.p;E

Z t

s

l.zs/ˆ.'; F.�; z� //.z� /d�/

D sup

��

p;

Z

�

Z t

s

l.zs/˛�d�dP

�

W ˛ 2 SF Œˆ.'; F ı z/.z/�

�

:

Hence, immediately from Corollary 3.2 of Chap. 2 applied to a †F-measurable
multifunction, it follows that

sup

��

p;

Z

�

Z t

s
l.zs/˛�d�dP

�

W ˛ 2 SF Œˆ.'; F ı z/.z/�

�

D
Z

�

Z t

s
sup fhp; xi W x 2 l.zs/ˆ.'; F.�; z� //.z� /d�dP g DE

Z t

s
�.p; l.zs/ˆ.'; F.�; z� //.z� //d�

for every p 2 R. Hence the first required equality follows. In a similar way, we can
verify that the second equality is also satisfied. ut
Lemma 4.2. Assume that  W Œ0; T � � Rr ! R is measurable and uniformly
integrably bounded such that .t; �/ is continuous for fixed t 2 Œ0; T �. For every
r-dimensional continuous processes x D .xt /0�t�T and Qx D . Qxt /0�t�T defined
on probability spaces .�;F ; P / and . Q�; QF ; QP/; respectively, such that Px�1 D
P Qx�1, one has

E

Z T

0

.t; xt /dt D QE
Z T

0

.t; Qxt /dt;

where E and QE denote the mean value operators with respect to the probability
measures P and QP ; respectively.

Proof. Let I W Cr ! R be defined by I.z/ D R T
0
.t; z.t//dt for z 2 Cr . It is clear

that I is continuous on Cr . Hence, by the properties of the processes x and Qx; it
follows EŒI.x/� D QEŒI. Qx/�. Then E

R T
0
.t; xt /dt D QE R T

0
.t; Qxt /dt . ut

Lemma 4.3. Assume that F W Œ0; T � � Rr ! C l.Rr / and G W Œ0; T � � Rr !
C l.Rr�m/ are measurable and uniformly square integrably bounded such that
F.t; �/ and G.t; �/ are continuous for fixed t 2 Œ0; T �. Let F and D.G/ be convex-
valued, and let x D .xt /0�t�T and Qx D . Qxt /0�t�T be r-dimensional continuous F-
and QF-nonanticipative processes on filtered probability spaces .�;F ;F; P / and
. Q�; QF ; QF; QP/; respectively, such that Px�1 D P Qx�1. For every l 2 C1, ' 2 Cr ,
 2 Cr�r , and 0 � s < t � T , one has

E

Z t

s

l.xs/ˆ.'; F.�; x� //.x� /d� D QE
Z t

s

l. Qxs/ˆ.'; F.�; Qx�//. Qx�/d�
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and

E

Z t

s

l.xs/‰. ;D.G.�; x� ///.x� /d� D QE
Z t

s

l. Qxs/‰. ;D.G.�; Qx� ///. Qx� /d�:

Proof. Let p.t; u/ D �.p; l.u/ˆ.'; F.t; u/.u// for t 2 Œ0; T �, p 2 R, and u 2 Rr .
By the definition of ˆ.'; F.t; u/.u//; the properties of F , Remark 2.3 of Chap. 2,
and Remark 2.4 of Chap. 2, it follows that the function p satisfies the assumptions
of Lemma 4.2 for every p 2 R. ThenE

R t
s
p.t; xt /dt D QE R t

s
p.t; Qxt /dt for every

p 2 R. By virtue of Remark 4.3, for every p 2 R, one has

�

�

p;E

Z t

s

l.xs/ˆ.'; F.�; x� //.x� /d�

�

D E

Z t

s

p.�; x� /d�

and

�

�

p; QE
Z t

s

l. Qxs/ˆ.'; F.�; Qx�//. Qx� /d�
�

D QE
Z t

s

p.�; Qx�/d�:

Then

�

�

p;E

Z t

s

l.xs/ˆ.'; F.�; x� //.x� /d�

�

D�
�

p; QE
Z t

s

l.Qxs/ˆ.'; F.�; Qx� //.Qx� /d�
�

for every p 2 R; which by virtue of Remark 4.2, implies the first equality. In a
similar way, we can verify that the second equality is satisfied. ut

Let F W Œ0; T � � Rr ! C l.Rr / and G W Œ0; T � � Rr ! C l.Rr�m/ be
measurable and uniformly square integrably bounded and let x D .xt /t2Œ0;T � be
an r-dimensional F-nonanticipative continuous stochastic process on a filtered
probability space PF. Similarly as above, by SF.F ı x/ and SF.G ı x/, we denote
the sets of all F-nonanticipative selectors of the set-valued stochastic processes
.F.t; xt //0�t�T and .G.t; xt //0�t�T , respectively. It is clear that for F and G as
given above, one has SF.F ı x/ � L2.Œ0; T � � �;†F;R

r / and SF.G ı x/ �
L2.Œ0; T � ��;†F;R

r�m/.
For every .f; g/ 2 SF.F ı x/ � SF.G ı x/, let us define the semielliptic partial

differential operator Lxfg by setting

Lxfg.';  /t D
nX

iD1
'i .xt /f

i
t C 1

2

nX

iD1

nX

jD1
 ij .xt /�

ij
t

for t 2 Œ0; T �, ' D .'i /1�r 2 Cr ,  D . ij /r�r 2 Cr�r ; where � D g � g�.
For every h 2 C2

b .R
r / and t 2 Œ0; T �, by .Lxfgh/t we shall denote the random

variable Lxfg.'.h/;  .h//t , where '.h/ and  .h/ are as above. We shall show that
if the assumptions of Lemma 4.3 are satisfied, then for every f 2 SF.F ı x/ and
g 2 SF.G ı x/, there exist Qf 2 S QF.coF ı Qx/ and Qg 2 S QF.G ı Qx/ such that

E

Z t

s

l.xs/L
x
fg.';  /�d� D QE

Z t

s

l. Qxs/L Qx
Qf Qg.';  /�d�
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for every 0 � s < t � T , l 2 C1, ' 2 Cr , and  2 Cr�r . To get such a result, we
begin with the following lemmas.

Lemma 4.4. Assume that F W Œ0; T � � Rr ! C l.Rr / and G W Œ0; T � � Rd !
C l.Rr�m/ are measurable and uniformly square integrably bounded such that
F.t; � / and G.t; � / are continuous for fixed t 2 Œ0; T �. Let G be diagonally
convex and x D .xt /0�t�T a continuous r-dimensional F-adapted process on PF.
Assume that Qx D . Qxt /0�t�T is a continuous r-dimensional QF-adapted process on
QP QF D . Q�; QF ; QF; QP / with QF D . QFt /0�t�T such that Px�1 D P Qx�1. Then for every
f 2 SF.coF ı x/; g 2 SF.G ı x/, l 2 C1, ' 2 Cr , and  2 Cr�r , there are QF-
nonanticipative processes . Q̨ t .l; '//0�t�T and . Q̌

t .l;  //0�t�T on QP QF such that

(i)
Q̨ t .l; '/ 2 ˆ.'; coF.t; Qxt //. Qxt /; a:e: on Œ0; T � ��;

(ii)
Q̌
t .l;  / 2 ‰. ;D.G.t; Qxt ///. Qxt / a:e: on Œ0; T � ��

and
(iii)

E

Z t

s

l.xs/L
x
fg.';  /�d� D QE

Z t

s

l. Qxs/Œ Q̨� .l; '/C 1

2
Q̌
� .l;  /�d�

for every 0 � s < t � T .

Proof. Let f 2 SF.coF ı x/; g 2 SF.G ı x/, l 2 C1, ' 2 Cr , and  2 Cr�r be
given and let .˛t /0��T and .ˇt /0��T be defined by

˛t D
rX

iD1
'i .xt /f

i
t and ˇt D

rX

iD1

rX

jD1
 ij .xt /�

ij
t for t 2 Œ0; T �:

We have ˛t 2 ˆ.'; coF.t; xt //.xt / and ˇt 2 ‰. ;D.G.t; xt ///.xt / a.e. on Œ0; T ��
�; which by virtue of Lemma 4.3, implies that

E

Z t

s

l.xs/˛�d�/ 2 QE
Z t

s

l. Qxs/ˆ.'; co F.�; Qx�//. Qx�//d�

and

E

Z t

s

l.xs/ˇ�d� 2 QE
Z t

s

l. Qxs/‰. ;D.G.�; Qx� ///. Qx� //d�

for every 0 � s � t � T . Let L > 0 be such that jl.x/j � L for every x 2 Rr .
By the definition of ˆ and the properties of ' and F , it follows that there exists
m 2 L2.Œ0; T �FT ;RC/ such that kˆ.'; coF.t; x//.x/k � m.t/ for every x 2 Rr

and a.e. 0 � t � T .
Let " > 0 and select ı > 0 such that sup0�t�T

R tCı
t

m.�/d� � "=4L. Put
�0 D 0 and �k D kı for k D 1; : : : ; N; where N is such that .N � 1/ı < T � Nı.
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From the above inclusions and the definition of the set-valued integral QE R t
s
l. Qxs/

ˆ.'; coF.�; Qx�// . Qx� //d� , it follows that for every k D 1; : : : ; N , there exists
. Q̨ kt /0�t�T 2 S QF.ˆ.'; coF .�; Qx/. Qx// such thatEŒ

R �k
�k�1

l.x� /˛�d�� D QEŒR �k
�k�1

l. Qx� /
Q̨ k� d��. Define Q̨ " D 1f0g Q̨ 10 C 1.�;�1� Q̨ 1 C : : : C 1.�N�1;T � Q̨N : We get Q̨ " 2
S QF.ˆ.'; coF.�; Qx//. Qx//, because S QF.ˆ.'; coF.�; Qx//. Qx// is decomposable. Let
x" D 1Œ0;�1�x0 C 1.�1;�2�x�1 C : : :C1.�N�1;T �x�N�1 and Qx" D 1Œ0;�1� Qx0 C 1.�1;�2� Qx�1 C
: : : C 1.�N�1;T � Qx�N�1 . By the continuity of the mapping l and processes x and Qx,
we have sup0�t�T Ejl.xt / � l.x"t /j ! 0 and sup0�t�T QEjl. Qxt / � l. Qx"t /j ! 0 as
" ! 0. Thus for every � > 0, there exists "� > 0 such that for every " < "�, one
has sup0�t�T Ejl.xt / � l.x"t /j � �=2M and sup0�t�T QEjl. Qxt/ � l. Qx"t /j � �=2M;

where M D R T
0
m.t/dt . We shall show that E

R t
s
l.xs/˛�d� D QE R t

s
l. Qxs/ Q̨�d� for

0 � s < t � T .
For every fixed 0 � s � t � T , there are positive integers 1 � r < l � N such

that s 2 .�r�1; �r � and t 2 .�l ; �l�1� or s; t 2 .�r�1; �r � or s; t 2 .�l�1; �l �. In the last
two cases, we have

ˇ
ˇ
ˇ
ˇE
Z t

s

l.xs/˛�d� � QE
Z t

s

l. Qxs/ Q̨ "�
ˇ
ˇ
ˇ
ˇ � 2L

Z t

s

m�d� � "=2 < ":

If s 2 .�r�1; �r � and t 2 .�l�1; �l �, we obtain

ˇ
ˇ
ˇ
ˇE

Z t

s

l.xs/˛�d� � QE
Z t

s

l.Qxs/ Q̨"�d�

ˇ
ˇ
ˇ
ˇ �

ˇ
ˇ
ˇ
ˇE

Z t

s

l.xs/˛�d� � E

Z t

s

l.x"s /˛�d�

ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇE

Z t

s

l.x"s /˛� d� � QE
Z t

s

l.Qx"s / Q̨"�d�

ˇ
ˇ
ˇ
ˇC

ˇ
ˇ
ˇ
ˇ QE
Z t

s

l.Qx"s / Q̨"�d� � QE
Z t

s

l.Qxs/ Q̨"�d�

ˇ
ˇ
ˇ
ˇ

� M sup
0�t�T

Ejl.xt /� l.x"t /j CM sup
0�t�T

QEjl.Qxt /� l.Qx"t /j

C
ˇ
ˇ
ˇ
ˇE

Z t

s

l.x"s /˛�d� � QE
Z t

s

l.Qx"s / Q̨"�d�

ˇ
ˇ
ˇ
ˇ � �C

ˇ
ˇ
ˇ
ˇE

Z t

s

l.x"s /˛�d� � QE
Z t

s

l.Qx"s / Q̨"�d�

ˇ
ˇ
ˇ
ˇ :

But
ˇ
ˇ
ˇ
ˇE
Z t

s
l.x"s /˛�d� � QE

Z t

s
l. Qx"s / Q̨ "�d�

ˇ
ˇ
ˇ
ˇ �

ˇ
ˇ
ˇ
ˇE
Z �r

s
l.x"s /˛�d�

� QE
Z �r

s
l. Qx"s / Q̨ "�d�

ˇ
ˇ
ˇ
ˇC

l�1X

iDrC1

ˇ
ˇ
ˇ
ˇE
Z �i

�i�1

l.x�i�1 /˛�d� � QE
Z �i

�i�1

l. Qx�i�1 / Q̨ i�d�

ˇ
ˇ
ˇ
ˇ

C
ˇ
ˇ
ˇ
ˇE
Z t

�l�1

l.x� /˛�d� � QE
Z t

�l�1

l. Qx�/ Q̨ l�d�

ˇ
ˇ
ˇ
ˇ � 2L

Z �r

s
m.t/dt C 2L

Z t

�l�1

m.t/dt � ":

Therefore, for every fixed s 2 .�r�1; �r �, t 2 .�l�1; �l �, and " 2 .0; "�/, one gets
jE R t

s
l.xs/˛�d� � QE R t

s
l. Qxs/ Q̨ "�d� j � � C ". By the sequential weak compactness
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of S QF.ˆ.'; coF.�; Qx//. Qx// � L2.Œ0; T � � Q�;† QF;Rr /, for every sequence ."n/1nD1
of positive numbers with "n ! 0, we can select a subsequence, say ."k/1kD1; such
that . Q̨ "k /1kD1 converges weakly to an Q̨ 2 S QF.ˆ.'; coF.�; Qx///. Qx// as k ! 1.
Therefore, jE R t

s
l.xs/˛�d� � QE R t

s
l. Qxs/ Q̨�d� j � � for every � > 0, which implies

that E
R t
s l.xs/˛�d� D QE R ts l. Qxs/ Q̨�d� for 0 � s < t � T . Taking Q̨ .l; '/ D Q̨ , we

obtain condition (i). In a similar way, we can establish the existence of Q̌.l;  / D
Q̌ 2 S QF.‰. ;D.G.�; Qx///. Qx/ such thatE

R t
s l.xs/ˇ�d� D QE R ts l. Qxs/ Q̌

�d� for every
0 � s < t � T . Thus (ii) is satisfied. By the definition of Lxfg.';  / and conditions
(i) and (ii), it follows that (iii) is also satisfied. ut
Lemma 4.5. Suppose the assumptions of Lemma 4.4 are satisfied and let �k D
infft 2 Œ0; T � W xt … Kkg ^ T and Q�k D infft 2 Œ0; T � W Qx … Kkg ^ T; where
Kk D fz 2 Rd W jzj � kg for k D 1; 2; : : :. For every f 2 SF.co F ı x/,
g 2 SF..G ı x/, l 2 C1, ' 2 Cr ,  2 Cr�r , and k D 1; 2; : : :, there are QF-
nonanticipative processes . Q̨ kt .l; '/0�t�T and . Q̌k

t .l;  /0�t�T such that for every
k � 1, one has

(i) Q̨ kt .l; '/ 2 ˆ.'; coF.t; Qxt^Q�k //. Qxt^Q�k //, a.e. on Œ0; T � ��;
(ii) Q̌k

t .l;  / 2 ‰. ;D.G.t; Qxt^Q�k ///. Qxt^Q�k //, a.e. on Œ0; T � ��;

(iii) E
R t^�k
s^�k l.xs^�k /L

x
fg.';  /d� D QE R t^Q�k

s^Q�k l. Qxs^Q�k /Œ Q̨ k� .l; '/C 1
2

Q̌k
� .l;  /�d� for

every 0 � s < t � T ;
(iv) Q̨ kt .l; '/ and Q̌k

t .l;  / are continuous with respect to .l; '/ and .l;  / on Ck1 �
Ckr and Ck1 � Ckr�r ; respectively, a.s. for fixed t 2 Œ0; T �.

Proof. Let us observe that Ck1 ; Ckr and Ckr�r are separable metric spaces for k D
1; 2; : : :. Denote countable dense subsets each by Dk

1 ;Dk
r and Dk

r�r ; respectively,
and assume that Dk

1 D fl1; l2; : : :g, Dk
r D f'1; '2; : : :g and Dk

r�r D f 1; 2; : : :g.
Similarly as in Lemma 4.4, we can show that for every fixed k D 1; 2; : : : and
i D 1; 2; : : :, there are QF-nonanticipative processes . Q̨ it /0�t�T and . Q̌i

t /0�t�T such
that

(i0) Q̨ it 2 ˆ.'i ; coF.t; Qxt^Q�k //. Qxt^Q�k /; a.e. on Œ0; T � ��;
(ii0) Q̌i

t 2 ‰. i ;D.G.t; Qxt^Q�k ///. Qxt^Q�k / a.e. on Œ0; T � ��;

(iii0) E
R s^�k
s^�k li .xs^�k /L

x
fg.'i ;  i /�d� D QE R s^Q�k

s^Q�k li . Qxs^Q�k /Œ Q̨ i� C 1
2

Q̌i
� �d� ;

for k � 1 and every 0 � s < t � T . Define on Dk
1 � Dk

r and Dk
1 � Dk

r�r
multifunctionsˆit .l; '/ and ‰i

t .l;  / by setting

ˆit .l; '/ D
(
ˆ.'; coF.t; Qxt^Q�k //. Qxt^Q�k / for .l; '/ ¤ .li ; 'i /;

f Q̨ it g for .l; '/ D .li ; 'i /;
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and

‰i
t .l;  / D

(
‰. ;D.G.t; Qxt^Q�k ///. Qxt^Q�k / for .l;  / ¤ .li ;  i /;

f Q̌i
t g for .l; '/ D .li ; 'i /;

for i D 1; 2; : : :. It is easy to see that ˆit .l; '/ and ‰i
t .l;  / are closed and convex-

valued. Furthermore, similarly as in Remark 2.1 of Chap. 2, it can be verified that
the set-valued mappingsˆit W Ck1�Ckr 3 .l; '/ ! ˆit .l; '/ � R and‰i

t W Ck1�Ckr�r 3
.l;  / ! ‰i

t .l;  / � R are l.s.c., QP -a.s. for every fixed t 2 Œ0; T �. It is clear that
stochastic processes .ˆit .l; '//0�t�T and .‰i

t .l;  //0�t�T are QF-nonanticipative for
every fixed l , ' and  . Therefore, by Theorem 2.7 of Chap. 2, there are mappings
�i W Œ0; T � � Q� � Ck1 � Ckr 3 .t; Q!; l; '/ ! �it .l; '/. Q!/ 2 R and i W Œ0; T � �
Q� � Ck1 � Ckr�r 3 .t; Q!; l;  / ! it .l;  /. Q!/ 2 R, ėIF-measurable on Œ0; T � � Q�
and continuous with respect to .l; '/ and .l;  /, respectively, such that �it .l; '/ 2
ˆit .l; '/ and it .l;  / 2 ‰i

t .l;  / a.e. on Œ0; T � � Q� for .l; '/ 2 Ck1 � Ckr and
.l;  / 2 Ck1 � Ckr�r , respectively.

Let .U k
i /

1
iD1 and .V k

i /
1
iD1 be countable open coverings for Ck1 �Ckr and Ck1 �Ckr�r ;

respectively, such that .li ; 'i / 2 Ui and .li ;  i / 2 V k
i for i D 1; 2; : : :. Select

continuous locally finite partitions of unity .pki /
1
iD1 and .qki /

1
iD1 subordinate to

.U k
i /

1
iD1 and .V k

i /
1
iD1; respectively, and define Q̨kt .l; '/ and Q̌k

t .l; '/ by setting

Q̨ kt .l; '/. Q!/ D
1X

iD1
pki .l; '/ � �i .t; Q!; l; '/

and

Q̌k
t .l;  /. Q!/ D

1X

iD1
qki .l;  / � i .t; Q!; l;  /

for l 2 Ck1 , ' 2 Ckr ,  2 Ckr�r and .t; Q!/ 2 Œ0; T � � Q�. It is clear that

Q̨ kt .l; '/ 2 ˆ.'; coF.t; Qxt^Q�k //. Qxt^Q�k / on Œ0; T � � Q�

and
Q̌k
t .l;  / 2 ‰. ;D.G.t; Qxt^Q�k ///. Qxt^Q�k / on Œ0; T � � Q�

for t 2 Œ0; T �; because .pki /
1
iD1 and .qki /

1
iD1 are locally finite, and the multifunctions

ˆ.'; coF.t; z//.z/ and ‰. ;D.G.t; z///.z/ are convex-valued. Immediately from
the above definitions, it follows that Q̨ kt .�; �/. Q!/ and Q̌k

t .�; �/. Q!/ are continuous on
Ck1 � Ckr and Ck1 � Ckr�r , respectively, for a.e. fixed Q! 2 Q� and for fixed t 2 Œ0; T �.
Thus (iv) has been proved.

Finally, by the properties of the above-defined functions Q̨ k� .l; '/ and Q̌k
� .l;  /,

one gets
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Hk
st .l; ';  / D E

Z t^�k

s^�k
l.xs^�k /Lxfg.';  /�d�� QE

Z t^Q�k

s^�k
l. Qxt^Q�k /Œ Q̨ k� .l; '/

C1

2
Q̌k
� .l;  /�d�D

1X

iD1

1X

jD1
pi .l; '/qj .l;  /



E

Z t^�k

s^�k
l.xs^�k /Lxfg.';  /�d�

� QE
Z t^Q�k

s^Q�k
l. Qxt^Q�k /Œ�

i .�; �; l; '/C 1

2
j .�; �; l;  /�d�

#

for k � 1, 0 � s � t � T , l 2 Ckr , ' 2 Ckr , and  2 Ckr�r . Hence, by the properties
of �i and i and .iii/0, it follows that for every k � 1, one has Hk

st .li ; 'i ;  i / D 0

for every i D 1; 2; : : : and 0 � s < t � T . But Hk
st is continuous on Ck1 � Ckr � Ckr�r

and is equal to zero on Dk
1 �Dk

r �Dk
r�r for every k � 1. Hence by the density of the

set Dk
1 �Dk

r �Dk
r�r in Ck1 � Ckr � Ckr�r , we obtain Hk

st .l; ';  / D 0 for every k � 1;

l 2 Ck1 , ' 2 Ckr , and  2 Ckr�r and every 0 � s � t � T . Thus (iii) is satisfied. �

Lemma 4.6. Assume that the assumptions and notation of Lemma 4.4 are satisfied.
For every f 2 SF.coF ı x/, g 2 SF.G ı x/, and k D 1; 2; : : :, there are Qf k 2
SeIF.coF ı .ex ıe�k// and Qgk 2 SeIF.G ı .ex ıe�k// such that for k D 1; 2; : : :, we have

E

Z t^�k

s^�k
l.xs^�k /Lxfg.';  /�d� D QE

Z t^Q�k

s^Q�k
l. Qxs^Q�k /L

Qx
Qf k Qgk .';  /�d� (4.1)

for every 0 � s < t � T , l 2 Ck1 , ' 2 Ckr , and  2 Ckr�r , where .ex ıe�k/t Dext ê�k .

Proof. Let . Q̨ kt .l; '//0�t�T and . Q̌k
t .l;  //0�t�T be, for every k � 1; as in

Lemma 4.5, and let us define multifunctions Kk and Qk by setting

Kk
t . Q!/ DcoF.t;ext ê�k /

\ fu 2 Rr W sup
.l;'/2Ck1�Ckr

dist. Q̨ kt .l; '/. Q!/;ˆ.'; u/. Qxt^Q�k . Q!/// D 0g

and

Qk
t . Q!/ DD.G.t;ext ê�k //

\ fv 2 Rr�r W sup
.l; /2Ck1�Ckr�r

dist. Q̌k
t .l;  /. Q!/;‰. ; v/. Qxt^Q�k . Q!///D0g

for t 2 Œ0; T � and e! 2 e̋ . It is clear that Kk
t .e!/ 2 Cl.IRr / and Qk

t .e!/ 2 Cl.IRr�r /
for 0 � t � T and e! 2 e̋ . By the separability of the metric spaces Ck1 � Ckr and
Ck1 � Ckr�r , we have
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Kk
t . Q!/ D coF.t;ex

t ê�k /\ fu 2 Rr W sup
.l;'/2Dk

1�Dk
r

dist. Q̨kt .l; '/. Q!/;ˆ.'; u/.Qxt^Q�k . Q!/// D 0g

and

Qk
t . Q!/ D D.G.t;ex

t ê�k //\ fv 2 Rr�r W sup
.l; /2Dk

1�Dk
r�r

dist. Q̌k
t .l;  /. Q!/;‰. ; v/.Qxt^Q�k . Q!/// D 0g

for .t; Q!/ 2 Œ0; T � � Q�. By continuity of the functions dist. Q̨ kt .�; �/. Q!/;ˆ.�; u/,
. Qxt^Q�k . Q!///, and dist. Q̌k

t .�; �/. Q!/;‰.�; v/. Qxt^Q�k . Q!///, for fixed .t; Q!/ 2 Œ0; T � � Q�,
u 2 Rr , and v 2 Rr�r , it follows that the mappings

Œ0; T � � Q� 3 .t; Q!/ ! dist. Q̨ kt .l; '/. Q!/;ˆ.'; u/. Qxt^Q�k . Q!/// 2 R

and
Œ0; T � � Q� 3 .t; Q!/ ! dist. Q̌k

t .l;  /. Q!/;‰. ; v/. Qxt^Q�k . Q!/// 2 R

are † QF-measurable, i.e., QF-nonanticipative for fixed l 2 Dk
1 , ' 2 Dk

r ,  2 Dk
r�r ,

u 2 Rr , and v 2 Rr�r . Then, by the countability of Dk
1 � Dk

r and Dk
1 � Dk

r�r ; the
functions

Œ0; T � � Q� 3 .t; Q!/ ! sup
.l;'/2Dk

1�Dk
r

dist. Q̨ kt .l; '/. Q!/;ˆ.'; u/. Qxt^Q�k . Q!/// 2 R

and

Œ0; T � � Q� 3 .t; Q!/ ! sup
.l; /2Dk

1�Dk
r�r

dist. Q̌k
t .l;  /. Q!/;‰. ; v/. Qxt^Q�k . Q!/// 2 R

are also † QF-measurable for fixed u 2 Rd and v 2 Rn�n. Hence it follows that
processes .Kk

t /0�t�T and .Qk
t /0�t�T are QF-nonanticipative. Therefore, by virtue

of the Kuratowski and Ryll –Nardzewski measurable selection theorem, for every
k � 1, there are QF-nonanticipative selectors Qf k D . Qf k

t /0�t�T and Q�k D . Q�kt /0�t�T
of .Kk

t /0�t�T and .Qk
t /0�t�T ; respectively. By the definitions of Kk

t . Q!/ andQk
t . Q!/,

it follows that Qf k 2 SeIF.coF ı .ex ıe�k// and Q�k 2 SeIF.D.G ı .ex ıe�k/// are such
that

sup
.l;'/2Ck1�Ckr

dist. Q̨ kt .l; '/. Q!/;ˆ.'; Qf k
t . Q!//. Qxt^Q�k . Q!/// D 0

and
sup

.l; /2Ck1�Ckr�r
dist. Q̌k

t .l;  /. Q!/;‰. ; Q�kt . Q!//. Qxt^Q�k . Q!/// D 0

a.e. on Œ0; T �� Q�. By virtue of Lemma 4.1, for every k � 1, there exists Qgk 2 SeIF.Gı
.ex ıe�k// such that Q�k D Qgk � . Qgk/�. Hence, by the properties of . Q̨ kt .l; '//0�t�T and
. Q̌k
t .l;  //0�t�T and the definition of Lxfg.';  /t ; it follows that (4.1) is satisfied.

ut
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Theorem 4.1. Let F W Œ0; T � � Rr ! C l.Rr / and G W Œ0; T � � Rr ! C l.Rr�m/
be measurable and uniformly square integrably bounded, and let G be diagonally
convex. Assume that F.t; � / and G.t; � / are continuous for fixed t 2 Œ0; T �

and let .xt /0�t�T and Qx D . Qxt /0�t�T be continuous r-dimensional F- and QF-
adapted processes on filtered probability spaces .�;F ;F; P / and . Q�; QF ; QF; QP/;
respectively, such that Px�1 D P Qx�1. For every f 2 SF.coF ı x/ and g 2
SF.G ı x/, there are ef 2 SeIF.coF ıex/ andeg 2 SeIF.G ıex/ such that

E

Z t

s

l.xs/L
x
fg.';  /�d� D QE

Z t

s

l. Qxs/L Qx
Qf Qg.';  /�d� (4.2)

for every 0 � s < t � T , l 2 C1, ' 2 Cr ; and  2 Cr�r .

Proof. Let .�k/1kD1 and . Q�k/1kD1 be as in Lemma 4.5. We have 0 < �1 < �2; : : : � T ,
0 < Q�1 < Q�2; : : : � T , limk!1 �k D T , and limk!1 Q�k D T with .P:1/ and
. QP :1/; respectively. Denote by lk, 'k and  k the restrictions of l 2 C1, ' 2 Cr ; and
 2 Cr�r to the set Kk D fx 2 Rr W jxj � kg for k D 1; 2; : : : ; respectively. For
every k � 1, we have lk.xs^�k / D l.xs^�k /, lk. Qxs^Q�k / D l. Qxs^Q�k /;

Z t^�k

s^�k
Lxfg.'k;  k/�d� D

Z t^�k

s^�k
Lxfg.';  /�d�;

and Z t^Q�k

s^Q�k
L Qx

Qf k Qgk .'k;  k/�d� D
Z t^Q�k

s^Q�k
L Qx

Qf k Qgk .';  /�d�

with .P:1/ and . QP :1/; respectively, where SeIF.coF ı .ex ıe�k// and SeIF.G ı .ex ıe�k//
are such that the conditions of Lemma 4.6 are satisfied for k D 1; 2; : : :. Put

Qf D 1f0g
Qf 1
0 C1.0;Q�1�

Qf 1C1.Q�1;Q�2�
Qf 2C� � � and Qg D 1f0g Qg10C1.0;Q�1� Qg1C1.Q�1;Q�2� Qg2C� � � :

Let us observe that for every k � 1 and t 2 .e�k�1;e�k� , one has ef t D ef k
t 2

coF.t;ext ê�k / and egt D egkt 2 G.t;ext ê�k /. Then ef 2 SeIF.coF ı ex/ and eg 2
SeIF.G ıex/. Furthermore, for every k � 1, one has

E

Z t^�k

s^�k
l.xs^�k /Lxfg.';  /�d� D QE

Z t^Q�k

s^Q�k
l. Qxs^Q�k /L

Qx
Qf Qg.';  /�d�

for 0 � s < t � T , l 2 C1, ' 2 Cr ; and  2 Cr�r . Passing to the limit k ! 1; we
obtain

E

Z t

s

l.xs/L
x
fg.';  /�d� D QE

Z t

s

l. Qxs/L Qx
Qf Qg.';  /�d�

for 0 � s < t � T , l 2 C1, ' 2 Cr ; and  2 Cr�r . �
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Theorem 4.2. Assume that the assumptions of Theorem 4.1 are satisfied. For every
f 2 SF.coF ıx/ and g 2 SF.Gıx/, there areef 2 SeIF.coF ıex/ andeg 2 SeIF.Gıex/
such that

E

Z t

s

l.xs/.L
x
fgh/�d� D QE

Z t

s

l. Qxs/.L Qx
Qf Qgh/�d� (4.3)

for every 0 � s < t � T , l 2 C1, and h 2 C2
b .R

r /.

Proof. The proof follows immediately from Theorem 4.1. Indeed, for every f 2
SF.coF ı x/ and g 2 .G ı x/, there are ef 2 SeIF.coF ıex/ andeg 2 SeIF.G ıex/ such
that (4.1) is satisfied for every 0 � s < t � T , l 2 C1, ' 2 Cr ; and  2 Cr�r . In
particular, (4.1) is also satisfied for 0 � s < t � T , '.h/ 2 Cr , and  .h/ 2 Cr�r for
every l 2 C1 and h 2 C2

b .R
r /. But for every h 2 C2

b .R
r /, we have

Lxfg.'.h/;  .h//t D .Lxfgh/t and L Qx
Qf Qg.'.h/;  .h//t D .L Qx

Qf Qgh/t

for t 2 Œ0; T �. Thus (4.2) is satisfied for every h 2 C2
b .R

r /. ut

5 Notes and Remarks

The results dealing with stochastic integrals are based on Kisielewicz [55] and [62].
In particular, the first definitions and properties of set-valued stochastic integrals,
called in this book set-valued functional stochastic integrals, were introduced by
Hiai [38] and Kisielewicz [51]. Later, they were extended in [55] to a more
general case by considering set-valued stochastic functional integrals with respect
to Poisson measures. Some further generalizations of the results contained in [51]
and [55] are given by Michta [76, 77] and Motyl [81, 84]. The first results dealing
with set-valued stochastic integrals, defined as certain set-valued random variables,
are due to Bocşan [22]. Unfortunately, such set-valued stochastic integrals are not
applicable to stochastic inclusions. The set-valued stochastic integrals introduced
by Hiai [38] and Kisielewicz [51, 55] are understood as certain subsets of square
integrable random variables. This is a natural approach, because the original Itô
integral is defined as a square integrable random variable. But the multivalued
analytic methods require that one define set-valued stochastic integrals to be certain
set-valued random variables. Therefore, the question of the existence of set-valued
random variables having subtrajectory integrals equal to given set-valued stochastic
integrals has been considered by many authors. Unfortunately, there is no simple
solution of this problem, because the set-valued stochastic functional integrals
defined in [38] and [51] are not decomposable subsets of the space L2.�;F ;Rn/.
The first results dealing with this problem were given by Kim and Kim [48]. The
paper [48] is written by two authors: B.K. Kim and J.H. Kim. Unfortunately, the
definition given in [48] is not correct, because the authors assumed that the set-
valued integrals defined in [51] are decomposable subsets of L2.�;F ;Rn/. Later,
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Jung and Kim [46] corrected their definition of set-valued stochastic integrals by
considering in the above procedure a set-valued random variable defined by the
closed decomposable hull of the set-valued stochastic integrals defined in [51].
Unfortunately, the proofs of the properties such set-valued integrals presented in
[46] are not quite correct. Some remarks on the proofs presented in [46] are given
in the author’s paper [62], where proofs of some of the properties of set-valued
integrals defined in [46] are also given. Probably, a correct theory of set-valued
stochastic integrals needs a new idea. Perhaps it has to begin with the definition
of set-valued stochastic integrals for some simple set-valued stochastic processes
and then extend the results obtained to a more general case. The definition of
set-valued stochastic integrals presented in Sect. 2 is taken from Jung and Kim
in [46]. Extensions of the above definition of set-valued stochastic integrals to
the case of multiprocesses with values in Banach spaces are given in Zhang and
in Li et al. [98]. The main problem with applications of such integrals in the
theory of stochastic differential inclusions is a lack of conditions for their square
integrable boundedness. Results of this chapter come from the author’s papers
[55, 56] and [59]. In particular, the selection theorems contained in Sect. 1 and
Sect. 3 were proved in [55] and [59], respectively. The results contained in Sect. 4
come from [56].



Chapter 4
Stochastic Differential Inclusions

This chapter is devoted to the theory of stochastic differential inclusions. The main
results deal with stochastic functional inclusions defined by set-valued functional
stochastic integrals. Subsequent sections discuss properties of stochastic and back-
ward stochastic differential inclusions.

1 Stochastic Functional Inclusions

Throughout this section, by PF D .�;F ;F; P / we shall denote a complete filtered
probability space and assume thatF W Œ0; T ��Rd ! Cl.Rd / andG W Œ0; T ��Rd !
Cl.Rd�m/ satisfy the following conditions .H/:

(i) F and G are measurable,
(ii) F and G are uniformly square integrably bounded.

For set-valued mappings F and G as given above, by stochastic functional
inclusions SFI.F;G/, SFI.F ;G/, and SFI.F;G/ we mean relations of the form

xt � xs 2 Jst ŒSF.F ı x/�C Jst ŒSF.G ı x/�;

xt � xs 2 clLfJst ŒSF.F ı x/�g C Jst ŒSF.G ı x/�g;
and

xt � xs 2 clLfJst ŒSF.F ı x/�C Jst ŒSF.G ı x/�g;
respectively, which have to be satisfied for every 0 � s � t � T by a system
.PF; X;B/ consisting of a complete filtered probability space PF with a filtration
F D .Ft /0�t�T satisfying the usual conditions, an d -dimensional F-adapted
continuous stochastic process X D .Xt/0�t�T , and an m-dimensional F-Brownian
motion B D .Bt /0�t�T defined on PF. Such systems .PF; X;B/ are said to
be weak solutions of SFI.F;G/, SFI.F ;G/, and SFI.F;G/, respectively. If

M. Kisielewicz, Stochastic Differential Inclusions and Applications,
Springer Optimization and Its Applications 80, DOI 10.1007/978-1-4614-6756-4 4,
© Springer Science+Business Media New York 2013
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	 is a given probability measure on ˇ.Rd /, then a system .PF; X;B/ is said to
be a weak solution of the initial value problems SFI.F;G;	/, SFI.F ;G;	/,
or SFI.F;G;	/, respectively, if it satisfies condition (1)–(1), respectively, and
PX�1

0 D 	. The set of all weak solutions of SFI.F;G;	/, SFI.F ;G;	/,
and SFI.F;G;	/ (equivalence classes Œ.PF; X;B/� consisting of all systems
.P 0

F; X
0; B; / satisfying (1)–(1), respectively and such that PX�1

0 D P.X 0
0/

�1 D 	

and PX�1 D P.X 0/�1) are denoted by X	.F;G/, X	.F ;G/, and X	.F;G/,,
respectively. By X 0

	.F;G/ we denote the set of all Œ.PF; X;B/� 2 X	.F;G/ with a
separable filtered probability space PF.

Remark 1.1. We can also consider initial value problems for SFI.F;G/, SFI
.F ;G/, and SFI.F;G/ with an initial condition xs D x a.s. for a fixed 0 � s � T

and x 2 Rd . The sets of all weak solutions for such initial value problems are
denoted by Xs;x.F;G/, Xs;x.F ;G/, and X s;x.F;G/, respectively. �

Remark 1.2. The following inclusions follow immediately from Lemma 1.6 of
Chap. 3: X	.F;G/ � X	.F ;G/ � X	.F;G/ � X	.coF; coG/ for all measurable
set-valued functions F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/
and probability measure 	 on ˇ.Rd /. �

Remark 1.3. In what follows, we shall identify weak solutions (equivalence classes
Œ.PF; X;B/�) of SFI.F;G/, SFI.F ;G/, and SFI.F;G/, respectively, with pairs
.X;B/ of stochastic processes X and B defined on PF or with a process X . �

If apart from the set-valued mappings F and G, we are also given a
filtered probability space PF and an m-dimensional F-Brownian motion on PF,
then a continuous F-adapted process X such that .PF; X;B/ satisfies (1)–(1), re-
spectively, is called a strong solution for SFI.F;G/, SFI.F ;G/, and SFI.F;G/,
respectively. For a given F0-measurable random variable � W � ! Rd , the sets of
all strong solutions of the above stochastic functional inclusions corresponding
to a filtered probability space PF and an m-dimensional F-Brownian motion B
satisfying an initial condition X0 D � a.s. will be denoted by S�.F;G;B;PF/;

S�.F ;G;B;PF/, and S� .F;G;B;PF/; respectively. Immediately from Lemma 1.6
of Chap. 3, it follows that S� .F;G;B;PF/ � S�.F ;G;B;PF/ � S�.F;G;
B;PF/ � S�.coF; coG;B;PF/ � S.F;Rd /; where S.F;Rd / denotes the
Banach space of all d -dimensional F-semimartingales .Xt/0�t�T on PF such that
EŒsup0�t�T jXt j2� < 1. If PF is separable, then by virtue of Lemma 1.7 of Chap. 3,
one has S�.F ;G;B;PF/ D S�.coF;G;B;PF/.

In what follows, norms of Rr ; L2.�;F ;Rr /, and L2.Œ0; T � � �;†F;R
r / with

r D d and r D d �m will be denoted by j � j. It will be clear from the context which
of the above normed space is considered.

Theorem 1.1. Let B D .Bt /0�t�T be an m-dimensional F-Brownian motion on
PF, and � W � ! Rd an F0-measurable random variable. If F and G satisfy
conditions .H/ and are such that F.t; � / and G.t; � / are Lipschitz continuous with
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a Lipschitz function k 2 L2.Œ0; T �;RC/ such that K.
p
T C 1/ < 1, where K D

.
R T
0
k2.t/dt/1=2, then S�.F;G;B;PF/ ¤ ;.

Proof. Let X D L2.Œ0; T � � �;†F;R
d / � L2.Œ0; T � � �;†F;R

d�m/ and put
X
fg
t D � C R t

0 f�d� C R t
0 g�dB� a.s. for 0 � t � T and .f; g/ 2 X . It is clear

that Xfg D .X
fg
t /0�t�T 2 S.F;Rd /. Define on X a set-valued mapping Q by

setting Q.f; g/ D SF.F ı Xfg/ � SF.G ı Xfg/ for every .f; g/ 2 X . It is clear
that for every .f; g/ 2 X , we have Q.f; g/ 2 Cl.X /.

Let .A � C;B � D/ D maxfH.A;B/;H.C;D/g, for A;B 2 Cl.L2.Œ0; T � �
�;†F;R

d / and C;D 2 Cl.L2.Œ0; T � � �;†F;R
d�m/, where for simplicity, H

denotes the Hausdorff metric on Cl.L2.Œ0; T � � �;†F;R
d / and Cl.L2.Œ0; T � �

�;†F;R
d�m/. It is clear that  is a metric on Cl.X /. By virtue of Lemma 3.7

of Chap. 2, we have H.SF.F ı Xfg/; SF.F ı Xf 0g0

// � KkXfg � Xf 0g0kc and
H.SF.GıXfg/; SF.GıXf 0g0

// � KkXfg�Xf 0g0kc for every .f; g/; .f 0; g0/ 2 X ;
where k �kc denotes the norm of S.F;Rd / defined by kxk2c D EŒsup0�t�T jxt j2� for
x D .xt /0�t�T 2 S.F;Rd /. But

kXfg �Xf 0g0kc D
 

E sup
0�t�T

ˇ
ˇ
ˇ
ˇ

Z t

0

.f� � f 0
� /d� C

Z t

0

.g� � g0
� /dB�

ˇ
ˇ
ˇ
ˇ

2
!1=2

�
 

E sup
0�t�T

ˇ
ˇ
ˇ
ˇ

Z t

0

.f� � f 0
� /d�

ˇ
ˇ
ˇ
ˇ

2
!1=2

C
 

E sup
0�t�T

ˇ
ˇ
ˇ
ˇ

Z t

0

.g� � g0
� /dB�

ˇ
ˇ
ˇ
ˇ

2
!1=2

� p
T

 

E sup
0�t�T

Z t

0

jf� � f 0
� j2d�

!1=2

C
 

E sup
0�t�T

Z t

0

jg� � g0
� j2d�2

!1=2

D p
T jf � f 0j C jg � g0j � .

p
T C 1/ k.f; g/ � .f 0; g0/k;

where k � k denotes the norm on X . Therefore,

.Q.f; g/;Q.f 0; g0// � K.
p
T C 1/ k.f; g/ � .f 0; g0/k

for every .f; g/; .f 0; g0/ 2 X , which by th Covitz–Nadler fixed-point theorem,
implies the existence of .f; g/ 2 X such that .f; g/ 2 Q.f; g/. Hence it follows
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that
R t
s
f�d� C R t

s
g�dB� 2 Jst ŒSF.F ı Xfg/� C Jst ŒSF.G ı Xfg/� for every

0 � s � t � T . This, by the definition ofXfg; implies thatXfg 2 S� .F;G;B;PF/.

�

Remark 1.4. By an appropriate changing the norm (see Remark 1.1 of Chap. 7)
of the space X , the result of Theorem 1.1 can be obtained for every T > 0 and
k 2 L2.Œ0; T �;RC/ without the constraintK.

p
T C 1/ < 1. �

Let us denote by ƒ�.F;G;B;PF/ the set of all fixed points of the set-valued
mappingQ defined in the proof of Theorem 1.1.

Theorem 1.2. If the assumptions of Theorem 1.1 are satisfied, then

(i) ƒ�.F;G;B;PF/ is a closed subset of X ;
(ii) S� .coF; coG;B;PF/ ¤ ; if and only if ƒ�.coF; coG;B;PF/ ¤ ;;

(iii) S� .coF; coG;B;PF/ is a closed subset of S.F;Rd /;
(iv) for every x 2 S�.F;G;B;PF/ and " > 0, there exists x" 2 S.F;Rd / such

that sup0�t�t .Ejx�x"j2/1=2 � " and dist.xt �xs; Jst ŒSF.F ıx/�CJst ŒSF.Gı
x/�/ � ";

(v) X	.F;G/ ¤ ; for every probability measure 	 on ˇ.Rd /.

Proof. (i) The closedness of ƒ�.F;G;B;PF/ follows immediately from the
properties of the set-valued mappings X 3 .f; g/ ! SF.F ı Xfg/ �
L2.Œ0; T � � �;†F;R

d / and X 3 .f; g/ ! SF.G ı Xfg/ � L2.Œ0; T � �
�;†F;R

d�m/. Indeed, if f.f n; gn/g1
nD1 is a sequence of ƒ�.F;G;B;PF/

converging to .f; g/, then dist.f; SF.F ıXfg// D 0, because

dist.f; SF.F ıXfg// � jf � f nj C dist.f n; SF.F ıXf ngn//

CH.SF.F ıXfg/; SF.F ıXf ngn//;

and by virtue of Lemma 3.7 of Chap. 2, for every n � 1 one has

H.SF.F ıXfg/; SF.F ıXf ngn/ � K.
p
T C 1/k.f; g/ � .f n; gn/k:

In a similar way, we also get dist.g; SF.G ı xfg// D 0. Hence, by the
closedness of SF.F ı xfg/ and SF.G ı xfg/, it follows that .f; g/ 2 Q.f; g/.
Then .f; g/ 2 ƒ�.F;G;B;PF/.

(ii) The implication ƒ�.coF; coG;B;PF/ ¤ ; ) S�.coF; coG;B;PF/ ¤ ;
follows immediately from the proof of Theorem 1.1. The converse implication
follows immediately from Theorem 1.5 of Chap. 3.

(iii) Let .un/1nD1 be a sequence of S� .coF; coG;B;PF/ converging to u 2
S.F;Rd /. By Theorem 1.5 of Chap. 3, there exists a sequence f.f n; gn/g1

nD1
of SF.coF ı un/ � SF.coG ı un/ such that unt D � C J0t .f

n/ C J0t .gn/
for n � 1 and t 2 Œ0; T �. By Remark 3.1 of Chap. 2, there is a subsequence
f.f nk ; gnk /g1

kD1 of f.f n; gn/g1
nD1 weakly converging to .f; g/, which implies

that J0t .f nk / C J0t .gnk / ! J0t .f / C J0t .g/ for every t 2 Œ0; T � in the
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weak topology of L2.�;F ;Rd / as k ! 1. But for every t 2 Œ0; T �, a
sequence .unkt /

1
kD1 also converges weakly in L2.�;F ;Rd / to ut . Therefore,

ut D �CJ0t .f /CJ0t .g/ for every t 2 Œ0; T �: Then u 2 S�.coF; coG;B;PF/.
(iv) For every x 2 S�.F;G;B;PF/ and " > 0, there exists x" 2 S� .F;G;B;PF/

such that sup0�t�t .Ejx � x"j2/1=2 � "=Œ2 C L.
p
T C 1/�, where L D

.
R T
0
k2.t/dt/1=2. Similarly as in the proof of Lemma 3.7 of Chap. 2 (see

Lemma 1.3 of Chap. 5), it follows that set-valued mappings S.F;Rd / 3 x !
Jst ŒSF.F ı x/� � L2.�;F ;Rd / and S.F;Rd / 3 x ! Jst ŒSF.G ı x/� �
L2.�;F ;Rd / are Lipschitz continuous with Lipschitz constants

p
TL and L,

respectively. Therefore,

dist.xt � xs; Jst ŒSF.F ı x/�C Jst ŒSF.G ı x/�/
� j.xt � xs/� .x"t � x"s /j

Cdist.x"t � x"s ; Jst ŒSF.F ı x"/�C Jst ŒSF.G ı x"/�/
CH.Jst ŒSF.F ı x"/�; Jst ŒSF.F ı x/�/
CH.Jst ŒSF.G ı x"/�;Jst ŒSF.G ı x/�/

� Œ2CL.
p
T C 1/�kx � x"kc � ":

(v) If 	 is a given probability measure on ˇ.Rd /, then taking an F0-measurable
random variable � such that P��1 D 	, we obtain the existence of a
strong solution X for SFD.F;G/ such that PX�1

0 D 	, which implies that
X	.F;G/ ¤ ;, because .PF; X;B/ 2 X	.F;G/. �

We associate now with SFI.F;G/ and its weak solution .PF; x; B/ a set-valued
partial differential operator LxFG defined on the space C2

b .R
d / of all real-valued

continuous bounded functions h W Rd ! R having continuous bounded partial
derivativesh0

xi
and h00

xi xj
for i; j D 1; 2; : : :. Assume thatF W Œ0; T ��Rd ! Cl.Rd /

and G W Œ0; T � � Rd ! Cl.Rd�m/ are measurable and uniformly square integrably
bounded such that F.t; � / and G.t; � / are continuous for fixed t 2 Œ0; T �: Let G
be diagonally convex and x D .xt /0�t�T a d -dimensional continuous process on a
filtered probability space PF D .�;F ;F; P /: For every .f; g/ 2 SF.coF ı x/ �
SF.G ı x/, we define a linear operator Lxfg W C2

b .R
d / ! L2.Œ0; T � � �;Rd / by

setting

.Lxfgh/t D
nX

iD1
h0
xi
.xt /f

i
t C 1

2

nX

iD1

nX

jD1
h00
xixj

.xt /�
ij
t

a.s. for 0 � t � T and h 2 C2
b .R

d /, where ft D .f 1
t ; : : : ; f

n
t /; and � D g � g� D

.�ij /n�m. For a process x as given above and sets A � L2.Œ0; T ���;†F;R
d / and

B � L2.Œ0; T ���;†F;R
d�m/, by LxAB we denote a family fLxfg W .f; g/ 2 A�Bg.
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We say that Lxfg 2 LxAB generates on C2
b .R

d / a continuous local F-martingale if
the process Œ.'xfgh/t �0�t�T defined by

.'xfgh/t D h.xt / � h.x0/�
Z t

0

.Lxfgh/�d� with .P:1/ (1.1)

for t 2 Œ0; T � is for every h 2 C2
b .R

d / a continuous local F-martingale on PF:

The family of all Lxfg 2 LxAB generating on C2
b .R

d / a family of continuous local
F-martingales is denoted by Mx

AB: In what follows, for the set-valued mappings
F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/ as given above, the
families LxSF.coF ıx/SF.Gıx/ and Mx

SF.coF ıx/SF.Gıx/.C 2
b / will be denoted by LxFG and

Mx
FG , respectively.

Lemma 1.1. Assume that F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd !
Cl.Rd�m/ are measurable and uniformly square integrably bounded such that
F.t; � / and G.t; � / are continuous for fixed t 2 Œ0; T �: Let G be diagonally convex,
and let x D .xt /0�t�T and Qx D . Qxt /0�t�T be d -dimensional continuous F- and
QF-adapted processes on PF D .�;F ;F; P / and . Q�; QF ; QF; QP/; respectively, such
that Px�1 D P Qx�1: Then Mx

FG ¤ ; if and only if MQx
FG ¤ ;.

Proof. Let Mx
FG ¤ ;: There exist f 2 SF.coF ı x/ and g 2 SF.G ı x/ such that

for every h 2 C2
b .R

d /, the process Œ.'xh /t �0�t�T defined by (1.1) is a continuous
local F-martingale on PF: Therefore, there exists a sequence .rk/1kD1 of F-stopping
times on PF such that rk�1 � rk for k D 1; 2; : : : with r0 D 0; limk!1 rk D C1
with .P:1/ and such that for every k D 1; 2; : : : ; the process Œ.'xh /t^rk �0�t�T is a
continuous square integrable F-martingale on PF: In particular, it follows that for
every 0 � s < t � T , one has EŒ.'xh /t^rk jFs� D .'xh /s^rk with .P:1/: Thus for
every 0 � s < t � T and h 2 C2

b .R
d /, we have EfŒ.'xh /t^rk /� .'xh /s^rk �jFsg D 0

with .P:1/. Let l 2 C1. By the continuity of l 2 C1 and the Fs-measurability of xs;
the random variable l.xs/ is also Fs-measurable. Therefore, Ef.l.xs/Œ.'xh /t^rk / �
.'xh /s^rk �jFsg D 0 with .P:1/ for every 0 � s < t � T; which, in particular,
implies that E.l.xs/Œ.'xh /t^rk / � .'xh /s^rk �/ D 0. Thus in the limit k ! 1, we
obtain Ef.l.xs/Œ.'xh /t � .'xh /s�/ D 0. Then

E .l.xs/Œ.h.xt / � h.xs/�/ D E

�

l.xs/

Z t

s

.Lxfgh/�d�

�

for every 0 � s < t � T; l 2 C1, and h 2 C2
b .R

d /: By virtue of Theorem 4.2 of
Chap. 3, there exist Qf 2 S QF.coF ı Qx/ and Qg 2 S QF.G ı Qx/ such that

E

Z t

s

l.xs/.L
x
fgh/�d� D QE

Z t

s

l. Qxs/.L Qx
Qf Qgh/�d�

for every 0 � s < t � T; l 2 C1, and h 2 C2
b .R

r /. But
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E

Z t

s

l.xs/.L
x
fgh/�d� D E



l.xs/

Z t

s

.Lxfgh/�d�

�

;

QE
Z t

s

l. Qxs/.L Qx
Qf Qgh/�d� D QE



l. Qxs/
Z t

s

.L Qx
Qf Qgh/�d�

�

and

Efl.xs/Œh.xt / � h.xs/�g D QEfl. Qxs/Œh. Qxt /� h. Qxs/�g
for every 0 � s < t � T , because l 2 C1 and h 2 C2

b .R
d / are continuous and

Px�1 D P Qx�1: Therefore,

QE fl. Qxs/Œh. Qxt /� h. Qxs/�g D QE
�

l.xs/

Z t

s

.L Qx
Qf Qgh/�d�

�

for 0 � s < t � T; l 2 C1, and h 2 C2
b .R

d /: Then QEfl. Qxs/Œ.' Qx
h /t � .' Qx

h /s�g D 0;

which, in particular, implies that QEŒl. Qxs/ �EfŒ.' Qx
n /t � .' Qx

n /s�j QFsg� D 0 for 0 � s <

t � T; l 2 C1, and h 2 C2
b .R

d /: By the monotone class theorem, it follows that
the above equality is also true for every measurable bounded function l W Rd ! R.
Taking in particular l such that l. Qxs/ D QEfŒ.' Qx

h /t � .' Qx
h /s�j QFsg with . QP :1/, we get

QEj QEfŒ.' Qx
n /t � .' Qx

n /s�j QFsgj2 D 0 for 0 � s < t � T and h 2 C2
b .R

d /: Therefore,
QEfŒ.' Qx

n /t � .' Qx
n /s�j QFsg D 0 with . QP :1/ for every 0 � s < t � T and h 2 C2

b .R
d /:

Then L Qx
Qf Qg 2 MQx

FG.C
2
b /: In a similar way, we can verify that MQx

FG ¤ ; implies

that Mx
FG ¤ ;. �

Lemma 1.2. Assume that F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd !
Cl.Rd�m/ are measurable and uniformly square integrably bounded such that
F.t; � / and G.t; � / are continuous for fixed t 2 Œ0; T �: Let G be diagonally convex
and let .xt /0�t�T and .xkt /0�t�T be d -dimensional continuous stochastic processes
on .�;F ;F; P / for every k D 1; 2; : : : such that limk!1 P.fsup0�t�T jxt �xkj >
"g/ D 0 for every " > 0 and Mxk

FG ¤ ; for every k D 1; 2; : : : . Then Mx
FG ¤ ;:

Proof. Let f k 2 SF.coF ı xk/ and gk 2 SF.G ı xk/ be such that Lx
k

fkgk
2 Mxk

FG

for every k D 1; 2; : : : . Let .xkr /1rD1 be a subsequence of .xk/1kD1 such that
limr!1 sup0�t�T jxt � x

kr
t j D 0 with (P .1). By the uniform square integrably

boundedness of F ı xk , it follows that the sequence .f kr /1rD1 is weakly compact.
Then there exist a d -dimensional F-nonanticipative process f and a subsequence,
still denoted by .f kr /1rD1, of .f kr /1rD1 weakly converging to f . For every A 2 †F

and k D 1; 2; : : :, one has

dist

�Z

A

ft .!/dtdP;
Z

A

coF.t; xt .!//dtdP

�

�
ˇ
ˇ
ˇ
ˇ

Z

A

ft .!/dtdP �
Z

A

f
kr
t dtdP

ˇ
ˇ
ˇ
ˇ

Ch
�Z

A

coF.t; xkrt .!//dtdP;
Z

A

coF.t; xt .!//dtdP/

�

:
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Then
R
A
ft .!/dtdP 2 R

A
coF.t; xt .!//dtdP for every A 2 †F, which implies

that f 2 S.coF ı x/. Hence, by the properties of the set-valued mapping ˆ.'; � /
defined in Sect. 4 of Chap. 3, it follows that

lim
r!1E

�

l.xkrs /

Z t

s

ˆ.'.h/; f kr
� /.x

kr
� /d�

�

D E

�

l.xs/

Z t

s

ˆ.'.h/; f� /.x� /d�

�

for every 0 � s < t � T; l 2 C1, and h 2 C2
b .R

d /: In a similar way, we can verify
the existence of g 2 SF.G ı x/ such that

lim
r!1E

�

l.xkrs /

Z t

s

‰. .h/; �kr� /.x
kr
� /d�

�

D E

�

l.xs/

Z t

s

‰. .h/; �� /.x� /d�

�

for every 0 � s < t � T; l 2 C1, and h 2 C2
b .R

d /; where ‰. ; � / is defined in
Sect. 4 of Chap. 3, �kr D gkr � .gkr /�, and � D g � g�. By the definitions of Lxfg and
mappingsˆ.'; �/ and ‰. ; �/, it follows that

lim
r!1E

�

l.xkrs /

Z t

s

.Lx
kr

f kr gkr
h/�d�

�

D E

�

l.xs/

Z t

s

.Lxfgh/�

�

d�;

for every 0 � s < t � T; l 2 C1, and h 2 C2
b .R

d /. But Lx
k

f kgk
2 Mxk

FG for
k D 1; 2; : : : . Then

E
�
l.xkrs /Œh.x

kr
t /� h.xkrs /�

�
D E

�

l.xkrs /

Z t

s

.Lx
kr

f kr gkr
h/�d�

�

for every 0 � s < t � T; k D 1; 2; : : : ; l 2 C1, and h 2 C2
b .R

d /: Passing to
the limit as r ! 1, we obtain Efl.xs/Œ.'xh /t � .'xh /s�g D 0 for 0 � s < t � T;

l 2 C1, and h 2 C2
b .R

d /: Similarly as in the proof of Lemma 1.1, it follows that
Lxfg 2 Mx

FG . Then Mx
FG ¤ ;. �

Remark 1.5. In a similar way, it can be verified that by the assumptions of
Lemma 1.2, without the continuity of F.t; �/ and G.t; �/ for fixed t 2 Œ0; T � the,
nonemptiness of Mxk

FG for every k D 1; 2; : : : implies that Mx
FG ¤ ;: �

Lemma 1.3. Assume that F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd !
Cl.Rd�m/ are measurable and uniformly square integrably bounded such that
F.t; � / and G.t; � / are continuous for fixed t 2 Œ0; T �: Let G be diagonally convex
and let .xkt /0�t�T be for every k D 1; 2; : : :, ad -dimensional continuous Fk-

adapted stochastic process on .�k;Fk;Fk; P k/ such that Mxk

FG ¤ ; for every
k D 1; 2; : : : . Let Qxk D . Qxkt /0�t�T and Qx D . Qxt /0�t�T be for k D 1; 2; : : :, con-
tinuous d -dimensional QF-adapted processes on . Q�; QF ; QF; QP / such that P. Qxk/�1 D
P.xk/�1 for k D 1; 2; : : : and limk!1 QP .fsup0�t�T j Qxt � Qxk j > "g/ D 0 for every
" > 0. Then MQx

FG ¤ ;.
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Proof. By virtue of Lemma 1.1, one has MQxk
FG ¤ ; for every k D 1; 2; : : : ; which

by Lemma 1.2, implies that MQx
FG ¤ ;. �

Lemma 1.4. Let F W Œ0; T �� Rd ! Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/ be
measurable and uniformly square integrably bounded. If .xt ; Bt /0�t�T is a weak
solution of SFI.coF;G/ on a complete probability space PF D .�;F ;F; P /
with a filtration F D .Ft /0�t�T , then there is a sequence .xk/1kD1 of Itô processes
xk D .xkt /0�t�T of the form xkt D x0CR t

0
f k
� d�CR t

0
gk� dB� a.s. for t 2 Œ0; T � with

f k 2 SF.coF ıx// and gk 2 SF.Gıx// such that limk!1 P.fsup0�t�T jxt�xkt j >
"g/ D 0 for every " > 0.

Proof. By virtue of Theorem 1.4 of Chap. 3, there are sequences .f k/1kD1 and
.gk/1kD1 of SF.coF ı x/ and SF.G ı x/; respectively, such that sup0�t�T Ejxt �
xkt j2 ! 0 as k ! 1, where xkt D x0 C R t

0 f
k
� d� C R t

0 g
k
� dB� with (P .1) for

t 2 Œ0; T � and k D 1; 2; : : : : By Theorem 3.4 of Chap. 1, we can assume that
.xt /0�t�T and .xkt /0�t�T are continuous for k � 1 because for ˛ D 2r; and ˇ D r

with r � 1, there is a positive numberM such that Ejxt � xsj˛ � M jt � sj1Cˇ and
Ejxkt � xks j˛ � M jt � sj1Cˇ for every 0 � s < t � T and k D 1; 2; : : : : For every
" > 0; 0 � s < t � T , and k D 1; 2; : : : ; we have

P.fjxt � xkt j > "g/ � 1

"˛
Ejxt � xkt j˛; P.fjxt � xs j > "g/ � 1

"˛
Ejxt � xsj˛

and

P.fjxkt � xks j > "g/ � 1

"˛
Ejxkt � xks j˛:

Then for everym D 1; 2; : : : , there is a positive integer km such that

max ŒP.fjxi=2m � xki=2m j > 1=2mag/;

P.fjx.iC1/=2m � xi=2m j > 1=2mag/;

P.fjxk.iC1/=2m � xki=2m j > 1=2mag/� � M
2m˛

2m.1Cˇ/
for k � km and 0 � i � 2mT � 1; where a > 0 is such that a < ˇ=˛:

Hence in particular, it follows that

max



P

��

max
0�i�2mT�1 jxi=2m � xki=2m j > i=2ma

��

;

P

��

max
0�i�2mT�1 jx.iC1/=2m � xki=2m j > i=2ma

��

;

P

��

max
0�i�2mT�1 jxk.iC1/=2m � xki=2m j > i=2ma

���

� MT2�m.ˇ�a˛/
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for k � km and m D 1; 2; : : : . For " > 0 and ı > 0 select 
 D 
."; ı/ such that
.1 C 2=.2a � 1//=2
a � " and

P1
mD
 2�m.ˇ�a˛/ � ı

3MT
: For every m � 
 and

k � km, one gets

P

 1[

mD


�

max
0�i�2mT�1 jxi=2m � xki=2m j > 1=2ma

�!

� ı="; P

� 1[

mD


�

max
0�i�2mT�1 jx.iC1/=2m � xi=2m j > 1=2ma

��

� ı="

and P

 1[

mD


�

max
0�i�2mT�1 jxk.iC1/=2m � xki=2m j > 1=2ma

�!

� ı":

Let

�1;k

 D

1[

mD


�

max
0�i�2mT�1 jxi=2 � xki=2m j > 1=2ma

�

;

�2

 D

1[

mD


�

max
0�i�2mT�1 jx.iC1/=2m � xi=2m j > 1=2ma

�

and �3;k

 D

1[

mD


�

max
0�i�2mT�1 jxk.iC1/=2m � xki=2m j > 1=2ma

�

for k � k
: Taking �k

 D �1;k


 [ �2

 [ �3;k


 , one obtains P.�k

 / � ı for every

k � k
: By the definition of �k

 , for every ! 62 �k


; k � k
 , and 0 � i � 2
T � 1,
we get

jxi=2
 � xki=2
 j � 1

2
a
; jx.iC1/=2
 � xi=2
 j � 1

2
a
and jxk.iC1/=2
 � xki=2
 j � 1

2
a
:

LetDT be the set of dyadic numbers of Œ0; T �: For every t 2 DT \Œi=2
; .iC1/=2
�,
one has t D i=2
 C Pj

iD1 ˛l=2
C1 with ˛l 2 f0; 1g for l D 1; 2; : : : ; j: For every
k � k
; ! 62 �k


 and i fixed above, we get

jxt � xkt j � jxt � xi=2
 j C jxi=2
 � xki=2
 j C jxki=2
 � xkt j

�
jX

rD1
jxi=2
CPr

lD1 ˛l =2

Cl � x

i=2
CPr�1
lD1 ˛l =2


Cl j C jxi=2
 � xki=2
 j

C
jX

rD1
jxi=2
CPr

lD1 ˛l =2

Cl � xi=2
CPr

lD1 ˛l =2

Cl j � 2

jX

rD1
1=2.
Cr/a C 1

2
a
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� 2

1X

rD1
1=2.
Cr/a C 1

2
a
D 2

.2a � 1/2
a C 1

2
a

D .1C 2=.2a � 1/2
a/ � ":

But DT is dense in Œ0; T �, and .xt /0�t�T and .xkt /0�t�T are continuous. Then for
every k � k
 and ! 62 �k


 , one obtains jxt .!/ � xkt .!/j � " for t 2 Œ0; T �, which
implies that

P.f max
0�t�T jxt � xkt j > "g/ � P.�k


/ < ı

for every k � k
: Thus for every " > 0 and ı > 0, there is k
 D k
.";ı/ such that

P

 (

sup
0�t�T

jxt � xkt j > "
)!

� ı

for k � k
; i.e., limk!1 P.fsup0�t�T jxt � xkt j > "g/ D 0 for every " > 0. �

Theorem 1.3. Let F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/
be measurable and uniformly square integrably bounded and let G be diagonally
convex. For every probability measure 	 on ˇ.Rd /, the problem SFI.coF;G;	/
possesses at least one weak solution with an initial distribution 	 if and only
if there exist a filtered probability space PF D .�;F ;F;P/ with a filtration
F D .Ft /0�t�T and a d -dimensional continuous F-adaptive stochastic process
x D .xt /0�t�T on PF such that Px�1

0 D 	 and Mx
FG ¤ ;:

Proof. .)/ Let .PF; x; B/ be a weak solution of SFI.coF;G;	/ with x D
.xt /0�t�T . By virtue of Lemma 1.4, there exist sequences .f k/1kD1 and .gk/1kD1
of SF.coF ı x// and SF.G ı x/; respectively, such that the sequence .xk/1kD1 of
continuous F-adapted processes xk D .xkt /0�t�T defined by xkt D x0 C R t

0
f k
� C

R t
0
gk� dB� a.s. for 0 � t � T is such that limk!1 P.fsup0�t�T jxt � xkt j > "g/ D 0

for every " > 0: By Itô’s formula, for every h 2 C2
b .R

d / and k D 1; 2 : : : one
obtains

h.xkt / � h.xk0 /�
Z t

0

.Lx
k

f kgk
h/�d� D

nX

iD1

nX

jD1

Z t

0

h0
xi
.xk� /.g

k/ij� dBj
�

with .P:1/ for t 2 Œ0; T �; where Bt D .B1
t ; : : : ; B

m
t /

� and gkt D Œ.gk/
ij
t �d�m for

0 � t � T . By the definition of Œ'x
k

f kgk
h�t , the above equality can be written in

the form

Œ'x
k

f kgk
h�t D

nX

iD1

nX

jD1

Z t

0

h0
xi
.xk� /.g

k/ij� dBj
�
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with .P:1/ for t 2 Œ0; T �: Hence, by the properties of Itô integrals, it follows that
Œ.'x

k

f kgk
h/t �0�t�T is a continuous local F-martingale on PF for every k D 1; 2; : : :

and h 2 C2
b .R

d /. Therefore, Mxk

FG ¤ ; for k D 1; 2; : : : ; which by Remark 1.5
implies that Mx

FG ¤ ;:
.(/ Let PF D .�;F ;F; P / be a filtered probability space with a filtration

F D .Ft /0�t�T and .xt /0�t�T a d -dimensional continuous F-adapted process on
PF such that x�1

0 D 	 and Mx
FG ¤ ;: Then there exist f 2 SF.coF ı x/ and

g 2 SF.G ı x/ such that Lxfg 2 Mx
FG: Let .�k/1kD1 be a sequence of stopping times

�k D infft 2 Œ0; T � W xt 62 Kkg, where Kk D fx 2 Rd W jxj � kg for k D 1; 2; : : : :

Select now, in particular, hi 2 C2
b .R

d / such that hi .x/ D xi for x 2 Kk; where
x D .x1; : : : ; xn/: For such hi 2 C2

b .R
d /, we have

Z t^�k

0

.Lxfghi /�d� D
Z t^�k

0

f i
� d� and hence .'xhi /t^�k D xit^�l �xi0�

Z t^�k

0

f i
� d�

a.s. for k � 1 and i D 1; 2; : : : ; d and t 2 Œ0; T �: But Lxfg 2 Mx
FG.C

2
b /: Then

Œ.'xhi /t^�l �0�t�T is for every i D 1; : : : ; d and k D 1; 2; : : : a continuous local
F-martingale on PF. Let Mi

t D .'xhi /t for i D 1; : : : ; d and t 2 Œ0; T �. Taking,
in particular, hij 2 C2

b .R
d / such that hij .x/ D xixj for x 2 Kk and i; j D

1; 2; : : : ; d; we obtain a family .M ij
t /0�t�T for i; j D 1; : : : ; d of continuous local

F-martingales on PF such that

M
ij
t D xit x

j
t � xi0xj0 �

Z t

0

Œxi� f
j
� C xj� f

i
� x� /C �ij� �d�

a.s. for i; j D 1; 2; : : : ; n and t 2 Œ0; T �; where � D g � g�. Let � D .�ij /d�d .
Similarly as in the proof of Theorem 9.1 of Chap. 1, it follows that

hMi;Mj it D
Z t

0

�ij� d�

a.s. for i; j D 1; 2; : : : ; d and t 2 Œ0; T �; which similarly as in the proof of
Theorem 9.1 of Chap. 1, implies that there exist a standard extension OP OF D
. O�; OF ; OF; OP/ of .�;F ;F; P / and an m-dimensional OF-Brownian motion OB D
. OBt/0�t�T on . O�; OF ; OF; OP / such that

Mi
t D

mX

jD1

Z t

0

Ogij� d OBj
�

OP -a.s. for i D 1; 2 : : : ; d and t 2 Œ0; T �; with Ogt . O!/ D gt .�. O!// for O! 2 O�;
where � W O� ! � is the . OF ;F/-measurable mapping described in the definition
of the extension of PF D .�;F ;F; P / because a standard extension OP OF of PF is
also an extension of it. Let Oxt . O!/ D xt .�. O!// for O! 2 O�. For every A 2 ˇT , we
get .P Ox�1

0 /.A/ D OP Œ Ox�1
0 .A/� D OP Œ.x ı �/�1.A/� D . OP ı ��1/Œ.x�1

0 .A/� D
P Œx�1

0 .A/� D .Px�1
0 /.A/ D 	.A/, which implies that P Ox�1

0 D 	. By the
definition of Mi

t , it follows that
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Oxit D Oxi0 C
Z t

0

Of i
� d� C

mX

jD1

Z t

0

Ogij .�; Ox�/d OBj
�

OP -a.s. for i D 1; 2; : : : ; d and t 2 Œ0; T �; where Oft . O!/ D ft .�. O!// for O! 2 O�.
Then

Oxt D Ox0 C
Z t

0

Of�d� C
Z t

0

Og�d OB�
OP -a.s. for 0 � t � T: Therefore, Oxt � Oxs 2 Jst ŒS OF.coF ı Ox/� C Jst ŒS OF.G ı Ox/�

for every 0 � s < t � T and P Ox�1
0 D 	. Thus . OP OF; Ox; OB/ is a weak solution of

SFI.coF;G;	/. �

Theorem 1.4. Let F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/
be measurable and uniformly square integrably bounded, and let G be diagonally
convex. For every probability measure 	 on ˇ.Rn/, the problem SFI.coF;G;	/
possesses a weak solution .PF; x; B/ with a separable filtered probability space PF

if and only if there exist a separable filtered probability space PF D .�;F ;F;P/
with a filtration F D .Ft /0�t�T and a d -dimensional continuous F-adaptive
stochastic process x D .xt /0�t�T on PF such that Px�1

0 D 	 and Mx
FG ¤ ;:

Proof. Similarly as of the proof of Theorem 1.3, we can verify that if .PF; x; B/ is
a weak solution of SFI.coF;G;	/ with a separable filtered probability space PF,
then Mx

FG ¤ ;: Let PF D .�;F ;F; P / be a separable filtered probability space
with a filtration F D .Ft /0�t�T , and .xt /0�t�T a d -dimensional continuous F-
adapted process on PF such that Mx

FG ¤ ;: Then there exist f 2 SF .coF ıx/ and
g 2 SF.G ıx/ such that Lxfg 2 Mx

FG: Similarly as in the proof of Theorem 1.3, we

can define a local F-martingale .M i
t /0�t�T ; onPF such that hMi;Mj it D R t

0 �
ij
� d�

with .P:1/ for i; j D 1; : : : ; d and t 2 Œ0; T �: Therefore, by virtue of Theorem 8.2 of
Chap. 1 and Remark 8.2 of Chap. 1, there exist a standard separable extension OP OF D
. O�; OF ; OF; OP/ of .�;F ;F; P / and an OF-Brownian motion OB D . OB1

t ; : : : ;
OBm
t /0�t�T

on . O�; OF ; OF; OP / such that

Mi
t D

mX

jD1

Z t

0

Ogij� d OBj
�

OP -a.s. for i D 1; 2; : : : ; d and t 2 Œ0; T �; where Ox and Og denote extensions of x
and g on . O�; OF ; OF; OP / defined in the usual way. It is clear that P Ox�1

0 D 	. Hence it
follows that

Oxit D Oxi0 C
Z t

0

Of i
� d� C

mX

jD1

Z t

0

Ogij� d OBj
�
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OP -a.s. for i D 1; 2; : : : ; d and t 2 Œ0; T �; where Of denotes an extension of f on
. O�; OF ; OF; OP/. Then

Oxt D Ox0 C
Z t

0

Of�d� C
Z t

0

Og�d OB�
OP -a.s. for 0 � t � T with P Ox�1

0 D 	. Therefore, . OP OF; Ox; OB/ is a weak solution of
SFI.co F;G;	/ with a separable filtered probability space OP OF. �

It follows immediately from Theorem 1.2 that if F andG satisfy the assumptions
of Theorem 1.1, then X	.F;G/ ¤ ; for every probability measure	 on ˇ.Rd /. We
shall show that if F and G are convex-valued and G is diagonally convex, then
for nonemptiness of X	.F;G/, it is enough to assume that F.t; � / and G.t; � / are
continuous instead of Lipschitz continuous.

Theorem 1.5. Let F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/
be measurable, uniformly square integrably bounded, and convex-valued such that
F.t; �/ andG.t; �/ are continuous for a.e. fixed t 2 Œ0; T �: IfG is diagonally convex,
then X	.F;G/ ¤ ; for every probability measure 	 on ˇ.Rd /.

Proof. Let PF D .�;F ;F; P / be a complete filtered probability space with a
filtration F D .Ft /0�t�T such that there exists an m-dimensional F-Brownian
motion .Bt /0�t�T on PF: Assume that x0 is an F0-measurable random variable
such that Px�1

0 D 	: By virtue of Lemma 3.8 of Chap. 2, there exist ˇT ˝ ˇ.Rd /-
measurable selectors f and g of F and G; respectively, such that

R t
0
f .�; � /d� and

R t
0 g.� � /d� are continuous on Rd for every t 2 Œ0; T �. Define for every k D 1; 2; : : :

a continuous process .xkt /0�t�T by setting

xkt D

8
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

x0 a:s: for � T
k

� t � 0;

x0 C
Z t

0

f .�; xk
�� T

k

/d� C
Z t

0

g.�; xk
�� T

k

/dB�

a:s: for t 2 Œ0; T �:

(1.2)

It is clear that xk is continuous and F-adapted for every k D 1; 2; : : : ;. it follows
immediately from (1.2) that P.fjxk0 j > N g/ D P.fjx0j > N g/ for every k � 1 and
N � 1. Then limN!1 supk�1 P.fjxk0 j > N g/ D limN!1 P.fjx0j > N g/ D 0:

For every  and k � 1, we get

P
�˚jxkt � xks j > 
	 � P

��ˇˇ
ˇ
ˇ

Z t

s

f .�; xk
�� 1

k

/d�

ˇ
ˇ
ˇ
ˇ > 

��

CP
��ˇˇ
ˇ
ˇ

Z t

s

g.�; xk
�� 1

k

/dB�

ˇ
ˇ
ˇ
ˇ > 

��

:
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By Chebyshev’s inequality, it follows that

P

��ˇˇ
ˇ
ˇ

Z t

s

f .�; xk
�� 1

k

/d�

ˇ
ˇ
ˇ
ˇ > 

��

� 1

4
E

"ˇ
ˇ
ˇ
ˇ

Z t

s

f .�; xk
�� 1

k

/d�

ˇ
ˇ
ˇ
ˇ

4
#

� T 2

4

�Z t

s

K2.t/dt

�2
;

where K 2 L2.Œ0; T �;RC/ is such that max.kF.t; x/k; kG.t; x/k/ � K.t/ for a.e.
t 2 Œ0; T � and every x 2 Rd . Similarly, we obtain

P

��ˇˇ
ˇ
ˇ

Z t

s

g.�; xk
�� 1

k

/dB�

ˇ
ˇ
ˇ
ˇ > 

��

� 1

4
E

"ˇ
ˇ
ˇ
ˇ

Z t

s

g.�; xk
�� 1

k

/dB�

ˇ
ˇ
ˇ
ˇ

4
#

:

By the definition of
R t
s g.�; x

k

�� 1
k

/dB� , one has

ˇ
ˇ
ˇ
ˇ

Z t

s

g.�; xk
�� 1

k

/dB�

ˇ
ˇ
ˇ
ˇ D max

1�i�d

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

mX

jD1

Z t

s

gij .�; xk
�� 1

k

/dBj
�

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

� max
1�i�d

mX

jD1

ˇ
ˇ
ˇ
ˇ

Z t

s

gij .�; xk
�� 1

k

/dBj
�

ˇ
ˇ
ˇ
ˇ

�
mX

jD1



max
1�i�d;1j�m

ˇ
ˇ
ˇ
ˇ

Z t

s

gij .�; xk
�� 1

k

/dBj
�

ˇ
ˇ
ˇ
ˇ

�

D m � max
1�i�d;1�j�m

ˇ
ˇ
ˇ
ˇ

Z t

s

gij .�; xk
�� 1

k

/dBj
�

ˇ
ˇ
ˇ
ˇ :

Then
ˇ
ˇ
ˇ
ˇ

Z t

s

g.�; xk
�� 1

k

/dB�

ˇ
ˇ
ˇ
ˇ

4

� m4 � max
1�i�d;1�j�m

ˇ
ˇ
ˇ
ˇ

Z t

s

gij .�; xk
�� 1

k

/dBj
�

ˇ
ˇ
ˇ
ˇ

4

:

By Itô’s formula, we obtain

E

"ˇ
ˇ
ˇ
ˇ

Z t^�N

s

gij .�; xk
�� 1

k

/dBj
�

ˇ
ˇ
ˇ
ˇ

4
#

D 6E

"Z t^�N

s

 ˇ
ˇ
ˇ
ˇ

Z �

s

gij .�; xk
�� 1

k

/dBj
�

ˇ
ˇ
ˇ
ˇ

2

�
ˇ
ˇ
ˇgij .�; xk

�� 1
k

/
ˇ
ˇ
ˇ
2

!

d�

#

� 6E

"Z t

s

 ˇ
ˇ
ˇ
ˇ

Z �

s

gij .�; xk
�� 1

k

/dBj
�

ˇ
ˇ
ˇ
ˇ

2

�K2.�/

!

d�

#
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D 6

Z t

s

"

K2.�/ �E
ˇ
ˇ
ˇ
ˇ

Z �

s

gij .�; xk
�� 1

k

/dBj
�

ˇ
ˇ
ˇ
ˇ

2
#

d� � 6

�Z t

s

K2.t/dt

�2
;

for every 1 � i � d and 1 � j � m, where

�N D inf

�

t > 0 W sup
s���t

ˇ
ˇ
ˇ
ˇ

Z �

s

g.�; xk
�� 1

k

/dB�

ˇ
ˇ
ˇ
ˇ � N

�

^ T:

Then

E

"ˇ
ˇ
ˇ
ˇ

Z t^�N

s

g.�; xk
�� 1

k

/dB�

ˇ
ˇ
ˇ
ˇ

4
#

� 6m4

�Z t

s

K2.t/dt

�2

for every N � 1, which implies that

E

"ˇ
ˇ
ˇ
ˇ

Z t

s

g.�; xk
�� 1

k

/dB�

ˇ
ˇ
ˇ
ˇ

4
#

� 6m4

�Z t

s

K2.t/dt

�2
:

Hence it follows that

P
�˚jxkt � xks j > 
	 � T 2

4

�Z t

s

K2.t/dt

�2
C 6m4

4

�Z t

s

K2.t/dt

�2

� 1

4
j�.t/� �.s/j2

for s; t 2 Œ0; T �, where

�.t/ D
p
T 2 C 6m4

Z t

0

K2.�/d� for 0 � t � T:

This, by virtue of Theorem 3.6 of Chap. 1, Theorem 2.2 of Chap. 1, and Theorem 2.3
of Chap. 1, implies that there exist an increasing sequence .kr /1rD1 of positive
integers, a probability space . Q�; QF ; QP /, and d -dimensional continuous stochastic
processes Qx and Qxkr on . Q�; QF ; QP / for r D 1; 2; : : : ; such thatP.xkr /�1 D P. Qxkr /�1
for 1; 2; : : : and sup0�t�T j Qxkrt � Qxt j ! 0 with . QP :1/ as r ! 1: By Corollary 3.3

of Chap. 1, it follows that P Qx�1
0 D 	, because P.xkr0 /

�1 D 	 for r D 1; 2; : : :

and P.xkr0 /
�1 ) P Qx�1

0 as r ! 1. Let QF be a filtration defined by a process Qx.
Similarly as in the proof of Theorem 1.3, immediately from (1.2), it follows that
Lx

kr

fg generates on C2
b .R

d / a family of continuous local F-martingales for every

r D 1; 2; : : : ; i.e., that Mxkr

FG ¤ ; for every r D 1; 2; : : : ; which by Lemma 1.3,
implies that MQx

FG ¤ ;. Thus there exist a filtered probability space . Q�; QF ; QF; QP /
and a continuous QF-adapted process Qx such that P Qx�1

0 D 	 and MQx
FG ¤ ;.

Therefore, by virtue of Theorem 1.3, for every probability measure 	 on ˇ.Rd /,
one has X	.F;G/ ¤ ; . �
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Remark 1.6. If the assumptions of Theorem 1.5 are satisfied without the convexity
of values of F , then X 0

	.F ;G/ ¤ ;.

Proof. By Lemma 1.7 of Chap. 3, one has X 0
	.F ;G/ D X 0

	.coF;G/. Similarly as
in the proof of Theorem 1.5, by virtue of Theorem 1.4, one gets X 0

	.coF;G/ ¤ ;.

Then X 0
	.F ;G/ ¤ ;. �

2 Stochastic Differential Inclusions

Assume that F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/ satisfy
conditions .H/: By stochastic differential inclusions SDI.F;G/ and SDI.F;G/,
we mean relations of the form

xt � xs 2
Z t

s

F .�; x� /d� C
Z t

s

G.�; x� /dB� ; a:s: (2.1)

and

xt � xs 2 cl

�Z t

s

F .�; x� /d� C
Z t

s

G.�; x� /dB�

�

; a:s:; (2.2)

which have to be satisfied for every 0 � s � t � T by a system .PF; x; B/

consisting of a complete filtered probability space PF with a filtration F D
.Ft /0�t�T satisfying the usual conditions, a d -dimensional F-adapted continuous
stochastic process x D .xt /0�t�T , and an m-dimensional F-Brownian motion
B D .Bt /0�t�T on PF, where

R t
s
F .�; x� /d� and

R t
s
G.�; x� /dB� denote Aumann

and Itô set-valued integrals of set-valued processes F ı x D .F.t; xt //0�t�T and
G ı x D .G.t; xt //0�t�T ; respectively. Similarly as above, systems .PF; x; P /

are said to be weak solutions of SDI.F;G/ and SDI.F;G/; respectively. If 	
is a given probability measure on ˇ.Rd /, then a system .PF; x; B/ is said to be
a weak solution of the initial value problems SDI.F;G;	/ or SDI.F;G;	/; if
it satisfies conditions (2.1) or (2.2) and Px�1

0 D 	. If apart from the set-valued
mappings F and G, we are also given a filtered probability space PF and an m-
dimensional F-Brownian motion B on PF, then a continuous F-adapted process X
such that the system .PF; X;B/ satisfies (2.1) or (2.2) is said to be a strong solution
of SDI.F;G/ or SDI.F;G/, respectively.

Corollary 2.1. For every measurable set-valued mappings F W Œ0; T � � Rd !
Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/ every weak (strong) solution of
SFI.F;G/ is a weak (strong) solution of SDI.F;G/.

Proof. If .PF; x; B/ is a weak solution of SFI.F;G/, then SF.F ı x/ ¤ ; and
SF.G ı x/ ¤ ;. A set clLfJst ŒSF.F ı x/� C Jst ŒSF.G ı x/�g is a subset of
clLfdecfJst ŒSF.F ıx/�gCdecfJst ŒSF.G ıx/�gg for every 0 � s � t � T and every
continuous F-adapted d -dimensional stochastic process x D .xt /0�t�T . From this
and Theorem 2.1 of Chap. 3, it follows that every weak solution of SFI.F;G/ is a
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weak solution of SDI.F;G/: In a similar way, the above result for strong solutions
can be obtained. �

Corollary 2.2. For set-valued mappings F W Œ0; T � � Rd ! Cl.Rd / and G W
Œ0; T ��Rd ! Cl.Rd�m/ satisfying conditions .H/, every weak (strong) solution of
SFI.F;G/ is a weak (strong) solution of SDI.F;G/.

Proof. By (iv) of Theorem 2.1 of Chap. 3, a system .PF; x; B/ is a weak solution
of SDI.F;G/ if and only if xt � xs 2 decfJst ŒSF.F ı x/�g C decfJst ŒSF.G ı x/�g
for every 0 � s < t � T . But Jst ŒSF.F ı x/�C Jst ŒSF.G ı x/� � decfJst ŒSF.F ı
x/�g C decfJst ŒSF.G ı x/�g for every 0 � s < t � T . Then every weak solution of
SFI.F;G/ is a weak solution of SDI.F;G/. But for every F and G satisfying
conditions .H/, a stochastic differential inclusion SDI.F;G/ is reduced to the
form SDI.F;G/, because in this case,

R t
s
F .�; x� /d� C R t

s
G.�; x� /dB� is a closed

subset of Rd . Therefore, every weak solution of SFI.F;G/ is a weak solution of
SDI.F;G/. In a similar way, the above result for strong solutions of the above
inclusions can be obtained. �

It is natural to expect that for every strong solution .PF; x; B/ of SDI.F;G/
and every " > 0, there exist a partition .Ak/

N
kD1 2 ….�;FT / and a fam-

ily .PF; x
k; B/NkD1 of strong solutions of SFI.F;G/ such that k.xt � xs/ �

PN
kD1 1Ak .xkt � xks /k � " for every 0 � s < t � T , where k � k is the norm

of L2.�;FT ;Rd /. It seems that the proof of such a result depends in an essential
way on the L2-continuity of the mapping Œ0; T � 3 t ! xt 2 L2.�;Ft ;Rd /.
By the definition of solutions of SDI.F;G/, it follows that the mapping Œ0; T � 3
t ! xt .!/ 2 Rd is continuous for a.e. ! 2 �. Therefore, a family .xt /0�t�T of
random variables xt W � ! Rd has to be uniformly square integrably bounded. But
this depends, among other things, on the uniform square integrable boundedness of
.
R t
0
G.�; x� /dB�/0�t�T . From the properties of set-valued integrals

R t
0
G.�; x� /dB� ,

it follows that such a property of the family .
R t
0
G.�; x� /dB�/0�t�T is difficult to

obtain. Therefore, the desired above property is difficult to obtain. We can prove the
following theorem.

Theorem 2.1. Let B D .Bt /t�0 be an m-dimensional F-Brownian motion on a
filtered probability space PF D .�;F ;F; P / with a filtration F satisfying the usual
conditions and Hölder continuous with exponential ˛ D 3. Assume that F W Œ0; T ��
Rd ! Cl.Rd / andG W Œ0; T ��Rd ! Cl.Rd�m/ are measurable, uniformly square
integrably bounded, and Lipschitz continuous with respect to the second variable for
every fixed t 2 Œ0; T � with a Lipschitz function k 2 L2.Œ0; T �;R/. Then for every
" > 0 and every strong solution x of SDI.F;G/, there exist a number " > 0 and
a strong ""-approximating solution x" of SFI.F;G/ such that sup0�t�T kxt �
x"t k � ""; i.e., there exists a continuous F-adapted stochastic process x" such that
x"t � x"s 2 fJst ŒSF.F ı x"/�C Jst ŒSF.G ı x"/�g C ""B for every 0 � s < t � T;

where B denotes the closed unit ball of L2.�;F ;Rd /.
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Proof. Let x D .xt /0�t�T be a strong solution of SDI.F;G/ and " > 0. By virtue
of Remark 2.3 of Chap. 3, for N" D "=L.1 C p

T / there exist a number " D 1 C
m"ˇ

h
3
p
6d.T C 2ı"/C T C ı3"

p
ı"

i
and processes f " 2 SF.F ı x/ and g" 2

SF.G ı x/ such that sup0�t�T kxt � x"t k � ""=L.1C p
T /; where L2 D R T

0
k2t dt

and x"t D x0 C R t
0
f "
� d� C R t

0
g"�dB� a.s. for 0 � t � T . Hence in particular, it

follows that x"t � x"s 2 Jst ŒSF.F ı x/�C Jst ŒSF.G ı x/� for every 0 � s < t � T .
Similarly as in the proof of Remark 4.1 of Chap. 2, we obtain

H .clLfJst ŒSF.F ı x/�CJst ŒSF.G ı x/�g; clLfJst ŒSF.F ı x"/�CJst ŒSF.G ı x"/�g/
D H .Jst ŒSF.F ı x/�C Jst ŒSF.G ı x/�; Jst ŒSF.F ı x"/�C Jst ŒSF.G ı x"/�/
� L.1C p

T / sup
0�t�T

kxt � x"t k

for every 0 � s � t � T . Therefore, for every 0 � s � t � T , we get

dist
�
x"t � x"s ; Jst ŒSF.F ı x"/�C Jst ŒSF.G ı x"/�	

� H .Jst ŒSF.F ı x�C Jst ŒSF.G ı x/�; Jst ŒSF.F ı x"/�C Jst ŒSF.G ı x"/�/
� L.1C p

T / sup
0�t�T

kxt � x"t k:

Then x"t � x"s 2 fJst ŒSF.F ı x"/�CJst ŒSF.G ı x"/�g C ""B for every 0 � s <

t � T; where B denotes the closed unit ball of L2.�;F ;Rd /. �

Remark 2.1. It is difficult to obtain better properties of SDI.F;G/, because up to
now, we have not been able to prove that the uniform integrable boundedness of G
and continuity of G.t; �/ imply the integrable boundedness and continuity of the Itô
integral

R T
0
G.t; �/dBt: �

3 Backward Stochastic Differential Inclusions

We shall consider now a special case of stochastic differential inclusions. They
are written as relations of the form xs 2 EŒxt C R t

s
F .�; x� /d� jFs� a.s., where

F W Œ0; T � � Rd ! Cl.Rd / is a given measurable set-valued mapping and
EŒxt C R t

s
F .�; x� /d� jFs� denotes the set-valued conditional expectation of xt C

R t
s F .�; x� /d� . Such relations are considered together with a terminal condition
xT 2 H.xT / a.s. for a given set-valued mapping H W Rd ! Cl.Rd /. In what
follows, the terminal problem presented above will be denoted by BSDI.F;H/
and called a backward stochastic differential inclusion. By a weak solution of
BSDI.F;H/, we mean a system .PF; x/ consisting of a complete filtered
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probability space PF D .�;F ;F; P / with a filtration F D .Ft /0�t�T satisfying
the usual conditions and a càdlàg d -dimensional stochastic process x D .xt /0�t�T
such that the following conditions are satisfied:

8
<

:

xs 2 EŒxt C R t
s
F .�; x� /d� jFs� a:s: for 0 � s < t � T;

xT 2 H.xT / a:s:
(3.1)

Similarly as in the theory of stochastic differential inclusions, we can consider the
terminal problem BSDI.F;H/ if apart from F and H , a filtered probability space
PF is also given. In such a case, a d -dimensional càdlég process x on PF such that
a system .PF; x/ satisfies (3.1) is said of be a strong solution of BSDI.F;H/ on
PF. It is clear that if x is a strong solution of BSDI.F;H/ on PF, then the pair
.PF; x/ is a weak solution. The set of all weak solutions ofBSDI.F;H/ is denoted
by B.F;H/, and a subset containing all .PF; x/ 2 B.F;H/ with a continuous
process x is denoted by CB.F;H/. We obtain the following result immediately
from Theorem 3.1 of Chap. 3.

Corollary 3.1. If F W Œ0; T � � Rd ! Cl.Rd / and H W Rd ! Cl.Rd / are
measurable and uniformly integrably bounded, then .PF; x/ 2 B.F;H/ if and only
if xT 2 H.xT / a.s. and there exists f 2 S.coF ı x/; a measurable selector of
coF ı x; such that xt D EŒxT C R T

t
f�d� jFt � a.s. for every 0 � t � T . �

Backward stochastic differential inclusions can be regarded as generalizations of
backward stochastic differential equations:

xt D E



h.x/C
Z T

t

f .�; x� ; z� /d� jFt
�

a:s:; (3.2)

where the triplet .h; f; z/ is called the data set of such an equation. Usually, if we
consider strong solutions of (3.2) apart from .h; f; z/, a probability space P D
.�;F ; P / is also given, and the filtration Fz is defined to be the smallest filtration
satisfying the usual conditions and such that the process z is Fz-adapted. The process
z is called the driving process. In practical applications, the driving process z is taken
as a d -dimensional Brownian motion or a strong solution of a forward stochastic
differential equation. In the case of weak solutions of (3.2) apart from h and f , a
probability measure 	 on the space DT .R

d / of d -dimensional càdlàg functions
on Œ0; T � is also given, a weak solution of which with an initial distribution 	
is defined as a system .PF; x; z/ satisfying (3.2) and P z�1 D 	, and such that
every Fz-martingale is also an F-martingale. Let us observe that in a particular
case, for a given weak solution .PF; x/ of BSDI.F;H/ with H.x/ D fh.x/g and
F.t; x/ D ff .t; x; z/ W z 2 Zg for .t; x/ 2 Œ0; T � � Rm, where f and h are given
measurable functions and Z is a nonempty compact subset of the space DT .R

d /,
there exists a measurable F-adapted stochastic process .zt /0�t�T with values in Z
such that

xt D E



h.x/C
Z T

t

f .�; x� ; z� /d� jFt
�

a:s: (3.3)
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For given probability measures 	0 and 	T on Rd , we can look for a weak solution
.PF; x/ for BSDI.F;H/ such that Px�1

0 D 	0 and Px�1
T D 	T . If F and H are

as above, then there exists a measurable and F-adapted stochastic process .zt /0�t�T
such that (3.3) is satisfied and such that EŒh.x/C R T

0
f .�; x� ; z� /d�� D R

Rd ud	0.
If f .t; x; z/ D f .t; x/C g.z/ with g 2 C.DT .R

d /;Rd /, then
Z T

0

Z

DT .Rd /

g.v/d�d� D
Z

Rd

ud	0 �
Z

Rd

h.u/d	T � E

Z T

0

f .�; x� /d�;

where t D P z�1
t for t 2 Œ0; T �.

In some special cases, weak solutions of BSDI.F;H/ describe a class of
recursive utilities under uncertainty. To verify this, suppose .PF; x/ is a weak
solution of BSDI.F;H/ with H.x/ D fh.x/g and F.t; x/ D ff .t; x; c; z/ W
.c; z/ 2 C � Zg, where h and f are measurable functions and C, Z are nonempty
compact subsets of C.Œ0; T �;RC/ and DT .R

d /, respectively. Similarly as above,
we can find a pair of measurable F-adapted stochastic processes .ct /0�t�T and
.zt /0�t�T with values in C and Z , respectively, such that

xt D E



h.x/C
Z T

t

f .�; x� ; c� ; z� /d� jFt
�

a:s: (3.4)

for 0 � t � T . In such a case, (3.4) describes a certain class of recursive
utilities under uncertainty, where .ct .s; �//0�s�T denotes for fixed t 2 Œ0; T � the
future consumption. Let us observe that in some special cases, a strong solution x
of BSDI.F;H/ on a filtered probability space PF with the “constant” filtration
F D .Ft /0�t�T , i.e., such that Ft D F for 0 � t � T , is a solution of a
backward random differential inclusion �x0

t 2 coF.t; xt / with a terminal condition
xT 2 H.xT / that has to be satisfied a.s. for a.e. t 2 Œ0; T �.

Throughout this section, we assume that PF D .�;F ;F; P / is a complete
filtered probability space with a filtration F D .Ft /0�t�T satisfying the usual
hypotheses, and by D.F;Rd / and C.F;Rd /, we denote the spaces of all d -
dimensional F-adapted càdlàg and continuous, respectively, processes X on PF

such that kXk2 D EŒsups2Œ0;T �jXsj2� < 1. Similarly as above, we denote by
S.F;Rd / the set of all d -dimensional F-semimartingales X on PF such that
kXk2 D EŒsups2Œ0;T �jXsj2� < 1. We have C.F;Rd / � D.F;Rd / and S.F;Rd / �
D.F;Rd /. It can be proved that .S.F;Rd /; k�k/ is a Banach space. In what follows,
we shall assume that F W Œ0; T ��Rd ! Cl.Rd / andH W Rd ! Cl.Rd / satisfy the
following conditions .A/:

(i) F is measurable and uniformly square integrably bounded;
(ii) H is measurable and bounded;

(iii) F.t; �/ is Lipschitz continuous for a.e. fixed t 2 Œ0; T �;
(iv) there is a random variable � 2 L2.�;FT ;Rd / such that � 2 H.�/ a.s.

We shall prove that conditions .A/ are sufficient for the existence of strong solutions
for BSDI.F;H/, which implies that B.F;H/ is nonempty. It is natural to look for
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weaker conditions implying the nonemptiness of B.F;H/. The problem is quite
complicated. It needs new sufficient conditions for tightness of sets of probability
measures. We do not consider it in this book.

Lemma 3.1. Let F W Œ0; T � � Rd ! Cl.Rd / and H W Rd ! Cl.Rd / satisfy
conditions .A/. For every filtered probability space PF D .�;F ;F; P / and a
random variable � W � ! Rd , there exists a sequence .xn/1nD0 of S.F;Rd / defined

by xnt D EŒ� C R T
t
f n�1
� d� jFt � a.s. and 0 � t � T with x0 2 S.F;Rd / satisfying

x0T D � a.s. and f n�1 2 SF.coF ı xn�1/ for n D 1; 2; : : : such that

EŒ sup
t�u�T

jxnC1
u � xnu j2� � 4E

"Z T

t

K.�/ sup
��s�T

jxns � xn�1
s jd�

#2

for n D 1; 2 : : : and 0 � t � T , with K.t/ D Kd � k.t/ for 0 � t � T , where
k 2 L2.Œ0; T �;RC/ is a Lipschitz function of F.t; � / and Kd is the number defined
in Remark 2.6 of Chap. 2.

Proof. Let PF be a filtered probability space and let x0 D .x0t /0�t�T 2 S.F;Rd /

be such that x0T D � a.s. Put f 0
t D s.coF.t; x0t // a.s. for 0 � t � T , where s

is the Steiner point mapping defined by formula (2.1) of Chap. 2. It is clear that
f 0 2 SF.coF ı x0/, because by virtue of Corollary 2.2 of Chap. 2, the function
s.coF.t; � // is Lipschitz continuous for a.e. fixed 0 � t � T , and x0 is F-adapted.
We now define a sequence .xn/1nD1 by the successive approximation procedure, i.e.,

by taking xnt D EŒ� C R T
t f

n�1
� d� jFt � a.s. for n D 1; 2; : : : and 0 � t � T ,

where f n�1
t D s.coF.t; xn�1

t // a.s. for 0 � t � T . Similarly as above, we have
f n�1 2 SF.coF ı xn�1/. By Corollary 3.2 of Chap. 3, we have xn 2 S.F;Rd /.
Immediately from the above definitions and Corollary 2.2 of Chap. 2, it follows that
jf n
t � f n�1

t j � K.t/ supt�s�T jxns � xn�1
s j a.s. for a.e. 0 � t � T and n D 1; 2; : : :.

Hence it follows that

jxnC1
t �xnt j � E

Z T

t

jf n
� �f n�1

� jd� jFt
�

� E

Z T

t

K.�/ sup
��s�T

jxns �xn�1
s jd� jFt

�

a.s. for 0 � t � T . Therefore,

sup
t�u�T

jxnC1
u � xnu j � sup

t�u�T
E

 Z T

u
K.�/ sup

��s�T
jxns � xn�1

s jd� jFu

�

� sup
t�u�T

E

 Z T

t

K.�/ sup
��s�T

jxns � xn�1
s jd� jFu

�

a.s. for 0 � t � T and n D 1; 2; : : :. By Doob’s inequality, we obtain

E

�

sup
t�u�T

E

Z T

t

K.�/ sup
��s�T

jxns �xn�1
s jd� jFu

��2
� 4E

�Z T

t

K.�/ sup
��s�T

jxns �xn�1
s jd�

�2
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for 0 � t � T . Therefore, for every n D 1; 2; : : : and 0 � t � T , we have

E

"

sup
t�u�T

jxnC1
u � xnu j2

#

� 4E

�Z T

t

K.�/ sup
��t�T

jxns � xn�1
s jd�

�2
: �

We obtain the following result immediately from the properties of multivalued
conditional expectations.

Lemma 3.2. If F satisfies conditions .A/, then for every x; y 2 S.F;Rd /, one has

E



h

�

E

Z t

s

F .�; x� / d� jFs
�

; E

Z t

s

F .�; y� /d� jFs
���

�
Z t

s

k.�/Ejx��y� jd�

for every 0 � s � t � T , where h is the Hausdorff metric on Cl.Rd /.

We can now prove the following existence theorem.

Theorem 3.1. If F W Œ0; T � � Rd ! Cl.Rd / and H W Rm ! Cl.Rm/ satisfy
conditions .A/, then for every complete filtered probability space PF and fixed point
� of H , there exists a strong solution of (3.1).

Proof. Let PF be given and assume that � 2 L2.�;FT ;Rd / is such that � 2 H.�/.
By virtue of Lemma 3.1, there exists a sequence .xn/1nD1 of S.F;Rd / such that
xnT D �, xns 2 EŒxnt C R t

s
F .�; xn�1

� d� jFt � a.s. for 0 � s � t � T and

E

"

sup
t�u�T

jxnC1
u � xnu j2

#

� 4E

 Z T

t

K.�/ sup
��s�T

jxns � xn�1
s jd�

!2

for n D 1; 2; : : : and 0 � t � T: By properties of F and H , one has
EŒsupt�u�T jx1u � x0u j2� � L, where L D 4ŒEj�j2 C R T

0
m2.�/d�� C 2EŒsup0�t�T

jx0t j2� with m 2 L2.Œ0; T �;RC/ such that kF.t; x/k � m.t/ for every x 2 Rd and
a.e. 0 � t � T . Therefore,

E

"

sup
t�u�T

jx2u � x1u j2
#

� 4TL

Z T

t

K2.�/d�:

Hence it follows that

E

"

sup
t�u�T

jx3u � x2u j2
#

� .4T /2L

Z T

t

�

K2.�/

Z T

�

K2.s/ds

�

d�

D .4T /2L

2

�Z T

t

K2.�/d�

�2
:



170 4 Stochastic Differential Inclusions

By the inductive procedure, for every n D 1; 2; : : : and 0 � t � T , we get

E

"

sup
t�u�T

jxnC1
u � xnu j2

#

� .4T /nLn�1

nŠ

�Z T

t

K2.�/d�

�n
:

Then .xn/1nD1 is a Cauchy sequence of S.F;Rd /. Therefore, there exists a process
.xt /0�t�T 2 S.F;Rd / such that EŒsup0�t�T jxnt � xt j2� ! 0 as n ! 1: By
Lemma 3.2, it follows that

E dist

�

xs; E



xt C
Z t

s

F .�; x� /d� jFs
��

� Ejxs � xns j�C E



dist

�

xns ; E



xnt C
Z t

s

F .�; xn�1
� /d� jFs

���

CE


h

�

E



xnt C
Z t

s

F .�; xn�1
� /d� jFs

�

; E



xt C
Z t

s

F .�; x� /d� jFs
���

� Ejxns � xsj C Ejxnt � xt j C
Z t

s

K.�/Ejxn�1
� � x� jd�

� 2kxn � xk C
�Z T

0

K2.�/d�

� 1
2

kxn�1 � xk

for every 0 � s � t � T and n D 1; 2; : : : : Therefore, dist.xs; EŒxt CR t
s
F .�; x� /d� jFs�/ D 0 a.s. for every 0 � s � t � T , which implies that

xs 2 E
h
xt C R t

s
F .�; x� /d� jFs

i
a.s for every 0 � s � t � T . By the definition of

.xnt /0�t�T , we have xnT D � 2 H.�/ a.s. for every n D 1; 2; : : :. Therefore, we also
have xT D � a.s. Thus xT 2 H.xT / a.s. Then x satisfies (3.1). �

4 Weak Compactness of Solution Sets

For given measurable multifunctions F W Œ0; T � � Rd ! Cl.Rd /; G W Œ0; T � �
Rd ! Cl.Rd�m/ and a probability measure 	 on ˇ.Rd /, by X	.F;G/ we denote,
similarly as above, the set of all weak solutions (equivalence classes defined in
Sect. 1) of SFI.F;G;	/. Elements Œ.PF; X;B/� of X	.F;G/ will be identified
with equivalence classes ŒX� of all d -dimensional continuous processes Z such
that PX�1 D PZ�1. In what follows, ŒX� will be denoted simply by X . It is
clear that we can associate with every Œ.PF; X;B/� 2 X	.F;G/ a probability
measurePX�1; a distribution ofX , defined on a Borel �-algebraˇ.CT / of the space
CT DW C..Œ0; T �;Rd /. The family of all such probability measures, corresponding
to all classes belonging to X	.F;G/; is denoted by XP

	 .F;G/: It is a subset of the
space M.CT / of probability measures onCT . The set X	.F;G/ is said to be weakly
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compact, or weakly compact in distribution, if XP
	 .F;G/ is a weakly compact

subset of M.CT /. We now present sufficient conditions for the weak compactness
of X	.F;G/.

Theorem 4.1. Let F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/
be measurable, uniformly square integrably bounded, and convex-valued such that
F.t; �/ and G.t; �/ are continuous for fixed t 2 Œ0; T �: If G is diagonally convex,
then for every probability measure 	 on ˇ.Rd /, the set X	.F;G/ is nonempty and
weakly compact.

Proof. The nonemptiness of X	.F;G/ follows from Theorem 1.5. To show that
X	.F;G/ is relatively weakly compact in the sense of distributions, let us note that
by virtue of Theorem 1.5 of Chap. 3, for every .PF; x; B/ 2 X	.F;G/ there are
f 2 SF.F ı x/ and g 2 SF.G ı x/ such that Px�1

0 D 	 and xt D x0 C R t
0
f�d� C

R t
0 g�dB� for every t 2 Œ0; T �. Similarly as in the proof of Theorem 1.5, we can

verify that every sequence .Pn
Fn ; x

n; Bn/1nD1 of X	.F;G/ satisfies the conditions of
Theorem 3.6 of Chap. 1. Therefore, for every sequence .Pn

Fn ; x
n; Bn/ of X	.F;G/,

there exists an increasing subsequence .nk/1kD1 of .n/1nD1 such that the sequence
fP.xnk /�1g1

nD1 is weakly convergent in distribution. Then the sequence .xn/1nD1
possesses a subsequence converging in distribution.

Let .xr /1rD1 be a sequence of X	.F;G/ convergent in distribution. Then there
exists a probability measure P on ˇ.CT / such that P.xr /�1 ) P as r ! 1.
By virtue of Theorem 2.3 of Chap. 1, there exist a probability space . Q�; QF ; QP/ and
random variables Qxr W Q� ! CT and Qx W Q� ! CT for r D 1; 2; : : : such that
P.xr /�1 D P. Qxr /�1 for r D 1; 2; : : : ; QP . Qx/�1 D P and limr!1 sup0�t�T j Qxrt �
Qxt j D 0 with . QP :1/: Immediately from Corollary 3.3 of Chap. 1, it follows that
xr0 ) Qx0 as r ! 1, because P.xr /�1 ) P. Qx/�1 as r ! 1. But P.xr0/

�1 D 	

for every r � 1. Then P Qx�1
0 D 	. By Theorem 1.3, we have Mxr

FG ¤ ;
for every r � 1, which by Lemma 1.3, implies that MQx

FG ¤ ;: Therefore, by
virtue of Theorem 1.3, there exist a standard extension OP OF D . O�; OF ; OF; OP/ of

. Q�; QF ; QF; QP/ and anm-dimensional Brownian motion OB such that . OP OF; Ox; OB/; with
Ox. O!/ D Qx.�. O!// for every O! 2 O�, is a weak solution of SFI.F;G;	/; where
� W O� ! Q� is an . OF ; QF/-measurable mapping as described in the definition of the
extension of . Q�; QF ; QF; QP/, because its standard extension OP OF is also its extension.
Let Oxr . O!/ D Qxr.�. O!// for O! 2 O�. For every A 2 ˇ.C /, one has P. Oxr /�1.A/ D
OP Œ. Oxr /�1.A/� D OP Œ. Qxr ı �/�1.A/� D . OP ı ��1/Œ. Qxr/�1.A/� D QP Œ. Qxr /�1.A/� D
P. Qxr /�1.A/. Therefore, P. Oxr /�1 D P. Qxr/�1 D P.xr /�1 for every r � 1. By
the properties of the sequence . Qxr /1rD1, it follows that Qxrt . Q!/ ! Qxt . Q!/ with . QP :1/
as r ! 1 uniformly with respect to 0 � t � T . Hence in particular, it follows
that Qxrt .�. O!// ! Qxt .�. O!// with . OP :1/ as r ! 1 uniformly with respect to
0 � t � T . Therefore, for every f 2 Cb.C /, one has f . Oxr . O!// ! f . Ox. O!//
with . OP :1/ as r ! 1. By the boundedness of f 2 Cb.C /, this implies that
OEff . Oxr /g ! OEff . Ox/g as r ! 1, which by Corollary 2.1 of Chap. 1, is equivalent
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to P. Oxr /�1 ) P Ox�1. But P. Oxr /�1 D P.xr /�1 for every r � 1. Then xr ) Ox;
which implies that X	.F;G/ is weakly closed. �

In a similar way, we can prove the following theorem.

Theorem 4.2. Let F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�d / be
measurable and uniformly square integrably bounded such that F.t; �/ and G.t; �/
are continuous for fixed t 2 Œ0; T �: If G is convex-valued and diagonally convex,
then for every probability measure 	 on ˇ.Rd /, the set X 0

	.F ;G/ is nonempty and
weakly compact.

Proof. The nonemptiness of X 0
	.F ;G/ follows from Remark 1.6. In a similar way

as above, we can verify that the set X 0
	.coF;G/ of all weak solutions .PF; x; B/ of

SFI.coF;G/ with a separable filtered probability space PF is weakly compact in
distribution. By virtue of Lemma 1.7 of Chap. 3, one has X 0

	.F ;G/ D X 0
	.coF;G/:

Then X 0
	.F ;G/ is nonempty and weakly compact. �

5 Some Properties of Exit Times of Continuous Processes

Let D be a domain in Rd and .s; x/ 2 RC � D. Assume that X D .X.�; t//t�0
and Xn D .Xn.�; t//t�0 are continuous stochastic processes on a stochastic base
PF D .�;F ;F; P / such that X.�; s/ D Xn.�; s/ D x a.s. for n D 1; 2; : : : and
supt�0 jXn.�; t/ � X.�; t/j ! 0 a.s. as n ! 1. Let � D inffr > s W X.�; r/ 62 Dg
and �n D inffr > s W Xn.�; r/ 62 Dg for n D 1; 2; : : :. We shall show that if �n < 1
a.s. for every n � 1, then �n ! � a.s. as n ! 1. We begin with the following
lemmas.

Lemma 5.1. Let D be a domain in Rd , .s; x/ 2 RC � D, and X D .X.�; t//t�0
a continuous d -dimensional stochastic process on PF D .�;F ;F; P / such that
X.�; s/ D x a.s. and � D inffr > s W X.�; r/ 62 Dg < 1 a.s. If T W � ! R is such
that T > � a.s., then � D inffr 2 .s; T / W X.�; r/ 62 Dg a.s.

Proof. For simplicity, assume that the above relations are satisfied for every ! 2 �
and let us observe that �.!/ D infX�1.!; �/.D�/, where D� D Rd nD. We have
X�1.!; �/.D�/ D X�1.!; �/.D�/ \ .s; T .!// [ X�1.!; �/.D�/ \ ŒT .!/;1/.
Therefore, infX�1.!; �/.D�/ � inf.X�1.!; �/.D�/ \ .s; T .!///. For every
! 2 �, there exists t.!/ 2 X�1.!; �/.D�/ such that s < t.!/ < T .!/,
because �.!/ < T .!/ for ! 2 �. Therefore, X�1.!; �/.D�/ \ .s; T .!// ¤ ;
and inf.X�1.!; �/.D�/ \ .s; T .!/// � T .!/ for a.e. ! 2 �. Suppose � D
infX�1.!; �/.D�/ < �T .!/ DW inf.X�1.!; �/.D�/ \ .s; T .!/// on a set �0 2 F
such that P.�0/ > 0. Then for every ! 2 �0, there exists Nt .!/ 2 X�1.!; �/.D�/
such that s < Nt .!/ < �T .!/ < T .!/, which is a contradiction, because for
every ! 2 � and t 2 X�1.!; �/.D�/ \ .s; T .!//, we have �T .!/ � t . Then
�.!/ D inffX�1.!; �/.D�/ \ .s; T .!//g for a.e. ! 2 �. �
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Lemma 5.2. Let D be a domain in Rd and .s; x/ 2 RC � D. Assume that
X D .X.�; t//t�0 and Xn D .Xn.�; t//t�0 are continuous d -dimensional stochastic
processes on a stochastic base PF D .�;F ;F; P / such thatX.�; s/ D Xn.�; s/ D x

for n D 1; 2; : : : and supt�0 jXn.�; t/ � X.�; t/j ! 0 a.s. as n ! 1. Then
LiX�1

n .!; �/.D�/ D X�1.!; �/.D�/ D LsX�1
n .!; �/.D�/ for a.e. ! 2 �.

Proof. For simplicity, assume that X.!; �/ and Xn.!; �/ for n D 1; 2; : : : are
continuous and limn!1 supt�0 jXn.!; t/�X.!; t/j D 0 for every! 2 �. For every
! 2 � and " > 0, there exists N".!/ � 1 such that Xn.!; t/ 2 X.!; t/ C "B

and X.!; t/ 2 Xn.!; t/ C "B for t � s and n � N".!/, where B is a
closed unit ball of Rd . Then X�1

n .!; �/.fXn.!; t/g/ � X�1
n .!; �/.fX.!; t/ C

"Bg/ and X�1.!; �/.fX.!; t/g/ � X�1.!; �/.fXn.!; t/ C "Bg/ a.s. for n �
N".!/. Let us observe that for every A � RC and C � Rd , one has A �
X�1
n .!; �/.Xn.!;A//, A � X�1.!; �/.X.!;A//,Xn.!;X�1.!; �/.C // � C C "B ,

and X.!;X�1.!; �/.C // � C for n D 1; 2; : : :. Taking in particular A D
X�1.!; �/.D�/ and C D D� in the above inclusions, we obtainX�1.!; �/.D�/ �
X�1
n .!; �/.Xn.!;X�1.!; �/.D�// � X�1

n .!; �/.D� C "B/ a.s. for n � N".!/.
Similarly, taking A D X�1

n .!; �/.D�/ and C D D�, we obtain X�1
n .!; �/.D�/ �

X�1.!; �/.X.!;X�1
n .!; �/.D�/// � X�1.!; �/.Xn.!;X�1

n .!; �/.D�// C "B/ �
X�1.!; �/.D� C "B/ a.s. for n � N".!/. Hence it follows that

X�1.!; �/.D�/ �
1\

kD0
X�1
kCN".!; �/.D� C "B/

�
N"�1[

nD1

1\

kD0
X�1
kCn.!; �/.D� C "B/

[
1\

kD0
X�1
kCN".!; �/.D� C "B/

[
1[

nDN"C1

1\

kD0
X�1
kCn.!; �/.D� C "B/

D
1[

nD1

1\

kD0
X�1
kCn.!; �/.D� C "B/

D Lim infX�1
n .!; �/.D� C "B/

a.s. for every " > 0, which by virtue of Corollary 1.1 of Chap. 2, implies
X�1.!; �/.D�/ � T

">0 Lim infX�1.!; �/.D� C "B/ D Lim infX�1
n .!; �/.D�/

a.s. Hence, by virtue of (ii) of Lemma 1.2 of Chap. 2, we obtain X�1.!; �/.D�/ �
Li X�1

n .!; �/.D�/. In a similar way, we get
S1
kD0 X�1

kCN".!; �/.D� C "B/ �
X�1.!; �/.D� C "B/. Then
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N"�1\

nD1

1[

kD0
X�1
kCn.!; �/.D�/ [

1[

kD0
X�1
kCN".!; �/.D�/ [

1\

nDN"C1

1[

kD0
X�1
kCn.!; �/.D�/

� X�1.!; �/.D� C "B/

for every " > 0. Hence, by virtue of (v) of Lemma 1.2 of Chap. 2, it follows that

Ls X�1
n .!; �/.D�/ D

1\

nD1

1[

kD0
X�1
kCn.!; �/.D�/ � X�1.!; �/.D� C "B/

for every " > 0. Thus Ls X�1
n .!; �/.D�/ � T

">0 X
�1.!; �/.D� C "B/ D

X�1.!; �/.D�/ a.s. From the above inclusions, we obtain X�1.!; �/.D�/ �
Li X�1

n .!; �/.D�/ � Ls X�1
n .!; �/.D�/ � X�1.!; �/.D�/ a.s. Then

Ls X�1
n .!; �/.D�/ � X�1.!; �/.D�/ � Li X�1

n .!; �/.D�/;

which by (i) of Corollary 1.2 of Chap. 2, implies that Li X�1
n .!; �/ .D�/ D

Ls X�1
n .!; �/.D�/ D X�1.!; �/.D�/: �

Lemma 5.3. Let D be a domain in Rd and .s; x/ 2 RC � D. Assume that
X D .X.�; t//t�0 and Xn D .Xn.�; t//t�0 are continuous d -dimensional stochastic
processes on a stochastic base PF D .�;F ;F; P / such thatX.�; s/ D Xn.�; s/ D x

for n D 1; 2; : : : and supt�0 jXn.�; t/ � X.�; t/j ! 0 a.s. as n ! 1. If there
exists a mapping T W � ! RC such that max.�; �n/ < T a.s. for n D 1; 2; : : :,
where � D inffr > s W X.�; r/ 62 Dg and �n D inffr > s W Xn.�; r/ 62
Dg, then .X�1.!; �/.D�// \ Œs; T .!// D Li .X�1

n .!; �/.D�/ \ .s; T .!/// D
Ls .X�1

n .!; �/.D�/ \ .s; T .!/// for a.e. ! 2 �.

Proof. Assume that X.!; �/ and Xn.!; �/ for n D 1; 2; : : : are continuous,
max.�.!/; �n.!// < T .!/ for n D 1; 2; : : :, and limn!1 supt�0 jXn.!; t/ �
X.!; t/j D 0 for every ! 2 �. By virtue of (iv) and (vi) of Lemma 1.2 of Chap. 2
and Lemma 5.2, we get

Ls .X�1
n .!; �/.D�/ \ .s; T .!/// � LsX�1

n .!; �/.D�/ \ Œs; T .!//
D X�1.!; �/.D�/\ Œs; T .!//:

Similarly, by virtue of (iii) and (vi) of Lemma 1.2 of Chap. 2, we also have

Li .X�1
n .!; �/.D�/\ .s; T .!/// � .Li .X�1

n .!; �/.D�// \ Œs; T .!//:
By virtue of (ii) of Corollary 1.2 of Chap. 2, for every t 2 .Li .X�1

n .!; �/.D�// \
Œs; T .!//, there exists Nn � 1 such that for every n > Nn, there is tn 2
X�1
n .!; �/.D�/ \ Œs; T .!// such that tn ! t as n ! 1. Then dist.t; X�1

n .!; �/
.D�// ! 0 as n ! 1. Therefore, for every " > 0, there exists N" > Nn such
that t 2 X�1

n .!; �/.D�/ C "B for n � N". Hence, similarly as in the proof of
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Lemma 5.2, it follows that for every t 2 Li .X�1
n .!; �/.D�//\ Œs; T .!// and " > 0,

one has

t 2
1\

kD0
f.X�1

kCN".!; �/.D�/C "B/\ Œs; T .!//g

�
1[

nD1

1\

kD0
f.X�1

kCn.!; �/.D�/C "B/\ Œs; T .!//g

D Lim inff.X�1
n .!; �/.D�/C "B/\ Œs; T .!//g:

Then

Li.X�1
n .!; �/.D�//\ Œs; T .!// � Lim inffX�1

n .!; �/.D�/\ Œs; T .!//g

� Li .X�1
n .!; �/.D�/\ Œs; T .!/// � Li.X�1

n .!; �/.D�//\ Œs; T .!//:

Thus

X�1.!; �/.D�/ \ Œs; T .!// D .LiX�1
n .!; �/.D�// \ Œs; T .!//

D Li .X�1
n .!; �/.D�/ \ Œs; T .!///:

Therefore, by (iv) and (vi) of Lemma 1.2 of Chap. 2 and Lemma 5.2, one has

Ls .X�1
n .!; �/.D�/\ Œs; T .!///

� X�1.!; �/.D�/\ Œs; T .!//

D Li .X�1
n .!; �/.D�/\ Œs; T .!///: �

Lemma 5.4. Let D be a domain in Rd and .s; x/ 2 RC � D. Assume that
X D .X.�; t//t�0 and Xn D .Xn.�; t//t�0 are continuous d -dimensional stochastic
processes on a stochastic base PF D .�;F ;F; P / such thatX.�; s/ D Xn.�; s/ D x

for n D 1; 2; : : : and supt�0 jXn.�; t/ � X.�; t/j ! 0 a.s. as n ! 1. If
infX�1

n .!; �/.D�/ < 1 for a.e.! 2 � for n D 1; 2; : : :, then infX�1.!; �/.D�/ <
1 for a.e. ! 2 �.

Proof. Let �n.!/ D infX�1
n .!; �/.D�/ < 1 and �.!/ D infX�1.!; �/.D�/ for

! 2 �. Put ƒ D f! 2 � W �.!/ D 1g and ƒn D f! 2 � W �n.!/ D 1g for
n D 1; 2; : : :. For every ! 2 ƒ, one hasX.!; t/ 2 D for t � s. By the properties of
the sequence .Xn/1nD1 for a.e. fixed ! 2 ƒ, there exists a positive integerN.!/ � 1

such that Xn.!; t/ 2 D for t � s and every n � N.!/. Then for a.e. ! 2 ƒ and
every n � N.!/, we have �n.!/ D 1. For simplicity, assume that �n.!/ D 1 for
every n � N.!/ and ! 2 ƒ. By the assumption that �n < 1 a.s. and the definition
of ƒn, we have P.ƒn/ D 0 for every n � 1. Then P.

S1
nD1 ƒn/ D 0. But for every

! 2 ƒ and n � N.!/, we have �n.!/ D 1. Therefore, ƒ � S1
nD1 ƒn. Then

P.ƒ/ D 0. �
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Lemma 5.5. Let D be a domain in Rd and .s; x/ 2 RC � D. Assume that
X D .X.�; t//t�0 and Xn D .Xn.�; t//t�0 are continuous d -dimensional stochastic
processes on a stochastic base PF D .�;F ;F; P / such thatX.�; s/ D Xn.�; s/ D x

for n D 1; 2; : : : and supt�0 jXn.�; t/ � X.�; t/j ! 0 a.s. as n ! 1 and
let �n.!/ D infX�1

n .!; �/.D�/ and �.!/ D infX�1.!; �/.D�/ for ! 2 �.
If max.�n; �/ < 1 a.s. for n D 1; 2; : : :, then there is a mapping T W � ! RC such
that max.�n; �/ < T a.s. for n � 1.

Proof. By virtue of Lemma 5.2, we have �.!/ D inf.LiX�1
n .!; �/.D�// for a.e.

! 2 �. By virtue of (ii) of Corollary 1.2 of Chap. 2, for a.e. ! 2 � there is Nn � 1

such that for every n > Nn, there exists tn 2 X�1
n .!; �/.D�/ such that tn ! �

a.s. as n ! 1. For every n > Nn, we have �n � � , because X�1.!; �/.D�/ �
X�1
n .!; �/.D� C "B/, �"n � � and �"n ! �n a.s. as " ! 0, where �"n.!/ D

infX�1
n .!; �/.D� C "B/ for n � Nn. Then lim sup �n � � a.s., which implies that

for a.e. ! 2 �, there exists a positive integerN.!/ � 1 such that �n.!/ < �.!/ for
n � N.!/. Taking T .!/ D maxf�1.!/C1; �2.!/C1; : : : ; �N.!/.!/C1; �.!/C1g
for a.e. ! 2 �, we have defined a mapping T W � ! RC such that max.�n; �/ < T
a.s. for n � 1. �

Now we can prove the following convergence theorem.

Theorem 5.1. Let D be a domain in Rd and .s; x/ 2 RC � D. Assume that
X D .X.�; t//t�0 and Xn D .Xn.�; t//t�0 are continuous d -dimensional stochastic
processes on a stochastic base PF D .�;F ;F; P / such thatX.�; s/ D Xn.�; s/ D x

for n D 1; 2; : : : and supt�0 jXn.�; t/�X.�; t/j ! 0 a.s. as n ! 1. If �n D inffr >
s W Xn.�; r/ 62 Dg < 1 a.s. for n D 1; 2; : : :, then limn!1 �n D � a.s., where
� D inffr > s W X.�; r/ 62 Dg:
Proof. By virtue of Lemma 5.4, we have max.�n; �/ < 1 a.s. for n D 1; 2; : : :.
Therefore, by virtue of Lemma 5.5, there is a mapping T W � ! RC such
that max.�n; �/ < T a.s. for n D 1; 2; : : :. Then by virtue of Lemma 5.1, we
have �n.!/ D inf.X�1

n .!; �/.D�/ \ .s; T .!/// and �.!/ D inf.X�1.!; �/.D�/ \
.s; T .!/// for ! 2 � and n D 1; 2; : : :. By virtue of Lemma 5.3, Remark 1.2 of
Chap. 2, and Theorem 1.1 of Chap. 2, we get

lim
n!1h..X�1

n .!; �/.D�/\ .s; T .!///; X�1.!; �/.D�/\ .s; T .!////

D lim
n!1h..X�1

n .!; �/.D�/ \ .s; T .!///; X�1.!; �/.D�/ \ .s; T .!////
D 0

for a.e. ! 2 �, where h is the Hausdorff metric on Cl.Œs; T .!/�/ for every fixed
! 2 �. Let " > 0 and t".!/ 2 X�1.!; �/.D�/ \ .s; T .!/// be such that
t".!/ < �.!/ C " for fixed ! 2 �. By the above property of the sequence
.X�1

n .!; �/.D�/ \ .s; T .!///1nD1 and the definition of the Hausdorff metric h, we
have dist.t".!/;X�1

n .!; �/.D�/\ .s; T .!/// ! 0 for fixed ! 2 � and every " > 0
as n ! 1. Therefore, for every fixed ! 2 �, there exists a sequence .tn" .!//

1
nD1
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such that tn" .!/ 2 X�1
n .!; �/.D�/ \ .s; T .!// for n � 1 and jtn" .!/ � t".!/j ! 0

as n ! 1. Hence it follows that

�n.!/ � tn" .!/ � jtn" .!/� t".!/j C t".!/ < jtn" .!/ � t".!/j C �.!/C "

for " > 0 and n � 1. Then lim supn!1 �n.!/ � �.!/.
Similarly, for fixed ! 2 � and every " > 0 and n � 1, we can select tn" .!/ 2

X�1
n .!; �/.D�/\ Œs; T .!// and Ntn" 2 X�1.!; �/.D�/\ Œs; T .!// such that tn" .!/ �

�n.!/C " and jNtn" .!/� tn" .!/j ! 0 as n ! 1. Hence it follows that

�.!/ � Ntn" .!/ � jNtn" .!/ � tn" .!/j C tn" .!/ � jNtn" .!/ � tn" .!/j C �n.!/C "

for every " > 0 and n � 1. Therefore, �.!/ � lim infn!1 �n.!/. Then
lim supn!1 �n.!/ � �.!/ � lim infn!1 �n.!/ for a.e. ! 2 �, which implies
that limn!1 �n D � a.s. �

LetD be a domain in Rd and .s; x/ 2 RC �D. Assume thatX D .X.t//t�0 and
QX D . QX.t//t�0 are continuous d -dimensional stochastic processes on .�;F ; P /

and . Q�; QF ; QP /, respectively, such that X.s/ D x a.s. and PX�1 D P QX�1. We shall
show that P.�D/�1 D P. Q�D/�1, P.X ı �D/�1 D P. QX ı Q�D/�1, and P.�D;X ı
�D/

�1 D P. Q�D; QX ı Q�D/�1, where �D D infft > s W Xt 62 Dg and Q�D D infft > s W
QXt 62 Dg.

The next results will follow from the following fundamental lemma, similar to
Lemma 2.1 of Chap. 1.

Lemma 5.6. Let X and QX be as above, .Y;G/ a measurable space, and C DW
C.RC;Rd /. If ˆ W C ! Y is .ˇ;G/-measurable, where ˇ is a Borel �-algebra on
C , then P.ˆ ıX/�1 D P.ˆ ı QX/�1.
Proof. Let Z D ˆ ıX and QZ D ˆ ı QX . For every A 2 G, one has P.fZ 2 Ag/ D
P.fˆıX 2 Ag/ D P.X�1.ˆ�1.A/// D QP . QX�1.ˆ�1.A/// D QP .fˆı QX 2 Ag/ D
QP.f QZ 2 Ag/. Then P.ˆ ıX/�1 D P.ˆ ı QX/�1. �

The following theorem can be derived immediately from the above result.

Theorem 5.2. Let D be a domain in Rd and .s; x/ 2 RC �D. Assume that X D
.X.t//t�0 and QX D . QX.t//t�0 are continuous d -dimensional stochastic processes
on .�;F ; P / and . Q�; QF ; QP/, respectively, such that X.s/ D x a.s. and PX�1 D
P QX�1. Then P.�D/�1 D P. Q�D/�1, P.X ı �D/�1 D P. QX ı Q�D/�1, and P.�D;X ı
�D/

�1 D P. Q�D; QX ı Q�D/�1, where �D D infft > s W Xt 62 Dg and Q�D D infft > s W
QXt 62 Dg.

Proof. Let � W C ! RC be defined by �.x/ D infft > s W x.t/ 62 Dg for
x 2 C . It is clear that � is .ˇ; ˇC/-measurable, where ˇC denotes the Borel �-
algebra on RC. Taking Y D RC, G D ˇC, and ˆ D �, we get �D D ˆ ı X and
Q�D D ˆ ı QX . Therefore, by virtue of Lemma 5.6, we obtain P.�D/�1 D P. Q�D/�1.
Let  .t; x/ D x.t/ for x 2 C and t 2 RC and put ˆ.x/ D  .�.x/; x// for x 2 C .
It is clear that the mapping ˆ satisfies the conditions of Lemma 5.6 with Y D Rd
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and G D ˇ, where ˇ denotes the Borel �-algebra on Rd . Furthermore, we have
ˆ ı X D X ı �D and ˆ ı QX D QX ı Q�D . Therefore, by virtue of Lemma 5.6, we
obtain P.X ı �D/�1 D P. QX ı Q�D/�1. Finally, let ˆ.x/ D .�.x/;  .�.x/; x// for
x 2 C . Immediately from the properties of the mappings  and �, it follows that ˆ
satisfies the conditions of Lemma 5.6 with Y D RC � Rd and G D ˇC � ˇ, where
ˇC denotes the Borel �-algebra of RC. Furthermore, ˆ ı X D .�D;X ı �D/ and
ˆ ı QX D . Q�D; QX ı Q�D/, which by virtue of Lemma 5.6, implies P.�D;X ı �D/�1 D
P. Q�D; QX ı Q�D/�1. �

Corollary 5.1. If the assumptions of Theorem 5.2 are satisfied, then for every
continuous bounded function f W RC � Rd ! R, one has EŒf .�D;X ı �D/� D
QEŒf . Q�D; QX ı Q�D/�, where E and QE denote the mean value operators with respect to

probability measures P and QP , respectively. �

6 Notes and Remarks

The first papers concerning stochastic functional inclusions written in the set-valued
integral form are due to Hiai [38] and Kisielewicz [51, 55], where stochastic
functional inclusions containing set-valued stochastic integrals were independently
investigated. In the above papers, only strong solutions were considered. An ex-
tension of the Fillipov theorem for stochastic differential inclusions was given by
Da Prato and Frankowska [23]. Existence and stability of solutions of stochastic
differential inclusions were considered by Motyl in [82] and [83], resp. Weak
solutions of stochastic functional inclusions have been considered by Aubin and
Da Prato [9], Kisielewicz [53] and Levakov [71]. Weak compactness with respect
to convergence in distribution of solution sets of weak solutions of stochastic
differential inclusions was considered in Kisielewicz [56, 58, 60]. Also, Levakov
in [71] considered weak compactness of all distributions of weak solutions of some
special type of stochastic differential inclusions. Compactness of solutions of second
order dynamical systems was considered by Michta and Motyl in [78]. The results
of the last three sections of this chapter are based on Kisielewicz [56, 58], where
stochastic functional inclusions in the finite intervals Œ0; T � are considered. The
results dealing with backward stochastic differential inclusions were first considered
in the author’s paper [59]. The results contained in Sect. 5 are taken entirely from
Kisielewicz [55]. The properties of stochastic differential inclusions presented in
Sect. 2 are the first dealing with such inclusions. By Theorem 2.1 of Chap. 3,
stochastic differential inclusions SDI.F;G/ are equivalent to stochastic functional
inclusions of the form xt � xs 2 decfJ.F ı x/g C decfJ .G ı x/g. Therefore,
for multifunctions F and G satisfying the assumptions of Theorem 1.5, the set
Sw.F;G;	/ of all weak solutions of SDI.F;G/ with an initial distribution 	
contains a set considered in optimal control problems described by SDI.F;G/.
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For the existence of solutions of such optimal control problems, it is necessary
to have some sufficient conditions implying weak compactness of a solution set
Sw.F;G;	/. Such results are difficult to obtain by the methods used in the
proof of Theorem 4.1, because boundedness or square integrable boundedness of
decfJ.F ı x/g and decfJ .G ı x/g is necessary in such a proof.



Chapter 5
Viability Theory

The results of this chapter deal with the existence of viable solutions for stochastic
functional and backward inclusions. Weak compactness of sets of all viable weak
solutions of stochastic functional inclusions is also considered.

1 Some Properties of Set-Valued Stochastic Functional
Integrals Depending on Parameters

Let F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd ! Cl.Rd�m/ be measurable
and square integrably bounded set-valued mappings. Given a set-valued stochastic
process .K.t//0�t�T with values in Cl.Rd /, we denote by SFI.F;G;K/ the
following viability problem:

�
xt � xs 2 clLfJst ŒSF.F ı x/�C Jst ŒSF.G ı x/�g for 0 � s � t � T;

xt 2 K.t/ a:s: for t 2 Œ0; T �; (1.1)

associated with SFI.F;G/. Similarly, we denote by BSDI.F;K/ the backward
viability problem:

�
xs 2 EŒxt C R t

s
F .�; x� /d� jFs� a:s: for 0 � s � t � T;

xt 2 K.t/ a:s: for t 2 Œ0; T �; (1.2)

associated with BSDI.F;K.T //.
We precede the existence theorems for such problems by some properties of

set-valued stochastic functional integrals depending on parameters. Given a Banach
space .X; k � k/, by Cl.X/ we denote the space of all nonempty closed subsets

M. Kisielewicz, Stochastic Differential Inclusions and Applications,
Springer Optimization and Its Applications 80, DOI 10.1007/978-1-4614-6756-4 5,
© Springer Science+Business Media New York 2013
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of X . In particular, we shall consider X to be equal to Rd , L2.�;F ;Rr /, and
L2.Œ0; T � � �;†F;R

r with r D d and r D d � m, respectively. The Hausdorff
metrics on these spaces will be denoted by h, D, and H , respectively.

Let PF D .�;F ;F;P/ be a filtered probability space with a filtration F D
.Ft /0�t�T satisfying the usual conditions. Similarly as above, for set-valued map-
pings F and G as given above and an F-nonanticipative d -dimensional stochastic
process x D .xt /0�t�T , we shall denote by SF.F ı x/ and SF.G ı x/ the sets
of all F-nonanticipative stochastic processes f D .ft /0�t�T and g D .gt /0�t�T ,
respectively, such that ft 2 F.t; xt / and gt 2 G.t; xt / a.s. for a.e. t 2 Œ0; T �.
It is clear that SF.F ı x/ and SF.G ı x/ are decomposable closed subsets of
L2.Œ0; T � � �;†F;R

d / and L2.Œ0; T � � �;†F;R
d�m/, respectively, where †F

denotes the �-algebra of all F-nonanticipative subsets of Œ0; T � � �. Therefore,
by virtue of Theorem 3.2 of Chap. 2, there exist †F-measurable mappings ˆ and
‰ such that SF.F ı x/ D SF.ˆ/ and SF.G ı x/ D SF.‰/, which by virtue of
Corollary 3.1 of Chap. 2, implies that ˆ D F ı x and ‰ D G ı x.

In what follows, we shall denote by j � j the norm of the Banach space X r D
L2.Œ0; T � � �;†F;R

r / with r D d or r D d � m. Similarly as above, C.F;Rd /

denotes the space of all d -dimensional continuous F-adapted stochastic processes
x D .xt /0�t�T with norm kxk D .EŒsup0�t�T jxt j2�/1=2. Given a measurable and
uniformly square integrably bounded set-valued mappingK W Œ0; T ��� ! Cl.Rd /,
we shall assume that the set K.t/ D fu 2 L2.�;Ft ;Rd / W u 2 K.t; � / a:s:g
is nonempty for every 0 � t � T . It is clear that this requirement is satisfied
for a square integrably bounded multifunction K W Œ0; T � ! Cl.Rd /. Recall that
K W Œ0; T � � � ! Cl.Rd / is said to be uniformly square integrably bounded
if there exists  2 L2.Œ0; T �;RC/ such that kK.t; !/k � .t/ for a.e. .t; !/ 2
Œ0; T � � �, where kK.t; !/k D h.K.t; !/; f0g/. Let us observe that for the above
multifunctions F and G and a d -dimensional Ft -measurable random variable X;
the set-valued processes F ıX and G ıX are ˇT ˝ Ft -measurable.

Assume that the above set-valued mappings F and G satisfy the following
conditions .H1/:

(i) F W Œ0; T ��Rd ! Cl.Rd / and G W Œ0; T ��Rd ! Cl.Rd�m/ are measurable
and uniformly square integrably bounded, i.e., there exists m 2 L2.Œ0; T �;RC/
such that max.kF.t; x/k; kG.t; x/k/ � m.t/ for a.e. t 2 Œ0; T � and x 2 Rd ,
where kF.t; x/k D supfjzj W z 2 F.t; x/g and kG.t; x/k D supfjzj W z 2
G.t; x/g;

(ii) F.t; �/ and G.t; �/ are Lipschitz continuous for a.e. fixed t 2 Œ0; T �, i.e., there
exists k 2 L2.Œ0; T �;RC/ such that H.F.t; x/; F.t; z// � k.t/jx � zj and
H.G.t; x/;G.t; z// � k.t/jx � zj for a.e. t 2 Œ0; T � and x; z 2 Rd .

Lemma 1.1. If F and G satisfy conditions .H1/, then the set-valued mappings
C.F;Rd / 3 x ! SF.F ı x/ 2 Cl.X d / and C.F;Rd / 3 x ! SF.G ı x/ 2
Cl.X d�m/ are Lipschitz continuous with Lipschitz constant L D Œ

R T
0
k2.t/dt �1=2.
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Proof. The proof is quite similar to the proof of Lemma 3.7 of Chap. 2. Let x; z 2
C.F;Rd / and f x 2 SF.F ı x/. By virtue of Theorem 3.1 of Chap. 2 applied to the
†F-measurable set-valued mapping F ı z; we get

dist2.f x; SF.F ı z// D inf

�

E

Z T

0

jf x
� � f� j2d� W f 2 SF.F ı z/

�

D E

Z T

0

dist2.f x
� ; F .�; z� //d�

� E

Z T

0

k2.t/jxt � zt j2dt � L2kx � zk2:

Then H.SF.F ı x/; SF.F ı z// � Lkx � zk: In a similar way, we also get
H.SF.F ı z/; SF.F ı x// � Ljjx � zjj: Therefore, H.SF.F ı x/; SF.F ı z// �
Lkx � zk. In a similar way, we obtain H.SF.G ı x/; SF.G ı z// � Lkx � zk. �

Lemma 1.2. Let K W Œ0; T � � � ! Cl.Rd / be F-adapted and square integrably
bounded uniformly with respect to t 2 Œ0; T �. If K. �; !/ is continuous for a.e. ! 2
�, then the set-valued mapping K W Œ0; T � ! Cl.L2.�;FT ;Rd // is continuous.

Proof. Let t0 2 Œ0; T � be fixed and let .tk/1kD1 be a sequence of Œ0; T � converging to
t0. By virtue of Theorem 3.1 of Chap. 2, for every u 2 K.t0/ and k � 1, one has

dist2.u;K.tk// D inf
˚
Eju � vj2 W v 2 K.tk/




� E
�
dist2.u; K.tk; �/

�

� E
�
h2.K.tk; �/;K.t0; �//

�
:

Then D
2
.K.t0/;K.tk// � E

�
h2.K.tk; �/;K.t0; �//

�
: In a similar way, we also

get D
2
.K.tk/;K.t0// � E

�
h2.K.tk; �/;K.t0; �//

�
. Therefore, for every k � 1,

one has D2.K.tk/;K.t0// � E
�
h2.K.tk; �/;K.t0; �//

�
: Hence, by the continu-

ity of K.�; !/ and its uniformly square integrable boundedness, it follows that
limk!1D.K.tk /;K.t0// D 0. �

Lemma 1.3. If F and G satisfy conditions .H1/, then the set-valued mappings
C.F;Rd / 3 x ! clLfJst ŒSF.F ı x/�g � L2.�;FT ;Rd / and C.F;Rd / 3 x !
clLfJst ŒSF.G ı x/�g � L2.�;FT ;Rd / are Lipschitz continuous uniformly with
respect to 0 � s < t � T with Lipschitz constants equal to

p
TL and L;

respectively, where L is as in Lemma 1.1.

Proof. Let x; z 2 C.F;Rd / and f x 2 SF.F ı x/. For fixed 0 � s < t � T , we
have dist2 .Jst .f x/; Jst ŒSF.F ı z�/ D inf

˚
EjJst .f x � f z/j2 W f z 2 SF.F ı z/



:

But for every 0 � s < t � T , one has

E jJst .f x � f z/j2 � TE

Z T

0

jf x � f zj2dt
�

:
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Therefore, by Lemma 3.6 of Chap. 2, it follows that

dist2 .Jst .f x/; Jst ŒSF.F ı z/�/ � T inf

�

E

Z T

0

jf x � f zj2dt W f z 2 SF.F ı z/

�

D T dist2 .f x; SF.F ı z//

� TH.SF.F ı x/; SF.F ı z// � TL2kx � zk2:
Then for every 0 � s < t � T , one obtains

D
2
.Jst ŒSF.F ı x/�; Jst ŒSF.F ı z/�/ � TL2kx � zk2:

Similarly, for every fixed 0 � s < t � T , we also get

D
2
.Jst ŒSF.F ı z/�; Jst ŒSF.F ı x/�/ � TL2kx � zk2:

Therefore, for every 0 � s < t � T , one has

D .Jst ŒSF.F ı x/�; Jst ŒSF.F ı z/�/ � p
TLkx � zk:

In a similar way, for fixed 0 � s < t � T , we obtain

D .Jst ŒSF.G ı x/�;Jst ŒSF.G ı z/�/ � Lkx � zk:

Hence it follows that

sup
0�s<t�T

D .clLfJst ŒSF.F ı x/�g; clLfJst ŒSF.F ı z/�g/ � p
TLkx � zk

and

sup
0�s<t�T

D .clLfJst ŒSF.G ı x/�g; clLfJst ŒSF.G ı z/�g/ � Lkx � zk:

�

Lemma 1.4. Assume that F and G satisfy (i) of .H1/ and let xn; x 2 C.F;Rd /

for n D 1; 2; : : : be such that sup0�t�T jxn.t/ � x.t/j ! 0 a.s. as n ! 1.
If F.t; �/ and G.t; �/ are continuous for a.e. fixed 0 � t � T , and .�n/1nD1 is
a sequence of functions �n W Œ0; T � ! Œ0; T � such that �n.t/ ! t as n ! 1
for every t 2 Œ0; T �, then clL fJst ŒSF.F ı .xn ı �n//�C Jst ŒSF.G ı .xn ı �n//�g !
clL fJst ŒSF.F ı x/�C Jst ŒSF.G ı x/�g in the D-metric topology of Cl.L2

.�;F ;Rd / as n ! 1 for every 0 � s � t � T .

Proof. Let 0 � s � t � T be fixed and set yn D xn ı �n for every n D 1; 2; : : :.
One has
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jynt .�/ � x.�/j D jxn.�n.�// � x.�/j
� jxn.�n.�// � x.�n.�//j C jx.�n.�//� x.�/j
� sup

0�u�T
jxn.u/� x.u/j C jx.�n.t// � x.t/j

for n D 1; 2; : : : and 0 � � � T . Then ynt .�/ ! x.�/ a.s. for every 0 � � � T

as n ! 1. Similarly as in the proof of Lemma 1.3, we can verify that the set-
valued mappings C.F;Rd / 3 x ! clLfJst ŒSF.F ı x/�g 2 Cl.L2.�;F ;Rd //

and C.F;Rd / 3 x ! clLfJst ŒSF.G ı x/�g 2 Cl.L2.�;F ;Rd // are con-
tinuous. Therefore, clL fJst ŒSF.F ı .xn ı �n//�C Jst ŒSF.G ı .xn ı �n//�g ! clL
fJst ŒSF.F ı x/�C Jst ŒSF.G ı x/�g in the D-metric topology as n ! 1. �

2 Viable Approximation Theorems

The existence of solutions of viability problems (1.1) and (1.2) will follow from
some viable approximation theorems by applying the standard methods presented
in the proofs of the existence of strong and weak solutions for stochastic functional
inclusions. We shall now present such approximation theorems. In what follows,
it will be convenient to denote by d.x;A/ the distance dist.x; A/ of x 2 X

to a nonempty set A � X . We shall also denote the set-valued functional
integrals Jst ŒSFˆ/� and Jst ŒSF‰/� of F-nonanticipative set-valued processes ˆ 2
L2F.T;�;Rd / and ‰ 2 L2F.T;�;Rd�m/ by

R t
s
ˆ�d� and

R t
s
‰�dB� ; respectively.

We shall prove the following approximation theorems.

Theorem 2.1. Assume that F and G satisfy condition (i) of .H1/ and let PF D
.�;F ;F; P / be a complete filtered probability space with a filtration F D
.Ft /0�t�T such that there exists an m-dimensional F-Brownian motion
B D .Bt /0�t�T defined on PF. Let K W Œ0; T � ! Cl.Rd / be such that a set-valued
process .K.t//0�t�T is continuous. If

lim inf
h!0C

1

h
D

"

x C clL

 Z tCh

t

F .�; x/d� C
Z tCh

t

G.�; x/dB�

!

;K.t C h/

#

D 0

(2.1)

for every .t; x/ 2 Graph.K"/ and every " 2 .0; 1/, where K".t/ D fu 2
L2.�;Ft ;Rd / W d.u;K.t// � "g for every 0 � t � T , then for every " 2 .0; 1/ and
x0 2 K.0/, there exist a step function �" W Œ0; T � ! Œ0; T � and F-nonanticipative
stochastic processes f " D .f "

t /0�t�T and g" D .g"t /0�t�T such that

(i) f " 2 SF.F ı .x" ı �"// and g" 2 SF.G ı .x" ı �"//, where x".t/ D x0 CR t
0
f "
� d� C R t

0
g"�dB� for 0 � t � T ;

(ii) EŒdist.x".�".t//;K.�".t//� � " for 0 � t � T ;
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(iii) E
h
l.x".s//

�
h.x".t// � h.x".s//� R t

s .L
x"

f "g"h/�d�
�i

D 0 for every 0 � s �
t � T , l 2 Cb.Rd ;R/ and h 2 C2

b .R
d ;R/.

Proof. Let " 2 .0; 1/ and x0 2 K.0/ be fixed. Select ı 2 .0; "/ such thatR tCı
t

m2.�/d� � "2=24 and D.K.t C ı/;K.t// � "=22 for t 2 Œ0; T �. By virtue
of (2.1), there exists h0 2 .0; ı/ such that

D

"

x0 C clL

 Z h0

0

F.�; x0/d� C
Z h0

0

G.�; x0/dB�

!

;K.h0/
#

� "h0

22
:

Then for every u0 2 x0 C clL

�R h0
0
F.�; x0/d� C R h0

0
G.�; x0/dB�

�
, one has

d.u0;K.h0// � "h0=2
2. Let t0 D 0 and t1 D h0. Select arbitrarily ˇT ˝ F0-

measurable selectors f 0 and g0 of F ı x0 and G ı x0; respectively. It is clear that
f 0 2 SF.F ı x0// and g0 2 SF.G ı x0//. Let x".t/ D x0 C R t

0
f 0
� d� C R t

0
g0�dB�

for 0 � t � t1. Put �".t/ D 0 for 0 � t < t1 and �".t1/ D t1. We have

x".h0/ 2 x0 C clL2

 Z h0

0

F.�; x0/d� C
Z h0

0

G.�; x0/dB�

!

:

Therefore, d.x".h0/;K.h0// � "h0=2
2 � "=22. Together with the properties of the

number ı > 0, it follows that

d.x".t/;K.t// � kx".t/ � x".h0/k C d.x".h0/;K.h0//

� "=2C "h0=2
2 CD.K.h0/;K.t// � "

for 0 � t � t1; because

kx".t/ � x".h0/k

�
p
h0

"

E

Z h0

0

jf 0
� j2d�

#1=2

C
"

E

Z h0

0

jg0� j2d�
#1=2

� 2"=22 D "=2

for 0 � t � t1. Let x1 2 K.t1/ be such that kx".h0/ � x1k � d.x".h0/;K.h0//C
"=22. Hence, by Theorem 3.1 of Chap. 2, it follows that

EŒdist.x".h0/;K.h0//� D inffEjx".h0/ � uj W u 2 K.h0/g �
EŒjx".h0/� x1j� � .EŒjx".h0/ � x1j2�/1=2 D jjx".h0/� x1jj � "=22 C "=22 � ":

By Itô’s formula, for every h 2 C2
b .R

d ;R/ and 0 � s � t � T , we have

h.x".t// � h.x".s//�
Z t

s

.Lx
"

f 0g0
h/�d� D

nX

iD1

mX

jD1

Z t

s

h00
xi xj

.x".�//g0ij .�/dB
j
� ;
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a.s., where B D .B1; : : : ; Bm/ and g0� D .g0ij .�//d�m. But x".s/ is Fs-measurable.
Then for 0 � s � t � t2, i D 1; 2; : : : ; n, and j D 1; 2; : : : ; m, we have

E



l.x".s//

Z t

s

h00
xi xj

.x".�//g0ij .�/dB
j
�

�

D E

Z t

s

l.x".s//h00
xixj

.x".�//g0ij .�/dB
j
�

�

D 0:

Therefore, for every l 2 Cb.Rd ;R/, h 2 C2
b .R

d ;R/, and 0 � s � t � t1, we get

E



l.x".s//

�

h.x".t// � h.x".s// �
Z t

s

.Lx
"

f 0g0
h/�d�

��

D 0:

Suppose h0 < T . We have .h0; x".h0// 2 Graph.K"/ because d.x".h0/;K.h0//
� ". Therefore, we can repeat the above procedure and select h1 2 .0; ı/ such that

D

"

x".h0/C clL

 Z t1Ch1
t1

F .�; x".h0//d�C
Z t1Ch1
t1

G.�; x".h0//dB�

!

;K.t1Ch1/
#

� "h1

22
:

Similarly as above, we can select f 1 2 SF.F ıx".h0// and g1 2 SF.Gıx".h0//;
and define x".t/ D x".t1/C

R t
t1
f 1
� d�CR t

t1
g1�dB� for t1 � t � t2, where t2 D t1Ch1.

We can also extend the function � on Œ0; t2� by taking �.t/ D t1 for t1 � t < t2 and
�".t2/ D t2. We have

x".t2/ 2 x".t1/C clL

�Z t2

t1

F .�; x".t1//d� C
Z t2

t1

G.�; x".t1//dB�

�

:

Therefore, for every t1 � t � t2, one has

d.x".t/;K.t// � kx".t/ � x".t2/jj C d.x".t2/;K.t2//CH.K.t2/;K.t// � ";

because similarly as above, we get kx".t/ � x".t2/k � "=2 for every t1 � t � t2.
Similarly as above, for every l 2 Cb.Rd ;R/, h 2 C2

b .R
d ;R/, and t1 � s � t � t2,

we also get

E



l.x".s//

�

h.x".t// � h.x".s// �
Z t

s

.Lx
"

f "g"h/�d�

��

D 0:

Let x2 2 K.t2/ be such that kx".t2/ � x2k � d.x".t2/;K.t2// C "=22. Hence it
follows that EŒdist.x".t2/;K.t2//� � ". Let us observe that the above relations
can be written in the form presented in (i)–(iii) above with T D t2, where f " D
1Œ0;t1/f

0C1.t1;t2�f
1, g" D 1Œ0;t1/g

0C1.t1;t2�g
1 and x".t/ D x0C

R t
0
f "
� d�CR t

0
g"�dB�

for 0 � t � t2.
Continuing the above procedure, we can extend the function �" and processes

f ", g", and x" on the whole interval Œ0; T � such that the above conditions (i)–
(iii) are satisfied. To see this, let us denote by ƒ" the set of all extensions of the
vector function ˆ" D .�"; f

"; g"; x"/ on Œ0; ˛� �� with ˛ 2 .0; T � and �"jŒ0;˛� not
depending on ! 2 �. We have ƒ" ¤ ;. Let us introduce in ƒ" the partial order
relation 	 by setting ˆ˛" 	 ˆ

ˇ
" if and only if ˛ � ˇ and ˆ˛" D ˆ

ˇ
" jŒ0;˛�, where ˆ˛"
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and ˆˇ" denote extensions of ˆ" to Œ0; ˛� and Œ0; ˇ�, respectively. Let P˛
" be a set

containing an extension ˆ˛" and all its restrictions ˆ˛" jŒ0;a� for every a 2 .0; ˛�. It is
clear that each completely ordered subset of ƒ" is of the form P˛

" determined by
some extensionˆ˛" . It is also clear that every set P˛

" hasˆ˛" as its upper bound. Then
by the Kuratowski–Zorn lemma, there exists a maximal element ‰" of ƒ" defined
on Œ0; b� � � with b � T . It has to be b D T . Indeed, if it were b < T , then we
could repeat the above procedure and extend ‰" to the vector function �" defined
on Œ0; �� �� with b � � . It would be ‰" 	 �", in contradiction to the assumption
that‰" is a maximal element ofƒ". Then ˆ" can be extended on Œ0; T ��� in such
a way that conditions (i)–(iii) are satisfied. �

Remark 2.1. Theorem 2.1 is also true if instead of (2.1), we assume that

lim inf
h!0C

1

h
D

"

x C clL

 Z tCh

t

F .�; x/d�

!

C
Z tCh

t

G.�; x/dB� ;K.t C h/

#

D 0

(2.2)

for every .t; x/ 2 Graph .K"/. �

Theorem 2.2. Assume that F and G satisfy conditions .H1/. Suppose PF D
.�;F ;F; P / is a complete filtered probability space with a filtration F D
.Ft /0�t�T such that there exists an m-dimensional F-Brownian motion B D
.Bt /0�t�T defined on PF. Let K W Œ0; T � � � ! Cl.Rd / be F-nonanticipative
such that K.t/ ¤ ; for every 0 � t � T and .K.t//0�t�T is continuous. If (2.1)
is satisfied for every .t; x/ 2 Graph.K/, then for every " 2 .0; 1/, a 2 .0; T /,
x0 2 K.0/ , and F-nonanticipative processes � D .�t / 0�t�T and  D . t /0�t�T
with �t 2 L2.�;FT ;Rd /,  t 2 L2.�;FT ;Rd�m/ for 0 � t � T and .�0;  0/ 2
F.0; x0/ � G.0; x0/ a.s., there exist a partition 0 D t0 < t1 < � � � < tp D a of
the interval Œ0; a�, a step function �" W Œ0; a� ! Œ0; a�, F-nonanticipative stochastic
processes f " D .f "

t /0�t�a and g" D .g"t /0�t�a, and a step stochastic process
z" D .z".t//0�t�a such that

(i) tjC1�tj � ı, where ı 2 .0; "/ is such that max
�R tCı

t
k2.�/d�;

R tCı
t

m2.�/d�
�

� "2=24 andD.K.t C ı/;K.t// � "=22 for t 2 Œ0; T �;
(ii) �".t/ D tj for tj � t < tjC1 for j D 0; 1; : : : p � 2 and �".t/ D tp�1 for

tp�1 � t � a;
(iii) f " 2 SF.F ı .x" ı �"//, g" 2 SF.G ı .x" ı �"//, j�t .!/ � f "

t .!/j �
dist.�t ; F .t; .x" ı �"/.t/// and j t.!/ � g"t .!/j � dist. t ; G.t; .x" ı �"/.t///
for .t; !/ 2 Œ0; a���, where x".t/ D x0 C R t

0 .f
"
� C z".�//d� C R t

0 g
"
�dB� a.s.

for 0 � t � a;
(iv) kz".t/k � "=22 for 0 � t � a, where kz".t/k2 D Ejz.t/j2;
(v) d.x".�".t//;K.�".t// D 0 for 0 � t � a;

(vi) d
�
x".t/ � x".s/; clL

�R t
s
F .�; .x" ı �"/.�//d� C R t

s
G.�; .x" ı �"/.�//dB�

��

� " for every 0 � s < t � a.
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Proof. Let x0 2 K.0/, " 2 .0; 1/ and a 2 .0; T / be fixed. Without loss of generality,
we can assume that T D 1. By virtue of (2.1), there exists h0 2 .0; ı/ such that

D

"

x0 C clL

 Z h0

0

F.�; x0/d� C
Z h0

0

G.�; x0/dB�

!

;K.h0/
#

� "h0

22
;

where ı > 0 is such that condition (i) is satisfied. By virtue of Corollary 2.3 of
Chap. 2 applied to †F-measurable multifunctions F ı x0 and G ı x0; and given the
above processes � and  ; there exist f 0 2 SF.F ı x0/ and g0 2 SF.G ı x0/ such
that j�t .!/�f 0t .!/j D dist.�t ; F .t; x0// and j t.!/�g0t .!/j D dist. t ; G.t; x0//
for .t; !/ 2 Œ0; a� ��. Similarly as in the proof of Theorem 2.1, we define now the
function �" by taking �".t/ D 0 for 0 � t < t1 and �".t1/ D t1; where t1 D h0.
Hence it follows that f 0

t 2 F.t; �".t// and g0t 2 G.t; �".t// a.s. for 0 � t < t1. Let
y0 D x0 C R t1

0
f 0
� d� C R t1

0
g0�dB� a.s. We have

y0 2 x0 C clL

 Z h0

0

F.�; x0/d� C
Z h0

0

G.�; x0/dB�

!

:

Then d.y0;K.h0// � "h0=2
2, which by Theorem 3.1 of Chap. 2, implies that

d2.y0;K.h0// D EŒdist.y0;K.h0; � /�2. Therefore, by Corollary 2.3 of Chap. 2,
there exists an Ft1-measurable random variable x1 such that x1 2 K.h0; �/ for! 2 �
and

ky0 � x1k D �
E
�
dist2.y0;K.h0; � /

�	1=2D d.y0;K.h0// � "h0=2
2:

Define z"t D .1=h0/.x1 � y0/ a.s. for 0 � t � t1. We get jjz".t/jj � .1=h0/jjx1 �
y0jj � .1=h0/."h0=2

2/ D "=4 for 0 � t � t1. We define now a process x" on Œ0; t1/
by setting

x".t/ D x0 C
Z t

0

.f 0
� C z".�//d� C

Z t

0

g0�dB� a:s: for 0 � t � t1:

We have x".0/ D x0 2 K.0/ and x".t1/ D y0 C h0.1=h0/.x1 � y0/ D x1 2 K.h0/;
which is equivalent to d.x".�".t/;K.�".t/// D 0 for t 2 Œ0; t1�. Similarly, for 0 �
s � t < t1, one obtains

d



x".t/ � x".s/; clL

�Z t

s

F .�; .x" ı �"/.�//d� C
Z t

s

G.�; .x" ı �"/.�//dB�
��

� d

Z t

s

f 0
� d� C

Z t

s

g0�dB�; clL

�Z t

s

F .�; x0/d� C
Z t

s

G.�; x0/dB�

��

C.t � s/ sup
0���t1

jjz".�/jj � "

4
< ":
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If h0 < a, we can repeat the above procedure. Applying (2.1) to .t1; x1/ 2
Graph.K/, we can select h1 2 .0; ı/ such that

D

"

x1 C clL

 Z t1Ch1

t1

F .�; x1/d� C
Z t1Ch1

t1

G.�; x1/dB�

!

;K.t1 C h1/

#

� "h1

22
:

Similarly as above, we can select x2 2 K.t1 C h1/, f 1 2 SF.F ı x1/, and g1 2
SF.G ı x1/ such that j�t .!/� f 1

t .!/j D dist.�t ; F .t; x1// and j t.!/� g1t .!/j D
dist. t ; G.t; x1// for .t; !/ 2 Œ0; a� � � and ky1 � x2k � "h1=2

2; where y1 D
x1CR t1Ch1t1

f 1
� d�CR t1Ch1t1

g1�dB� a.s. We can extend the function �" and the process
z" on the interval Œ0; t2� by setting �".t/ D t1 for t1 � t < t2, �.t2/ D t2, and
z".t/ D .1=h1/.x2 � y1/ for t1 < t � t2, where t2 D t1 C h2. Define on the interval
Œ0; t2� the process x" by setting

x".t/ D x0 C
Z t

0

.f "
� C z".�//d� C

Z t

0

g"�dB� a:s: for 0 � t � t2;

where f " D 1Œ0;t1/f
0 C 1Œt1;t2/f

1 and g" D 1Œ0;t1/g
0 C 1Œt1;t2/g

1. Similarly as
above, we obtain d.x".�".t/;K.�".t/// D 0 for 0 � t < t2 and d.x".�".t2/;
K.�".t2/// D 0, because x".t2/ D x2. Then d.x".�".t/;K.�".t/// D 0 for
0 � t � t2. It is clear that kz"t k � "=4 � " for every 0 � t � t2. Then for
every 0 � s � t � t2, we get

d



x".t/ � x".s/; clL

�Z t

s

F .�; .x" ı �"/.�//d� C
Z t

s

G.�; .x" ı �"/.�//dB�
��

� d

Z t

s

f "
� d� C

Z t

s

g"�dB� ; clL

�Z t

s

F .�; .x" ı �"/.�//d�

C
Z t

s

G.�; .x" ı �"/.�//dB�
��

C .t � s/ sup
0���t2

jjz".� jj � "

4
< ":

Suppose that for some i � 1, the inductive procedure is realized on Œ0; ti / �
Œ0; a� and the above step function �", and stochastic processes z" f "; g", and x" are
extended to Œ0; ti � and Œ0; ti /, respectively, with the above properties on this interval.
Denote by Si the set of all positive numbers h such that h 2 .0;min.ı; a � ti // and

D

"

xi C clL

 Z tiCh

ti

F .�; xi /d� C
Z tiCh

ti

G.�; xi /dB�

!

;K.ti C h/

#

� "h

23
;

where xi D x".ti /. We have Si ¤ ; and supSi > 0. Choose hi 2 Si such that
supSi � .1=2/ supSi � hi . Put tiC1 D ti C hi and let f i 2 SF.F ı xi / and gi 2
SF.Gıxi / be such that j�t .!/�f i

t .!/j D dist.�t ; F .t; xi // and j t.!/�git .!/j D
dist. t ; G.t; xi //: We can now extend �", f ", and g" to the interval Œ0; tiC1� by
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taking �".t/ D ti for ti � t < tiC1 and �".tiC1/ D tiC1 , f "
t D f i

t , g"t D git for
ti � t < tiC1. Then j�t .!/ � f "

t .!/j � dist.�t ; F .t; .x" ı �"/.t/// and j t.!/ �
g"t .!/j � dist. t ; G.t; .x" ı �"/.t/// for .t; !/ 2 Œ0; tiC1/ ��, where

x".t/ D x0 C
Z t

0

.f "
� C z".�//d� C

Z t

0

g"�dB�

a.s. for 0 � t � tiC1 with

z".t/ D .1=hi/

�

xiC1 � xi �
Z tiC1

ti

f "
� d� �

Z tiC1

ti

g"�dB�

�

a.s for ti < t � tiC1, where xiC1 2 K.tiC1/ is such that

�
�
�
�xi C

Z tiC1

ti

f "
� d� C

Z tiC1

ti

g"�dB� � xiC1
�
�
�
� � "hi=4:

Similarly as above, we obtain jjz".t/jj � "=4 for ti < t � tiC1. Hence it follows
that

d



x".t/� x".s/; clL

�Z t

s
F .�; .x" ı �"/.�//d� C

Z t

s
G.�; .x" ı �"/.�//dB�

��

� d

Z t

s
f "� d� C

Z t

s
g"�dB� ; clL

�Z t

s
F .�; .x" ı �"/.�//d� C

Z t

s
G.�; .x" ı �"/.�//dB�

��

C.t � s/ sup
0���t2

jjz".� jj � "

4
< "

for 0 � s < t < tiC1 and d.x".�".t/;K.�".t/// D 0 for 0 � t � t2.
We can continue the above procedure up to n > 1 such that tn 2 Œa; 1�. Suppose

to the contrary that such n > 1 does not exist, i.e., that for every n > 1, one has
0 < tn < a. Then we obtain a sequence .ti /1iD1 converging to t� � a such that for
every 0 � j < k � i C 1 and i � 0, we have

jjx".tk/ � x".tj /jj �
�
�
�
�
�

Z tk

tj

f "
� d�

�
�
�
�
�

C
�
�
�
�
�

Z tk

tj

g"�dB�

�
�
�
�
�

C
�
�
�
�
�

Z tk

tj

z".�/d�

�
�
�
�
�

� 2

 Z tk

tj

m2.�/d�

!1=2

C " � .tk � tj /=4:

Let xj D x".tj / and xk D x".tk/ for 0 � j < k < 1: For every 0 � j < k < 1,
one gets

kxk � xj k � 2

 Z tk

tj

m2.�/d�

!1=2

C " � .tk � tj /=4:
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Then .xi /1iD1 is a Cauchy sequence of L2.�;FT ;Rd /. Therefore, there exists x� 2
L2.�;FT ;Rd / such that kxi � x�k ! 0 as i ! 1. By the continuity of the
set-valued mapping K, we get .t�; x�/ 2 Graph.K/. Then by (2.1), there exists
h� 2 .0;min.ı; 1 � a// such that

D

"

x� C clL

 Z t�Ch�

t�
F.�; x�/d� C

Z t�Ch�

t�
G.�; x�/dB�

!

;K.t� C h�/

#

� "h�

23
:

Let N > 1 be such that for every i � N , one has 0 < t� � ti < min.h�; a; �"/,
kxi � x�k � "h�=.26A/, and D.K.ti /;K.t�// � "h�=26, where A D 1 C
2
�R 1

0
k2.t/dt

�1=2
and �" 2 .0; 1 � a/ is such that

�R tC�"
t

m2.�/d�
�1=2 � "h�=27

for every 0 � t � a. For every i � N and arbitrarily taken �i 2 SF.F ı xi / and
 i 2 SF.G ı xi /, we can select f � 2 SF.F ı x�/ and g� 2 SF.G ı x�/ such that
j�it .!/ � f �

t .!/j D dist.�i ; F .t; x�// and j it .!/ � g�
t .!/j D dist. i ; G.t; x�//

for .t; !/ 2 Œti ; t� C h�� ��. In particular, this implies

k�i � f �k2� � E

Z t�Ch�

ti

Œh.F.t; xi /; F .t; x
�//�2dt �

Z t�Ch�

ti

k2.t/kxi � x�k2dt

and

k i � f �k2� � E

Z t�Ch�

ti

Œh.G.t; xi /; G.t; x
�//�2dt �

Z t�Ch�

ti

k2.t/kxi � x�k2dt

for i � 1. Therefore, for every i � N , we get

d

"

xi C
Z tiCh�

ti

�i� d� C
Z tiCh�

ti

 i�dB� ;K.ti C h�/

#

�
�
�
�
�

"

xi C
Z tiCh�

ti

�i�d� C
Z tiCh�

ti

 i�dB�

#

�
"

x� C
Z t�Ch�

t�
f �

� d� C
Z t�Ch�

t�
g�

� dB�

#�
�
�
�

C d

"

x� C
Z t�Ch�

t�
f �

� d� C
Z t�Ch�

t�
g�

� dB� ;K.t� C h�/

#

CD.K.t� C h�/;K.ti C h�//

� jjxi � x�jj C
�
�
�
�

Z t�Ch�

ti

.�i� � f �

� /d�

�
�
�
�C

�
�
�
�

Z t�Ch�

ti

. i� � g�

� /dB�

�
�
�
�

C
�
�
�
�

Z t�Ch�

tiCh�

�i�d�

�
�
�
�C

�
�
�
�

Z t�Ch�

tiCh�

 i�dB�

�
�
�
�C

�
�
�
�

Z t�

ti

f �

� d�

�
�
�
�C

�
�
�
�

Z t�

ti

g�

� dB�

�
�
�
�

C d

"

x� C
Z t�Ch�

t�
f �

� d� C
Z t�Ch�

t�
g�

� dB� ;K.t� C h�/

#

CD.K.t� C h�/;K.ti C h�//

� kxi � x�k C 2
p
.t� � ti /C h� kxi � x�k

 Z t�Ch�

tn

k2.�/d�

!1=2
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C
�
1Cp

.t� � ti /
�
 Z t�Ch�

tiCh�

m2.�/d�

!1=2

C
�
1Cp

.t� � ti /
�
 Z t�

ti

m2.�/d�

!1=2

C 2
"h�

26
C "h�

26
�
2

41C 2
p
.t� � ti /C h�

 Z t�Ch�

ti

k2.�/d�

!1=23

5 kxi � x�k

C
�
1Cp

.t� � ti /
�

max

8
<

:

"Z t�Ch�

tiCh�

m2.�/d�

#1=2

;

"Z t�

ti

m2.�/d�

#1=2
9
=

;
C 2

"h�

26

C "h�

26
�
2

41C 2

 Z 1

0
k2.�/d�

!1=23

5 kxi � x�k

C
�
1Cp

.t� � ti /
�

max

8
<

:

"Z t�Ch�

tiCh�

m2.�/d�

#1=2

;

"Z t�

ti

m2.�/d�

#1=2
9
=

;

C 2
"h�

26
C "h�

26
� "h�

26 � A � AC 2 � "h
�

2 � 26 C 2 � "h
�

26
C "h�

26

D 5 � "h
�

26
D 5

8
� "h

�

23
<
"h�

23
:

Then for every i � N , we have

D

"

xi C clL

 Z tiCh�

ti

F .�; xi /d� C
Z tiCh�

ti

G.�; xi /dB�

!

;K.ti C h�/
#

� "h�

23

and h� 2 .0;min.ı; 1 � a//. But ti < a for every i � 1. Then 1 � a < 1 � ti for
every i � 1. Therefore, for every i � N , we have h� 2 .0;min.ı; 1 � ti //. Hence
it follows that h� 2 Si for every i � N . Then for every i � N , one has .1=2/h� �
.1=2/ supSi � hi D tiC1 � ti , which contradicts the convergence of the sequence
.ti /

1
iD1. Therefore, there exists p � 1 such that 0 D t0 < t1 < � � � < tp D a. �

Remark 2.2. Theorem 2.2 is also true if instead of (2.1), we assume that (2.2) is
satisfied for every .t; x/ 2 Graph.K/. �

Theorem 2.3. Assume thatF satisfies conditions .H1/, and let PF D .�;F ;F; P /
be a complete filtered probability space with a continuous filtration F D .Ft /0�t�T
such that FT D F . Suppose K W Œ0; T � �� ! Cl.Rd / is an F-adapted set-valued
process such that K.t/ ¤ ; for every 0 � t � T and such that the set-valued
mapping K W Œ0; T � ! Cl.L.�;FT ;Rd / is continuous. If

lim inf
h!0C

1

h
D



S

�

E



x C
Z t

t�h
F.�; x/d� jFt�h

��

;K.t � h/

�

D 0 (2.3)

is satisfied for every .t; x/ 2 Graph.K/, where S.EŒx C R t
t�h F.�; x/d� jFt�h�/ D

fEŒxC R t
t�h f�d� jFt�h� W f 2 S.coF ıx/g; then for every " 2 .0; 1/, xT 2 K.xT /,

a 2 .0; T / and measurable process � D .�/0�t�T such that �t 2 L.�;FT ;Rd /

for 0 � t � T and �T 2 F.T; xT / a.s., there exist a partition a D tp < tp�1 <
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� � � < t1 < t0 D T of the interval Œa; T �, a step function �" W Œa; T � ! Œa; T �; a step
stochastic process z" D .z"t /a�t�T , and a measurable process f " D .f "

t /a�t�T on
PF such that

(i) tj � tjC1 � ı, where ı 2 .0; "/ is such that maxfR tCı
t

k.�/d�;
R tCı
t

m.�/d�g
� "2=24 andD.K.t C ı/;K.t// � "=2 for t 2 Œ0; T �;

(ii) kz"t k � "=2 for every a � t � T , where kz"t k D Ejz"t j;
(iii) �".t/ D tj�1 for tj < t � tj�1 and �".tj / D tj with j D 1; : : : ; p � 1 and

�".t/ D tp�1 for a � t � tp�1;
(iv) f " 2 S.coF ı .x" ı �"//, j�t.!/�f "

t .!/j D dist.�t ; coF.t; .x" ı �"/.t/// for
.t; !/ 2 Œa; T � � �, where x".t/ D EŒxT C R T

t
f "
� d� jFt � C R T

t
z"�d� a.s. for

a � t � T and S.coF ı .x" ı �"//=ff 2 L.Œa; T ���;ˇT ˝FT ;Rd / W ft 2
coF.t; x".�".t/// a:s: for a:e: a � t � T g;

(v) EŒdist.x".s/; EŒx".t/CR t
s
F .�; .x" ı �"/.�/d� jFs�/� � " for a � s � t � T ,

(vi) d.x".�".t//;K.�".t/// D 0 for a � t � T .

Proof. Let " 2 .0; 1/, a 2 .0; T /, xT 2 K.T /, and a measurable process � D
.�/0�t�T be given. By virtue of (2.3), there exists h0 2 .0;min.ı; T // such that

D



S

�

E



xT C
Z T

T�h0
F .�; xT /d� jFT�h0

��

;K.T � h0/

�

� "h0=2:

Let t1 D T � h0. By virtue of Corollary 2.3 of Chap. 2, there exists f 0 2 S.coF ı
xT / such that j�t .!/�f 0

t .!/j D dist.�t .!/; coF.t; xT .!// for .t; !/ 2 Œt1; T ���.
Let y0 D EŒxT C R T

t1
f 0
� d� jFt1 � a.s. We have y0 2 EŒxT C R T

t1
F .�; xT /d� jFt1 �

a.s., i.e., y0 2 S.EŒxT C R T
t1
F .�; xT /d� jFt1 �/. Therefore, d.y0;K.t1// � "h0=2.

Similarly as above, we can see that there exists x1 2 K.t1/ such that Ejy0 � x1j D
EŒdist.y0;K.t1� //� D d.y0;K.t1// � "h0=2. Then ky0 � x1k � "h0=2. Let
z"t D 1=h0.x1 � y0/ a.s. for t1 � t � T . We have kz"t k � .1=h0/ky0 � x1k � "=2.
Furthermore, by the definition of z"t , it follows that

R T
t

z"�d� is Ft1-measurable.
Define �".t/ D T for t1 < t � T and �.t1/ D t1. One has f 0

t 2 coF.t; xT /
a.s. for t1 � t � T . Let

x".t/ D E



xT C
Z T

t

f 0
� d� jFt

�

C
Z T

t

z"�d�

for t1 � t � T . We have x".T / D xT and x".t1/ D y0 C h0.1=h0/.x1 � y0/ D x1.
Therefore, d.x".�.t//;K.�.t/// D 0 for t1 � t � T and j�t.!/ � f 0

t .!/j D
dist.�t .!/; coF.t; x".�".t/.!/// for .t; !/ 2 Œt1; T ���: By the definition of x", it
follows that it is F-adapted. By properties of f 0 and x", it follows that

E



dist

�

x".s/; EŒxT C
Z t

s

F .�; x".�.�///d� jFs�
��

� "=2 for t1 � s � t � T:
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If t1 > a, we can repeat the above procedure starting with .t1; x1/ 2 Graph.K/.
Immediately from (2.3), it follows that there exists an h1 2 .0; ı/ such that

D



S.EŒx1 C
Z t1

t1�h1
F .�; x1/d� jFt1�h1 �/;K.t1 � h1/

�

� "h1=2:

Similarly as above, we can select f 1 2 S.coF ı x1/ and x2 2 K.t1 � h1/ such that
j�t.!/ � f 1

t .!//j D dist.�t .!/; co.F ı x1/.t; !/ for .t; !/ 2 Œt1 � h1; t1� �� and
ky1 � x2k � "h1=2

2, where y1 D EŒx1 C R t1
t1�h1 f

1
� d� jFt1�h1 � and t2 D t1 � h1.

We can now extend the step function �" and step process z" on the interval Œt2; T �
by taking �".t2/ D t2; �".t/ D t1 for t2 < t � t1 and z"t D .1=h1/.x2 � y1/ for
t2 � t � t1. We have f 1

t 2 coF.t; �".t// a.s. for t2 � t � t1. We can also extend
the process x" to the interval Œt2; T � by taking

x".t/ D E



x1 C
Z t1

t

f 1
� d� jFt

�

C
Z t1

t

z"�d�

a.s. for t2 � t � t1. We have d.x".�".t//;K.�.t/// D 0 for t2 � t � T ,
because x".t2/ D x2. Let f " D 1.t2;t1�f

1 C 1.t1;T �f
0. We have x".t/ D

EŒxT C R T
t f

"
� d� jFt � C R T

t z"�d� a.s. for t2 < t � T . Similarly as above, we
can verify that f "

t 2 coF.t; x".�".t/// a.s. for t2 < t � T and j�t � f "
t /j �

dist.�t ; coF.t; x".�.t/// a.s. for t2 < t � T: Furthermore,d.x".�".t//;K.�".t/// D
0 and EŒdist.x".s/; EŒ

R t
s F .�; x

".�.�///d� jFs� � "=2 for t2 � t � T and
t2 � s � t � T , respectively.

Suppose that for some i � 1, the inductive procedure is realized. Then there
exist ti�1 2 Œa; T / and xi�1 2 K.ti�1/ such that we can extend the step function
�", step process z", and process f " to the whole interval Œti�1; T � such that f "

t 2
coF.t; x".�".t// and j�t � f "

t j D dist.�t ; coF.t; x".�".t/// for ti�1 � t � T .
Define

x".t/ D E



xT C
Z T

t

f "
� d� jFt

�

C
Z T

t

z"�d�

a.s. for ti�1 � t � T . We have x".ti�1/ D xi�1, d.x".�".t//;K.�".t/// D 0, and

E



dist

�

x".s/; EŒx".t/C
Z t

s

F .�; .x"i�1 ı �"/.�//d� jFs�
��

� "=2

for ti�1 � s � t � T .
Denote by Si the set of all positive numbers h 2 .0;min.ı; ti�1// such that

D



S.EŒx".ti�1/C
Z ti�1

ti�1�h
F.�; xi�1/d� jFti�1�h�/;K.ti�1/

�

� "h=2:

By the properties of x", we have x".ti�1/ D xi�1 and .ti�1; x".ti�1// 2 Graph.K/.
Therefore, by virtue of (2.3), we have Si ¤ ; and supSi > 0. Choose hi�1 2 Si
such that .1=2/ supSi � hi�1. Put ti D ti�1 � hi�1. We can extend again the step
function �", step process z", and processes f " and x" to the interval Œti ; T � such
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that d.x".�".t//;K.�.t//// D 0 for ti � t � T; and f "
t 2 coF.t; x".�".t// and

j�t � f "
t j D dist.�t ; coF.t; x".�".t// a.s. for ti � t � T . Furthermore,

EŒdist.x".s/; EŒx".t/C
Z t

s

F .�; .x"i�1 ı �"/.�//d� jFs�/� � "=2

for ti � s � t � T . We can continue the above procedure up to n � 1 such that
0 < tn � a < tn�1. Suppose to the contrary that there does not exist such n � 1,
i.e., that for every n � 1, one has a < tn < T . Then we can extend the step function
�", the step process z", and the stochastic processes f " and x" to the interval Œtn; T �
for every n � 1 such that x".tn/ 2 K.tn/ a.s. for every n � 1 and so that the
above properties are satisfied on Œtn; T � for every n � 1. By the boundedness of
the sequence .tn/1nD1, we can select a decreasing subsequence .ti /1iD1 converging to
t� 2 Œa; T �. Let .xi /1iD1 be a sequence defined by xi D x".ti / a.s. for every i � 0.
In particular, we have xi 2 K.ti / a.s. for every i � 1. For every j > k � 0, we
obtain

Ejxk � xj j � EjEŒxT jFtk � �EŒxT jFtj �j C
Z tk

t�
m.t/dt C

Z tj

t�
m.t/dt

C .tk � tj /Ejz"t j C E

ˇ
ˇ
ˇ
ˇE

Z T

t�
f "
t dt jFtk

�

� E

Z T

t�
f "
t dt jFt�

�ˇˇ
ˇ
ˇ

C E

ˇ
ˇ
ˇ
ˇE

Z T

t�
f "
t dt jFtj

�

� E

Z T

t�
f "
t dt jFt�

�ˇˇ
ˇ
ˇ :

By the continuity of the filtration F, it follows that limj;k!1Ejxk � xj j D 0.
Then .xi /1iD1 is a Cauchy sequence of L.�;FT ;Rd /. Therefore, there is x� 2
L.�;FT ;Rd such that kxi � x�k ! 0 as i ! 1. But xi 2 K.ti // for every
i � 1 and K is continuous. Then .t�; x�/ 2 Graph.K/, which by virtue of (3),
implies that we can select h� 2 .0;min.ı; t�// such that

D

"

S.EŒx� C
Z t�

t��h�

F.�; x�/d� jFt��h� �/;K.t� � h�/
#

� "h�=25:

Similarly as above, for every i � 1 and �i 2 S.coF ı xi /, we can select f � 2
S.coF ıx�/ such that j�it�f �

t /j D dist.�it ; F .t; x
�// a.s. for every t��h� � t � t�.

By the continuity of the filtration F, we obtain kEŒx�jFti�h� ��EŒx�jFt��h� �k ! 0

and

E

ˇ
ˇ
ˇ
ˇ
ˇ
E

"Z t�

t��h�

f �
� d� jFti�h�

#

� E

"Z t�

t��h�

f �
� d� jFt��h�

#ˇˇ
ˇ
ˇ
ˇ

! 0

as i ! 1. Let N � 1 be such that for every i � N , we have 0 < ti �
t� < min.h�; ı/, kxi � x�k < "h�=.25 � A/, D.K.ti � h�/;K.t� � h�// �
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"h�=25; kEŒx�jFti�h� � � EŒx�jFt��h� �k � "h�=25; E
R t��h�

ti�h� j�i� jd� � "h�=25,
E
R ti
t� j�i� jdt � "h�=25, andEjEŒR t�t��h� f

�
� d� jFti�h� ��EŒR t�t��h� f

�
� d� jFt��h��j �

"h�=25; where A D 1 C R T
0
k.t/dt . By the properties of the multifunction F.t; � /

and selector f � of F ı x�, it follows that

k1Œt��h�;t��.�
i � f �/k D E

Z t�

t��h�

j�i� � f �
� jd�

� E

Z t�

t��h�

h..F.t; xi /; F .t; x
�//�dt

� kxi � x�k
Z t�

t��h�

k.t/dt:

For every i � N , one gets

d

�

EŒxi C
Z ti

ti�h�

�i�d� jFti�h� �;K.ti � h�/
�

� E

ˇ
ˇ
ˇ
ˇ
ˇ
EŒxi C
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ti�h�

�i�d� jFti�h� � � EŒx� C
Z t�

t��h�

f �
� d� jFt��h��

ˇ
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ˇ

C d

 

EŒx�C
Z t�

t��h�

f �
� d� jFt��h��;K.t��h�/

!

CD.K.t� � h�/;K.ti � h�//:

But for every i � N , we have

E

ˇ
ˇ
ˇ
ˇ
ˇ
E



xi C
Z ti

ti�h�

�i�d� jFti�h�

�

� E

"

x� C
Z t�

t��h�

f �
� d� jFt��h�

#ˇˇ
ˇ
ˇ
ˇ

� EjEŒ.xi � x�/jFti�h��j C EjEŒx�jFti�h� � �EŒx�jFt��h� �j

C E

ˇ
ˇ
ˇ
ˇ
ˇ
E

"Z t��h�

t�
.�i� � f �

� /d� jFti�h�

#ˇˇ
ˇ
ˇ
ˇ
C E

Z t��h�

ti�h�

j�i� jd� C E

Z ti

t�
j�i� jdt

C E

ˇ
ˇ
ˇ
ˇ
ˇ
E

"Z t��h�

t�
f �
� d� jFti�h�

#

�E
"Z t�

t��h�

f �
� d� jFt��h�

#ˇˇ
ˇ
ˇ
ˇ

� 6"h�=25:

Therefore, for every i � N , one gets

d



E



xi C
Z ti

ti�h�

�i�d� jFti�h�

�

;K.ti /
�

� 8"h�=25 D "h�=22;
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which implies that

D.S.EŒxi C
Z ti

ti�h�

F.�; xi /d� jFti�h� �;K.ti // � "h�=22:

But t� � ti for i � 1. Therefore, for every i � N , one has h� 2 SiC1 and
.1=2/h� � supSiC1 � hi D ti � tiC1, which contradicts the convergence of the
sequence .ti /1iD1. Then there is a p > 1 such that a D tp < tp�1; : : : ; t1 < t0 D T .
Taking f " D 1Œa;tp�1�f

p C P0
iDp�2 1.tiC1;ti �f

i , we obtain the desired selector of
coF ı .x" ı �"/. �

Remark 2.3. The above results are also true if instead of continuity of the set-valued
mapping K, we assume that it is uniformly upper semicontinuous on Œ0; T �, i.e., that
limı!0 sup0�t�T D.K.t C ı/;K.t// D 0. �

Conditions (2.1) and (2.3) can be expressed by certain types of stochastic tangent
sets. To see this, let .t; x/ 2 Graph.K/ and denote by TK.t; x/ the set of all pairs
.f; g/ 2 L2.Œt; T � ��;†tF;Rd / � L2.Œt; T � ��;†tF;Rd�m/ such that

lim inf
h!0C .1=h/d

"

x C
Z tCh

t

f�d� C
Z tCh

t

g�dB� ;K.t C h/

#

D 0;

where †tF denotes the �-algebra of all F-nonanticipative subsets of Œt; T � � �. In
a similar way, for .t; x/ 2 Graph.K"/ and " 2 .0; 1/, we can define a backward
stochastic tangent set T b

K .t; x/ with respect to a filtration F D .Ft /0�t�T as the set
of all measurable processes f 2 L.Œ0; T � ��;FT ;Rd / such that

lim inf
h!0C .1=h/d

�

E



x C
Z t

t�h
f�d� jFt�h

�

;K.t � h/

�

D 0:

Lemma 2.1. Let PF be a complete filtered probability space. Assume that F and
G satisfy condition (i) of .H1/ and let K W Œ0; T � � � ! Cl.Rd / be F-adapted
and such that K.t/ ¤ ; for every 0 � t � T . The condition (2.1) is satisfied for
every .t; x/ 2 Graph.K/ if and only if StF.F ı x/ � StF.G ı x/ � TK.t; x/ for
every .t; x/ 2 Graph.K/, where StF.F ı x/ and StF.G ı x/ denote the sets of all
restrictions of all elements of SF.F ı x/ and SF.G ı x/, respectively, to the set
Œt; T � ��.

Proof. It is clear that if (2.1) is satisfied for every .t; x/ 2 Graph.K/, then StF
.F ı x/ � StF.G ı x/ � TK.t; x/ for every .t; x/ 2 Graph.K/. Let StF.F ı x/ �
StF.Gıx/ � TK.t; x/ for fixed .t; x/ 2 Graph.K/. Then for every .f; g/ 2 StF.F ı
x/ � StF.G ı x/, one has

lim inf
h!0C .1=h/d

"

x C
Z tCh

t

f�d� C
Z tCh

t

g�dB� ;K.t C h/

#

D 0:
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Thus for every .t; x/ 2 Graph.K/ and .f; g/ 2 StF.F ı x/ � StF.G ı x/ and every

" 2 .0; 1/, there exists hf;g" .t/ 2 .0; "/ such that

d

"

x C
Z tCh

t

f�d� C
Z tCh

t

g�dB� ;K.t C h/

#

� hf;g" .t/ � ":

Let h" D supfhf;g" .t/ W .f; g/ 2 StF.F ı x/ � StF.G ı x//; 0 � t � T g. We have

d

"

x C
Z tCh

t

f�d� C
Z tCh

t

g�dB� ;K.t C h/

#

� h" � "

for every .t; x/ 2 Graph.K/ and .f; g/ 2 SF.F ı x/ � SF.G ı x/. Then

D

"

x C
Z tCh

t

F .�; x/d� C
Z tCh

t

G.�; x/dB� ;K.t C h/

#

� h"";

which implies that

lim inf
h!0C .1=h/D

 

x C
Z tCh

t

F .�; x/d� C
Z tCh

t

G.�; x/dB� ;K.t C h/

!

D 0

for every .t; x/ 2 Graph.K/: �

Remark 2.4. The results of Theorems 2.1 and 2.2 also hold if instead of condi-
tion (2.1), we assume that ŒS tF.F ı x/ � StF.G ı x/� \ TK.t; x/ ¤ ; for every
" 2 .0; 1/ and .t; x/ 2 Graph.K"/. �

There are another types of stochastic tangent sets. For a given F-adapted set-
valued stochastic process K W Œ0; T � � � ! Cl.Rd / and .t; x/ 2 Graph.K/,
by SK.t; x/ we denote the stochastic “tangent set” to K at .t; x/ with respect to
the filtration F defined as the set of all pairs .f; g/ 2 L2.Œt; T � � �;†tF;R

d / �
L2.Œt; T � � �;†tF;R

d�m/ such that for every .f; g/ 2 SK.t; x/, there exist a
sequence .hn/1nD1 of positive numbers converging to 0 and sequences .an/1nD1
and .bn/1nD1 of d - and d � m-dimensional F-adapted stochastic processes an D
.ant /0�t�T and bn D .bnt /0�t�T , respectively, such that

sup
n�1

d

"

x C
Z tChn

t

.f� C ans /d� C
Z tChn

t

.g� C bns /dB� ;K.t C hn/

#

D 0

and

lim
n!1.1=hn/E

2

4

ˇ
ˇ
ˇ
ˇ
ˇ

Z tChn

t

an� d� C
Z tChn

t

bn� dB�

ˇ
ˇ
ˇ
ˇ
ˇ

2
3

5

1=2

D 0:
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We shall show that such stochastic tangent sets are smaller then TK.t; x/, i.e.,
that SK.t; x/ � TK.t; x/ for every .t; x/ 2 Graph.K/.
Lemma 2.2. Let K W Œ0; T � � � ! Cl.Rd / be an F-adapted set-valued process
such that K.t/ ¤ ; for every 0 � t � T . For every .t; x/ 2 Graph.K/, one has
SK.t; x/ � TK.t; x/.

Proof. Let .t; x/ 2 Graph.K/ be fixed and .f; g/ 2 SK.t; x/. There exist a
sequence .hn/1nD1 of positive numbers converging to 0 and sequences .an/1nD1
and .bn/1nD1 of d - and d � m-dimensional F-adapted stochastic processes an D
.ant /0�t�T and bn D .bnt /0�t�T , respectively, such that the above conditions are
satisfied. For every n � 1, one has

d2

"

x C
Z tChn
t

f�d� C
Z tChn
t

g�dB� ;K.t C h/

#

� 2E

2

4

ˇ
ˇ
ˇ
ˇ
ˇ

Z tChn
t

an� d� C
Z tChn
t

bn� dB�

ˇ
ˇ
ˇ
ˇ
ˇ

2
3

5 :

Hence, by the properties of sequences .an/1nD1 and .bn/1nD1; it follows that

lim
n!1.1=hn/d

"

x C
Z tChn

t

f�d� C
Z tChn

t

g�dB� ;K.t C h/

#

D 0;

which implies

lim inf
h!0C .1=h/d

 

x C
Z tCh

t

f�d� C
Z tCh

t

g�dB� ;K.t � h/

!

D 0:

Then .f; g/ 2 TK.t; x/ for every .f; g/ 2 SK.t; x/. �
Denote by �K.t; x/ that stochastic “contingent set” to K at .t; x/ with respect

to F, defined as the set of all pairs .f; g/ 2 L2.Œt; T � � �;†tF;Rd / � L2.Œt; T � �
�;†tF;R

d�m/ such that for every such pair .f; g/, there exist a sequence .hn/1nD1
of positive numbers converging to 0 and sequences .an/1nD1 and .bn/1nD1 of d - and
d � m-dimensional Ft -measurable random variables an and bn, respectively, such
that x C R tChn

t fsdsC R tChn
t gsdBs C hnan C p

hnbn 2 K.t C hn/ for every n � 1

and max
˚
Ejanj2; .1=hn/Ejbnj2


 ! 0 as n ! 1. Similarly as above, we obtain
the following result.

Lemma 2.3. Let K W Œ0; T � � � ! Cl.Rd / be an F-adapted set-valued process
such that K.t/ ¤ ; for every 0 � t � T . For every .t; x/ 2 Graph.K/, one has
�K.t; x/ � SK.t; x/.

Proof. Let .t; x/ 2 Graph.K/ be fixed and .f; g/ 2 �K.t; x/. There are a sequence
.hn/

1
nD1 of positive numbers converging to zero and sequences .an/1nD1 , .bn/1nD1 of

Ft -measurable random variables an W � ! Rd and bn W � ! Rd�m such that the
above conditions are satisfied. For every n � 1, one gets

sup
n�1

d

"

x C
Z tChn

t

.fs C an/ds C
Z tChn

t

.gs C bn/dBs;K.t C h/

#

D 0
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and

2

4E

ˇ
ˇ
ˇ
ˇ
ˇ

Z tChn

t

ands C
Z tChn

t

bndBs

ˇ
ˇ
ˇ
ˇ
ˇ

2
3

5

1=2

� hn
�
Ejanj2

�1=2 C
p
hn
�
Ejbnj2

�1=2
:

Hence, for n � 1 sufficiently large, it follows that

.1=hn/

2

4E

ˇ
ˇ
ˇ
ˇ
ˇ

Z tChn

t

ands C
Z tChn

t

bndBs

ˇ
ˇ
ˇ
ˇ
ˇ

2
3

5

1=2

� �
Ejanj2

�1=2C�
1=hnEjbnj2

�1=2
;

which implies that

.1=hn/

2

4E

ˇ
ˇ
ˇ
ˇ
ˇ

Z tChn

t

ands C
Z tChn

t

bndBs

ˇ
ˇ
ˇ
ˇ
ˇ

2
3

5

1=2

! 0 as n ! 1:

Then .f; g/ 2 SK.t; x/. �

Remark 2.5. The results of Theorems 2.1 and 2.2 are also true if instead of
condition (2.1), we assume that ŒS tF.F ı x/ � StF.G ı x/� \ �K.t; x/ ¤ ; for every
" 2 .0; 1/ and .t; x/ 2 Graph.K"/. �

3 Existence of Viable Solutions

We shall prove now that if F andG satisfy conditions .H1/, then for every continu-
ous set-valued F-adapted processK W Œ0; T ��� ! Cl.Rd /, the viability problems
SFI.F;G;K/ and BSDI.F;K/ possess viable strong solutions. Furthermore,
the existence of viable weak solutions of SFI.F;G;K/ is considered. Similarly
as above, we define K.t/ and K".t/ by setting K.t/ D fu 2 L2.�;Ft ;Rd / W
d.u;K.t// D 0g and K".t/ D fu 2 L2.�;Ft ;Rd / W d.u;K.t// � "g.

Theorem 3.1. Let PF D .�;F ;F;P/ be a complete filtered probability space and
B D .Bt /0�t�T an m-dimensional F-Brownian motion on PF. Assume that F and
G satisfy conditions .H1/ and let K W Œ0; T � � � ! Cl.Rd / be an F-adapted set-
valued process such that K.t/ ¤ ; for every 0 � t � T and such that the mapping
K W Œ0; T � 3 t ! K.t/ 2 Cl.L2.�;FT ;Rd // is continuous. If PF, B , F , G, and
K are such that (2.1) is satisfied for every .t; x/ 2 Graph.K/, then the problem
SFI.F;G;K/ possesses on PF a strong viable solution.

Proof. Let a 2 .0; T / and select arbitrarily x0 2 K.0/. Let u0 2 L2.�;F0;Rd /

and v0 2 L2.�;F0;Rd�m/ be such that u0 2 F.0; x0/ and v0 2 G.0; x0/ a.s. By
virtue of Theorem 2.2, for "1 D 1=23=2 and stochastic processes �1 D .�1t /a�t�T
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and  1 D . 1t /a�t�T defined by �1t D u0 and  1t D v0 a.s. for every a � t � T ,
there exist a partition 0 D t10 < t

1
1 < � � � < t1p1�1 < t1p1 D a, a step function �1, and

stochastic processes f 1, g1, and z1 such that conditions (i)–(v) of Theorem 2.2 are
satisfied with

x1.t/ D x0 C
Z t

0

.f 1
� C z1� /d� C

Z t

0

g1�dB�

a.s. for a � t � T . Similarly, for "2 D 1=2 and �2 D f 1 and  2 D g1, we can
select a partition 0 D t20 < t21 < � � � < t2p2�1 < t2p1 D a, a step function �2, and
stochastic processes f 2, g2, and z2 such that conditions (i)–(v) of Theorem 2.2 are
satisfied with

x2.t/ D x0 C
Z t

0

.f 2
� C z2� /d� C

Z t

0

g2�dB�

a.s. for a � t � T . Continuing this procedure for "k D 1=23k=2 and �k D f k�1
and  k D gk�1, we obtain a partition 0 D tk0 < t

k
1 < � � � < tkpk�1 < tkpk D a, a step

function �k , and stochastic processes f k , gk , and zk such that conditions (i)–(v) of
Theorem 2.2 are satisfied for every k � 1 with

xk.t/ D x0 C
Z t

0

.f k
� C zk� /d� C

Z t

0

gk� dB�

a.s. for a � t � T such that d.xk.�k.t//;K.�k.t// D 0. For every k � 1, one
has f k 2 SF.F ı .xk�1 ı �k�1//, gk 2 SF.G ı .xk�1 ı �k�1//, jf k � f k�1j �
dist.f k�1

t ; F .t; .xk�1.�k�1.t///; jgk � gk�1j � dist.gk�1
t ; G.t; .xk�1.�k�1.t///;

kzk.t/k � "k, and

d

�

xk.t/ � xk.s/; clL

�Z t

s

F .�; .xk ı �k/.�//d� C
Z t

s

G.�; .xk ı �k/.�//dB�
��

� "k

for 0 � s � t � a. Furthermore, one has j�k.t/ � �k�1.t/j � ık�1;
Z �k.t/

�k�1.t/

jf k�1
� j2d� � "2k�1=24 and

Z �k.t/

�k�1.t/

jgk�1
� j2d� � "2k�1=24

for 0 � t � a, because by (i) of Theorem 2.2, ık 2 .0; "k/ is such that

max

"

sup
0�s<t�T

Z tCık

t

k2.�/d�; sup
0�s<t�T

Z tCık

t

m2.�/d�

#

� "2k=2
4:

We shall now evaluate EŒsup0���t jxkC1.�/ � xk.�/j2� for k D 1; 2; : : : and 0 �
t � a. Let us observe first that EŒsup0���t jxk.�kC1.�// � xk.�k.�//j2� ! 0 as
k ! 1, because j�kC1.t/ � �k.t/j � ık and

EŒ sup
0���t

jxk.�kC1.�//� xk.�k.�//j2� � 3.ık C 1/

Z �kC1.t/

�k.t/

m2.�/d� C "2k
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for k D 2; 3; : : : and 0 � t � a. Hence it follows that

EŒ sup
0���t

jxkC1.�/� xk.�/j2� � ˛"2k C ˇ

Z t

0

k2.�/EŒ sup
0�u��

jxk.u/� xk�1.u/j2�d�

for every k D 1; 2; : : : and 0 � t � a, where x0t D x0; ˛ D .4T /2 and ˇ D
22.T C 1/.

Now, by the definition of the processes x1 and x0; one gets EŒsup0���t jx1.�/�
x0.�/j2� � � with � D 22Œ.T C 1/

R T
0 m

2.t/dt C T 2�. Therefore,

EŒ sup
0���t

jx2.�/ � x1.�/j2� � ˛"21 C ˇ�

Z t

0

k2.�/d�

for 0 � t � a. From this and (3), it follows that

EŒ sup
0���t

jx3.�/ � x2.�/j2� � ˛"22 C ˛ˇ"21

Z t

0

k2.�/d� C ˇ2�

2Š

�Z t

0

k2.�/d�

�2
:

Similarly, we get

EŒ sup
0���t

jx4.�/� x3.�/j2�

� ˛"23 C ˛ˇ"22

Z t

0

k2.�/d� C ˛
ˇ2"21
2Š

�Z t

0

k2.�/d�

�2
C �

ˇ3

3Š

�Z t

0

k2.�/d�

�3

for 0 � t � a. By the inductive procedure, we obtain

EŒ sup
0���t

jxnC1.�/� xn.�/j2�

� ˛"2n C ˛ˇ"2n�1

Z t

0
k2.�/d� C ˛"2n�2

ˇ2

2Š

�Z t

0
k2.�/d�

�2
C � � � C �

ˇn

nŠ

�Z t

0
k2.�/d�

�n

� M"2n

"

1C 8ˇ

Z t

0

k2.�/d� C .8ˇ/2

2Š

�Z t

0

k2.�/d�

�2
C � � � C .8ˇ/n

nŠ

�Z t

0

k2.�/d�

�n#

� M"2nexp



8ˇ

Z t

0
k2.�/d�

�

for n � 1 with M D max.˛; �/. By Chebyshev’s inequality, we obtain

P

"

sup
0���a

jxnC1.�/� xn.�/j > 2�n
#

� 22nEŒ sup
0���T

jxnC1.�/ � xn.�/j2� � 22n"2nM exp



8ˇ

Z t

0

k2.�/d�

�

D 2�nM exp



8ˇ

Z t

0

k2.�/d�

�

:
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Therefore, by the Borel–Cantelli lemma, one gets

P

"

sup
0���a

jxnC1.�/� xn.�/j > 2�n for infinitely many n

#

D 0:

Thus for a.e. ! 2 �, there exists n0 D n0.!/ such that sup0���a jxnC1.�/ �
xn.�/j � 2�n for n � n0.!/. Therefore, the sequence fxn.�/.!/g1

nD1 is uni-
formly convergent on Œ0; a� for a.a. ! 2 �, because xn.t/.!/ D x1.t/.!/ CPn�1

kD1ŒxkC1.t/.!/ � xk.t/.!/� for every 0 � t � T and a.a. ! 2 �. Denote
the limit of the above sequence by xt .!/ for 0 � t � a and a.a. ! 2 �. By virtue
of (3), it follows that EŒsup0���t jxnC1.�/� xn.�/j2� ! 0 as n ! 1. On the other
hand, by the properties of sequences .f k/1kD1 and .f k/1kD1; we get

Z a

0

EŒjf kC1
� � f k� j2�d� �

Z a

0

EŒh2.F.�; .xk ı �k/.�///; F .�; .xk�1 ı �k�1/.�////�d�

�
Z a

0

k2.�/EŒ sup
0�u��

jxk.u/ � xk�1.u/j2�d�

and
Z a

0

EŒjgkC1
� � gk� j2�d� �

Z a

0

EŒH2.G.�; .xk ı �k/.�///; G.�; .xk�1 ı �k�1/.�////�d�

�
Z a

0

k2.�/EŒ sup
0�u��

jxk.u/ � xk�1.u/j2�d�

for every k D 0; 1; : : : : Hence it follows that .f k/1kD1 and .gk/1kD1 are Cauchy
sequences of Banach spaces .L2.Œ0; a� � �;†F;R

d /; j � j/ and .L2.Œ0; a� �
�;†F;R

d�m/; j � j/, respectively. Then there exist f 2 L2.Œ0; a� � �;†F;R
d /

and g 2 L2.Œ0; a� � �;†F;R
d�m/ such that jf n � f j ! 0 and jgn � gj ! 0 as

n ! 1. Let yt D x0 C R t
0
f�d� C R t

0
g�dB� for 0 � t � a. For every n � 1, one

gets

EŒ sup
0�t�a

jxn.t/ � yt j2�

� EŒ sup
0�t�a

ˇ
ˇ
ˇ
ˇ

Z t

0

.f n
� � f�/d� C

Z t

0

.gn� � g� /dB� C
Z t

0

zn.�/d�

ˇ
ˇ
ˇ
ˇ

2

� 3T jf n � f j2 C 3jgn � gjj2 C 3T 2"n:

Therefore, we have EŒsup0�t�a jxn.t/ � yt j2� ! 0 and EŒsup0�t�a jxn.t/ �
x.t/j2� ! 0 as n ! 1, which implies that x.t/ D yt a.s. for every 0 � t � a.
Then x.t/ D x0 C R t

0
f�d� C R t

0
g�dB� a.s. for 0 � t � a. Now, by Lemma 1.3 and

Theorem 2.2, we obtain



3 Existence of Viable Solutions 205

0 � d

�

x.t/ � x.s/; clL

�Z t

s
F .�; x.�//d� C

Z t

s
G.�; x.�//dB�

��

� jj.x.t/ � x.s//� .xn.t/ � xn.s//jj

C d

�

xn.t/� xn.s/; clL

�Z t

s
F .�; .xn ı �n/.�//d� C

Z t

s
G.�; .xn ı �n/.�//dB�

��

C H

�

clL

�Z t

s
F .�; .xn ı �n/.�//d� C

Z t

s
G.�; .xn ı �n/.�//dB�

�

;

clL

�Z t

s
F .�; x.�//d� C

Z t

s
G.�; x.�//dB�

��

� 2jjxn � xjj C "n C .1C p
T /

 Z T

0
k2.t/dt

!1=2

kxn ı �n � xk

for every 0 � s � t � a. But

kxn ı �n � xk2 D EŒjxn.�n.t// � x.t/j�
� EŒ sup

0�u�a
jxn.u/� x.u/j2�C EŒ sup

0�t�a
jx.�n.t// � x.t/j�:

Then limn!1 kxn ı �n � xk D 0. Therefore, for every 0 � s � t � a, we get

d

�

x.t/ � x.s/; clL

�Z t

s

F .�; x.�//d� C
Z t

s

G.�; x.�//dB�

��

D 0:

Thus

x.t/ � x.s/ 2 clL

�Z t

s

F .�; x.�//d� C
Z t

s

G.�; x.�//dB�

�

for every 0 � s � t � a. In a similar way, we get d.x.t/;K.t// � kxn � xk C
d.xn.t/;K.t// � kxn � xk C "n for every n � 1 and 0 � s � t � a. Therefore,
d.x.t/;K.t// D 0 for every 0 � t � a, which by Theorem 3.1 of Chap. 2, implies
that x.t/ 2 K.t; �/ a.s. for 0 � t � a.

We can now extend our solution to the whole interval Œ0; T �. Let us denote by
ƒx the set of all extensions of the viable solution x of SFI.F;G;K/ obtained
above. We have ƒx ¤ ;, because we can repeat the above procedure for every
interval Œa; ˛� with ˛ 2 .a; T /. Let us introduce in ƒx the partial order relation 	
by setting x 	 z if and only if ax � az and x D zjŒ0;ax �, where az 2 .0; T / is such
that z is a strong viable solution for SFI.F;G;K/ on Œ0; az�, and zjŒ0;ax � denotes
the restriction of the solution z to the interval Œ0; ax�. Let  W Œ0; ˛� ! Rd be an
extension of x to Œ0; ˛� with ˛ 2 .a; T / and denote by P 

x � ƒx the set containing
 and all its restrictions  jŒ0;ˇ� for every ˇ 2 Œa; ˛/. It is clear that each completely
ordered subset ofƒx is of the form P

 
x , determined by some extension  of x. It is

also clear that every P 
x has  as its upper bound. Then by the Kuratowski–Zorn
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lemma, there exists a maximal element � of ƒx . It has to be a� D T . Indeed, if we
had a� < T , then we could repeat the above procedure and extend � as a viable
strong solution � 2 ƒx of SFI.F;G;K/ to the interval Œ0; b� with a� < b, which
would imply that � 	 �, a contradiction to the assumption that � is a maximal
element of ƒx . Then x can be extended to the whole interval Œ0; T �. �

In a similar way, by virtue of Remark 2.2, we can prove the following existence
theorem for SFI.F ;G/.

Theorem 3.2. Let PF D .�;F ;F;P/ be a complete filtered separable probability
space and B D .Bt /0�t�T an m-dimensional F-Brownian motion on PF. Assume
that F and G satisfy conditions .H1/ and that K W Œ0; T � � � ! Cl.Rd / is F-
adapted such that K.t/ ¤ ; for every 0 � t � T and such that the mapping
K W Œ0; T � ! Cl.L2.�;FT ;Rd // is continuous. If PF, B , F , G, and K are such
that (2.2) is satisfied for every .t; x/ 2 Graph.K/, then the problem

�
xt � xs 2 clLfR t

s
F .�; x� /d�g C R t

s
G.�; x� /dB� for 0 � s � t � T;

xt 2 K.t/ a:s: for t 2 Œ0; T �;

possesses on PF a strong viable solution. �

We shall now prove the existence of weak viable solutions for stochastic
functional inclusions. The proof of such an existence theorem is based on the first
viable approximation theorem presented above.

Theorem 3.3. Assume that F W Œ0; T � � Rd ! Cl.Rd / and G W Œ0; T � � Rd !
Cl.Rd�m/ are measurable, bounded, convex-valued and are such that F.t; � / and
G.t; � / are continuous for a.e. fixed t 2 Œ0; T �. Let G be diagonally convex
and let K W Œ0; T � ! Cl.Rd / be continuous. If there exist a complete filtered
probability space PF D .�;F ;F;P/ and a d -dimensional F-Brownian motion
on PF such that (2.1) is satisfied for every " 2 .0; 1/ and .t; x/ 2 Graph.K"/, then
SFI.F;G;K/ possesses a weak viable solution.

Proof. Let x0 2 K.0/ be fixed and let "n D 1=2n. By virtue of Theorem 2.1, we can
define on Œ0; T � a step function �n D �"n and F-nonanticipative stochastic processes
f n D f "n , gn D g"n , and xnt D x0 C R t

0 f
n
� d� C R t

0 g
n
� dB� for 0 � t � T such

that conditions (i)–(iii) of Theorem 2.1 are satisfied. In particular, for every m � 1,
n � 1, and 0 � s � t � T , we obtain

Ejxn.t/ � xn.s/j2m � C1
mE

"ˇ
ˇ
ˇ
ˇ

Z t

s

f n
� d�

ˇ
ˇ
ˇ
ˇ

2m
#

C C2
mE

"ˇ
ˇ
ˇ
ˇ

Z t

s

gn� dB�

ˇ
ˇ
ˇ
ˇ

2m
#

� C1
mT

mE

�Z t

s

jf n� j2d�
�m

C C2
mE

"ˇ
ˇ
ˇ
ˇ

Z t

s

gn� dB�

ˇ
ˇ
ˇ
ˇ

2m
#

;
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where C1
m and C2

m are positive integers depending onm � 1. Let us observe that

E

�Z t

s

jf n
� j2d�

�m
� M2mjt�sjm and E

"ˇ
ˇ
ˇ
ˇ

Z t

s

gn� dB�

ˇ
ˇ
ˇ
ˇ

2m
#

� M2m.2m�1/ŠŠjt�sjm:

Therefore,

Ejxn.t/ � xn.s/j2m � �
C1
mT

m C C2
m.2m � 1/ŠŠ�M2m jt � sjm

for every 0 � s � t � T and n;m � 1. In a similar way, we can verify that
there exist positive numbers K and � such that Ejxn0 j� � K . Then the sequence
.xn/1nD1 of continuous processes xn D .xnt /0�t�T satisfies on the probability space
.�;F ; P / the assumptions of Theorem 3.5 of Chap. 1. Furthermore, immediately
from Theorem 2.1, it follows that EŒdist.xn.�n.t//;K.�n.t///� � "n and

E



l.xn.s//

�

h.xn.t// � h.xn.s// �
Z t

s

.Lx
n

f ngnh/�d�

��

D 0

for every 0 � s � t � T , l 2 Cb.Rd ;R/, and h 2 C2
b .R

d ;R/.
By virtue of Theorems 3.5 and 2.4 of Chap. 1, there exist an increasing

subsequence .nk/1kD1 of .n/1nD1, a probability space . Q�; QF ; QP/, and d -dimensional
continuous stochastic processes Qxnk and Qx on . Q�; QF ; QP / for k D 1; 2; : : : such
that P.xnk /�1 D P. Qxnk /�1 for k D 1; 2; : : : and sup0�t�T j Qxnk � Qxj ! 0 as
k ! 1. Let QFnk

t D T
">0 �. Qxnku W u � t C "/ for 0 � t � T and let QFnk D

. QFnk
t /0�t�T . For every k � 1, xnk and Qxnk are continuous F- and QFnk -adapted.

Furthermore, immediately from (3), it follows that Mxnk
FG ¤ ; for every k � 1,

which by Lemma 1.3 of Chap. 4, implies that MQx
FG ¤ ;. This, by Theorem 1.3

of Chap. 4, implies the existence of an QF-Brownian motion OB on the standard
extension OP OF D . O�; OF ; OF; OP / of the filtered probability space . Q�; QF ; QF; QP /, with
QF D . QFt /0�t�T defined by QFt D T

">0 �. Qx.u/ W u � tC"/, such that . OP OF; Ox; OB/ is a
weak solution of SF I.F;G/ with Oxt . O!/ D Qxt .�. O!// satisfying the initial condition
P Ox�1

0 D P Qx�1
0 , where � W O� ! Q� is the . OF ; QF/-measurable mapping described in

the definition of the extension of . Q�; QF ; QF; QP /, because the standard extension OP OF
is also an extension. Similarly as in the proof of Corollary 3.2 of Chap. 1, we obtain
P.es ı xnk /�1 D P.es ı Qxnk /�1 with s D �nk .t/ for 0 � t � T . This, together with
the inequality EŒdist.xnk .�nk .t//;K.�nk .t///� � 1=2nk for k � 1 and properties
of the sequence . Qxnk /1kD1; implies that EŒdist. Qxt ;K.t//� D 0. Similarly as in the
proof of Theorem 1.3 of Chap. 4, by the definition of the process Ox, it follows that
P Ox�1 D P Qx�1;which implies thatP.et ı Ox/�1 D P.et ı Qx/�1 for every 0 � t � T .
Therefore, EŒdist. Oxt ;K.t//� D 0 for every 0 � t � T . Thus Oxt 2 K.t/, OP -a.s. for
0 � t � T . �
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Remark 3.1. The results of Theorem 3.3 again hold if instead of (2.1), we assume
that (2.2) is satisfied. It is also true if instead of (2.1), we assume that ŒS tF.F ı x/ �
StF.G ı x/� \ TK.t; x/ ¤ ; for every .t; x/ 2 Graph.K"/ and " 2 .0; 1/. �

In a similar way as above, we obtain immediately from Theorem 2.3 the
following existence theorem.

Theorem 3.4. Let PF D .�;F ;F;P/ be a complete filtered probability space with
a continuous filtration F D .Ft /0�t�T such that FT D F . Assume that F satisfies
conditions .H1/ and let K W Œ0; T � � � ! Cl.Rd / be an F-adapted set-valued
process such that K.t/ ¤ ; for every 0 � t � T and that the mapping K W Œ0; T � 3
t ! K.t/ 2 Cl.L.�;FT ;Rd // is continuous. If PF, F , andK are such that (2.3) is
satisfied for every .t; x/ 2 Graph.K/, then BSDI.F;K/ possesses a strong viable
solution.

Proof. Let xT 2 K.T / and a 2 .0; T / be fixed. Put x0t D EŒxT jFt � a.s. for a �
t � T and let f 0 D .f 0

t /a�t�T be a measurable process on PF such that f 0
t 2

coF.t; .x0 ı �0/.t// a.s. for a.e. a � t � T , where �0.t/ D T for a � t � T . Let
�t D f 0

t a.s. for a.e. a � t � T . By virtue of Theorem 2.3, for "1 D 1=23=2 and
the above process � D .�t /a�t�T , there exist a partition a D t1p1 < t1p1�1 < � � � <
t11 < t10 D T , a step function �1 W Œa; T � ! Œa; T �, a step process z1 D .z1t /a�t�T ,
and a measurable process f 1 D .f 1

t /a�t�T on PF such that conditions (i)–(vi) of
Theorem 2.3 are satisfied. In particular, f 1

t 2 coF.t; .x1 ı �1/.t//, jf 1
t � f 0

t j D
dist.f 0

t ; coF.t; .x1 ı �1/.t/// a.s. for a.e. a � t � T and d.x1.t/;K.t// � "1 for
a � t � T , because d.x1.t/;K.t// � jx1.t/� x1.�.t//j C d.x1.�.t//;K.�.t///C
D.K.�.t//;K.t// � "1, where x1t D EŒxT C R T

t
f 0
� d� jFt � C R T

t
z1�d� a.s. for

a � t � T . In a similar way, for � D .f 1
t /a�t�T and "2 D 1=23, we can define

a partition a D t2p2 < t2p2�1 < � � � < t21 < t20 D T , a step function �2 W Œa; T � !
Œa; T �, a step process z2 D .z2t /a�t�T , and a measurable process f 2 D .f 2

t /a�t�T
such that f 2

t 2 coF.t; .x2 ı �2/.t//, jf 2
t � f 1

t j D dist.f 1
t ; coF.t; .x2 ı �2/.t/// a.s.

for a.e. a � t � T and d.x2.t/;K.t// � "2 for a � t � T , where x2t D EŒxT C
R T
t
f 1
� d� jFt �C

R T
t

z2�d� a.s. for a � t � T . Furthermore, for i D 1; 2, we have

E



dist

�

xi .s/; E



xi .t/C
Z t

s

F .�; .xi ı �i /.�//d� jFs
���

� "i

a.s. for a � s � t � T . By the inductive procedure, for "k D 1=23k=2 and
�k D .f k

t /a�t�T , we can select for every k � 1, a partition a D tkpk <

tkpk�1 < � � � < tk1 < tk0 D T , a step function �k W Œa; T � ! Œa; T �, a step

process zk D .zkt /a�t�T , and a measurable process f k D .f k
t /a�t�T such that

f k
t 2 coF.t; .xk ı �k/.t//, jf k

t � f k�1
t j D dist.f k

t ; coF.t; .xk ı �k/.t/// a.s. for
a.e. a � t � T and d.xk.t/;K.t// � "k for a � t � T , where

xkt D EŒxT C
Z T

t

f k�1
� d� jFt �C

Z T

t

zk� d�
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a.s. for a � t � T . Furthermore,

E



dist

�

xk.s/; E



xk.t/C
Z t

s

F .�; .xk ı �k/.�//d� jFs
���

� "k

for a � s � t � T . Of course, xk 2 S.F;Rm/ for k � 1. By Corollary 3.2 of
Chap. 3 and the continuity of the filtration F, the process xk is continuous for every
k � 1. Furthermore, by the properties of the sequence .f k/1kD1; one gets

jxkC1.t/ � xk.t/j � E

Z T

t

jf k
� � f k�1

� j2d� jFt
�

C
Z T

t

EjzkC1
� � zk� jd�

� E

Z T

t

dist2.f k�1
� ;coF.�; .xk ı �k/.�///d� jFt

�

C 8T 2"k

� ˛"k CE

"Z T

t

k.�/ sup
��s�T

jxk.s/ � xk�1.s/jd� jFt
#

;

a.s. for a � t � T , where ˛ D 8T 2. Therefore,

sup
t�u�T

jxkC1.u/ � xk.u/j � ˛"k C sup
t�u�T

E

"Z T

u
k.�/ sup

��s�T

jxk.s/ � xk�1.s/jd� jFu

#

� ˛"k C sup
t�u�T

E

"Z T

t

k.�/ sup
��s�T

jxk.s/ � xk�1.s/jd� jFu

#

a.s. for a � t � T and k D 1; 2; : : :. By Doob’s inequality, we get

E

"

sup
t�u�T

EŒ

Z T

t

k.�/ sup
��s�T

jxk.s/� xk�1.s/jd� jFu�

#2

� 4E

"Z T

t

k.�/ sup
��s�T

jxk.s/ � xk�1.s/jd��
#2

for a � t � T . Therefore, for every a � t � T and k D 1; 2; : : :, we have

EŒ sup
t�u�T

jxkC1.u/� xk.u/j2� � ˛2"2k Cˇ

Z T

t

k2.�/EŒ sup
��s�T

jxk.s/� xk�1.s/j2�d�;

where ˇ D 8T . By the definitions of x1 and x0, we obtain EŒsupt�u�T jx1.u/ �
x0.u/j2� � L; where L D T

R T
0
m2.t/dt . Therefore,

EŒ sup
t�u�T

jx2.u/� x1.u/j2� � 2˛2"21 C Lˇ

Z T

t

k2.�/d�
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for a � t � T . Hence it follows that

EŒ sup
t�u�T

jx3.u/� x2.u/j2� � 2˛"22 C ˛ˇ"21

Z T

t

k2.�/d� C Lˇ2
Z T

t

k2.�/

�Z T

�

k2.u/du

�

d�

� 2˛2"22 C ˛2ˇ"21

Z T

t

k2.�/d� CL
ˇ2

2Š

�Z T

t

k2.�/d�

�2

for a � t � T . By the inductive procedure, for every k D 1; 2; : : : and a � t � T ,
we obtain

EŒ sup
t�u�T

jxnC1.u/� xn.u/j2�

� M"22



1C .8ˇ/

Z T

t

k2.�/d� C .8ˇ/2

2Š

�Z T

t

k2.�/d�

�2
C � � � C .8ˇ/n

nŠ

�Z T

t

k2.�/d�

�n�

� M"2nexp



8ˇ

Z T

t

k2.�/d�

�

;

where M D maxf2˛2; Lg. Hence, by Chebyshev’s inequality and the Borel–
Cantelli lemma, it follows that the sequence .xk/1kD1 of stochastic processes
.xk.t//a�t�T is for a.e. ! 2 � uniformly convergent in Œa; T � to a continuous
process .x.t//a�t�T . We can verify that the sequence .f k/1kD1 is a Cauchy sequence
of L.Œa; T � ��;ˇT ˝ FT ;Rm/. Indeed, for every k D 0; 1; 2; : : :, one has

Z a

0

EŒjf kC1
� � f k

� j�d�

�
Z a

0

EŒH.F.�; .xk ı �k/.�///; F .�; .xk�1 ı �k�1/.�////�d�

�
Z a

0

k.�/EŒ sup
0�u��

jxk.u/� xk�1.u/j�d�;

which by the properties of the sequence .xk/1kD1; implies that .f k/1kD1 is a Cauchy
sequence. Then there is an f 2 L.Œa; T ���;ˇT ˝FT ;Rm/ such that jf k�f j ! 0

as k ! 1. Let yt D EŒxT C R T
t f�d� jFt � a.s. for a � t � T . For every k � 1, we

have

EŒ sup
a�t�T

jx.t/� yt j� � EŒ sup
a�t�T

jx.t/� xkt j�CEŒ sup
a�t�T

jxk.t/� yt j�

� EŒ sup
a�t�T

jx.t/� xkt j�CE

"

sup
a�t�T

EŒ

Z T

t

jf k
� � f� jd� jFt �

#

C
Z T

t

Ejzk� jd�

� EŒ sup
a�t�T

jx.t/� xkt j�CE



EŒ

Z T

0

jf k
� � f� jd� jFt �

�

C T"2k

� EŒ sup
a�t�T

jx.t/� xkt j�CE

Z T

0

jf k� � f� jd� C T"2k ;
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which implies that EŒsupa�t�T jx.t/�yt j� D 0. Then x.t/ D EŒxT C R T
t
f�d� jFt �

a.s. for a � t � T . Now, for every a � s � t � T , we get

E



dist

�

x.s/; E



x.t/C
Z t

s

F .�; x.�//d� jFs
���

� E
�jx.s/� xk.s/j� C E



dist

�

xk.s/; E



xk.t/C
Z t

s

F .�; xk.�k.�///d� jFs
���

C E



H

�

E

Z t

s

F .�; xk.�k.�///d� jFs
�

; E

Z t

s

F .�; xk.�//d� jFs
���

C E



H

�

E

Z t

s

F .�; xk.�//d� jFs
�

; E

Z t

s

F .�; x.�//d� jFs
���

� jjxk � xjj C "k C E

Z T

a

k.t/jxk.�k.t//� xk.t/jdt C E

Z T

a

k.t/jxk.t/� x.t/jdt:

But

EŒjxk.�k.t// � xk.t/j� � jjxk � xjj C EŒ sup
a�t�T

jx.�k.t// � xk.t/j�

for every k � 1 and a � t � T . Then

E



dist

�

x.s/; E



x.t/C
Z t

s

F .�; x.�//d� jFs
���

�
�Z T

0

k.t/dt

�(

EŒ sup
a�t�T

jx.�k.t// � xk.t/j�C EŒ sup
a�t�T

jx.t/ � xkt j�
)

Ckxk � xk C "k � jjxk � xjj
�

1C
Z T

0

k.t/dt

�

C "k

for every k � 1 and a � s � t � T . Thus

E



dist

�

x.s/; E



x.t/C
Z t

s

F .�; x.�//d� jFs
���

D 0

for every a � s � t � T . In a similar way, we also get that d.x.t/;K.t// D 0 for
every a � t � T . Then x is a strong solution of BSDI.F;K/ on the interval Œa; T �
for every a 2 .0; T /.

We can now extend the above solution to the whole interval Œ0; T �. Let us
denote by ƒx the set of all extensions of the above-obtained viable solution x of
BSDI.F;K/. We have ƒx ¤ ;, because we can repeat the above procedure for
every interval Œ˛; T � with ˛ 2 .0; a� and get a solution x˛ of BSDI.F;K/ on the
interval Œ˛; T �. The process z D 1Œ˛;a�x

˛C1.a;T �x is an extension of x to the interval
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Œ˛; T �. Let us introduce inƒx the partial order relation 	 by setting x 	 z if and only
if az � ax and x D zjŒax ;T �, where ax; az 2 .0; a/ are such that x and z are strong
viable solutions for BSDI.F;K/ on Œax; T � and Œaz; T �; respectively, and zjŒax ;T �
denotes the restriction of the solution z to the interval Œax; T �. Let  W Œ˛; T � ! Rd

be an extension of x to Œ˛; T � with ˛ 2 .0; a� and denote by P 
x � ƒx the set

containing  and all its restrictions  jŒˇ;T � for every ˇ 2 .˛; a/. It is clear that each
completely ordered subset of ƒx is of the form P

 
x determined by some extension

 of x and contains its upper bound . Then by the Kuratowski–Zorn lemma, there
exists a maximal element � of ƒx . It has to be a� D 0, where a� 2 Œ0; T / is such
that � is a strong viable solution of BSDI.F;K/ on the interval Œa� ; T �. Indeed, if
we had a� > 0, then we could repeat the above procedure and extend � as a viable
strong solution � 2 ƒx of BSFI.F;K/ to the interval Œb; T � with 0 � b < a� .
This would imply that � 	 �, a contradiction to the assumption that � is a maximal
element of ƒx . Then x can be extended to the whole interval Œ0; T �. �

Remark 3.2. Theorem 3.4 is also true if K.t/ D fu 2 L.�;F0;Rd / W u 2
K.t/g. In such a case, instead of (2.3), we can assume that lim infh!0CD.x CR t
t�h F.�; x/d�;K.t// D 0 for every .t; x/ 2 Graph.K/.

Proof. For every .t; x/ 2 Graph.K/, f 2 S.coF ı x/, and u 2 K.t/, we have

E

�ˇˇ
ˇ
ˇEŒx C

Z t

t�h
f�d� jFt�h� � u
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ˇFt�h

��

D E

ˇ
ˇ
ˇ
ˇx C

Z t

t�h
f�d� � u

ˇ
ˇ
ˇ
ˇ :

Therefore, d.EŒx C R t
t�h f�d� jFt�h�;K.t// � d.x C R t

t�h f�d�;K.t// for every
f 2 S.coF ı x/. Then

D



S.EŒx C
Z t

t�h

F.�; x/d� jFt�h�/;K.t � h/

�

� D



x C
Z t

t�h

F.�; x/d�;K.t � h/

�

for every .t; x/ 2 Graph.K/. Thus, lim infh!0CD.x C R t
t�h F.�; x/d�;

K.t � h// D 0 implies that (2.3) is satisfied. �

Remark 3.3. The results of the above existence theorems are also true if instead
of continuity of the set-valued mapping K, we assume that it is uniformly upper
semicontinuous on Œ0; T �, i.e., that limı!0 sup0�t�T D.K.t C ı/;K.t// D 0. �

It can be verified that the requirement Xt 2 K.t/ a.s. for 0 � t � T in the
above viability problems is too strong to be satisfied for some stochastic differential
equations. For example, the stochastic differential equation dXt D f .Xt / C dBt
with Lipschitz continuous and bounded function f W R ! R does not have any
solution X D .Xt /0�t�T with Xt belonging to a compact set K � R a.s. for every
0 � t � T . This is a consequences of the following theorem.
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Theorem 3.5. Let PF D .�;F ;F; P / be a filtered probability space and B D
.Bt /t�0 a real-valued F-Brownian motion on PF. Assume that � D .�t /0�t�T is
an Itô diffusion such that d�t D ˛t .�/dt C dBt , �0 D 0 for 0 � t � T . Then
P.fR T

0
˛2t .�/dt < 1g/ D 1 and P.fR T

0
˛2t .B/dt < 1g/ D 1 if and only if �

and B have the same distributions as CT -random variables on PF, where CT D
C.Œ0; T �;R/.

Example 3.1. Let f W R ! R be bounded and Lipschitz continuous. Let PF and B
be as in Theorem 3.5. Put ˛t .x/ D f .et .x// for x 2 CT , where CT D C.Œ0; T �;R/

and et is the evaluation mapping on CT , i.e., et .x/ D x.t/ for x 2 CT and 0 � t �
T . Assume thatK is a nonempty compact subset of R such that 0 2 K and consider
the viable problem

�
dXt D f .Xt /dt C dBt a:s: for 0 � t � T;

Xt 2 K a:s: for t 2 Œ0; T �:

Suppose there is a solution X , an Itô diffusion, of the above viability problem
such that X0 D 0. By the properties of f , we have

R T
0 f

2.Xt/dt < 1 and
R T
0
f 2.Bt /dt < 1 a.s. Therefore, by virtue of Theorem 3.4, for every A 2 ˇ.CT /

with PX�1.A/ D 1, one has PX�1.A/ D PB�1.A/. By the properties of the
process X , one has P.fXt 2 Kg/ D 1. But P.fXt 2 Kg/ D P.fet .X/ 2
Kg/ D PX�1.e�1

t .K//, where et is the evolution mapping. Hence it follows that
1 D PX�1.e�1

t .K// D PB�1.e�1
t .K// D P.fBt 2 Kg/ < 1, a contradiction.

Then the problem (3) does not have anyK-viable strong solution.

Remark 3.4. We can consider viability problems with weaker viable requirements
of the form P.fXt 2 K.t/ g/ 2 ."; 1/ for 0 � t � T and " 2 .0; 1/ sufficiently
large. Solutions to such problems can be regarded as a type of approximations to
viable solutions. �

4 Weak Compactness of Viable Solution Sets

Let us denote by X .F;G;K/ the set of (equivalence classes of) all weak viable
solutions of SFI.F;G;K/. We shall show that for every F , G, and K satisfying
the assumptions of Theorem 3.3, the set X .F;G;K/ is weakly compact, i.e., the
set XP .F;G;K/ of distributions of all weak solutions of SFI.F;G;K/ is weakly
compact subsets of the space M.CT / of all probability measures on the Borel �-
algebra ˇ.CT /, where CT DW C.Œ0; T �;Rd /.

Theorem 4.1. Assume that F and G are measurable, bounded, and convex-valued
such that F.t; � / and G.t; � / are continuous for a.e. fixed t 2 Œ0; T �. Let G be
diagonally convex and K W Œ0; T � ! Cl.Rd / continuous. If there exist a complete
filtered probability space PF D .�;F ;F;P/ with a filtration F satisfying the usual
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conditions and an m-dimensional F-Brownian motion on PF such that (2.1) is
satisfied for every " 2 .0; 1/ and .t; x/ 2 Graph.K"/, then the set X .F;G;K/
of all weak viable solutions .PF; x; B/ of SFI.F;G;K/ is weakly compact.

Proof. By virtue of Theorem 3.3, the set X .F;G;K/ is nonempty. Similarly as in
the proof of Theorem 4.1 of Chap. 4, we can verify that X .F;G;K/ is relatively
weakly compact. We shall prove that it is a weakly closed subset of the space
M.CT /. Let .xr /1rD1 be a sequence of X .F;G;K/ convergent in distribution. Then
there exists a probability measure P on ˇ.CT / such that P.xr/�1 ) P as r ! 1.
By virtue of Theorem 2.3 of Chap. 1, there are a probability space . Q�; QF ; QP / and
random variables Qxr W Q� ! CT and Qx W Q� ! CT for r D 1; 2; : : : such that
P.xr /�1 D P. Qxr/�1 for r D 1; 2; : : : ; QP. Qx/�1 D P and limr!1 sup0�t�T j Qxrt �
Qxt j D 0 with . QP :1/: By Theorem 1.3 of Chap. 4, we have Mxr

FG ¤ ; for every
r � 1, which by Theorem 1.5 of Chap. 4, implies that MQx

FG ¤ ;: Therefore, by
Theorem 1.3 of Chap. 4, there exist a standard extension OP OF D . O�; OF ; OF; OP / of
. Q�; QF ; QF; QP/ and an m-dimensional Brownian motion OP OF such that . OP OF; Ox; OB/ is a
weak solution of SFI.F;G;	/ with an initial distribution	 equal to the probability
distribution P Qx�1

0 . Similarly as in the proof of Theorem 3.3, this solution is defined
by Ox. O!/ D Qx.�. Ox// for O! 2 O�. Similarly as in the proof of Theorem 4.1 of Chap. 4,
we obtain P.xr /�1 ) P. Ox/�1 as r ! 1, which by the properties of the sequence
. Qxr/1nD1 implies that P. Qxr /�1 ) P. Ox/�1 as r ! 1. By the properties of the
sequence .xr /1rD1, we have ErŒdist.xr .t/;K.t//� D 0 for every r � 1; which
implies that QEŒdist. Qxr.t/;K.t//� D 0 for every r � 1. Hence, by the continuity
of the mapping dist. �; K.t// and properties of the sequence . Qxr/1nD1, it follows that
OEŒdist. Oxt ;K.t//� D 0. Thus . OP OF; Ox; OB/ is a weak solution of SFI.F;G;	/; with

an appropriately chosen initial distribution 	, such that xr ) Ox and Oxt 2 K.t/

with ( OP .1) for every t 2 Œ0; T �. Then . OP OF; Ox; OB/ 2 X .F;G;K/, and X .F;G;K/ is
weakly closed. �

Remark 4.1. The results of Theorem 4.1 continue to hold if instead of (2.1), we
assume that ŒS tF.F ı x/ � StF.G ı x/� \ TK.t; x/ ¤ ; for every .t; x/ 2 K" and
" 2 .0; 1/. �

5 Notes and Remarks

The viability approach to optimal control problems is especially useful for problems
with state constraints. There is a great number of papers dealing with viability
problems for differential inclusions. The first results dealing with viability problems
for differential inclusions were given by Aubin and Cellina in [5]. The first result
extending to the stochastic case of Nagumo’s viability theorem due to Aubin and Da
Prato [7]. Most of the results concerning this topic have now been collected in the
excellent book by Aubin [6]. Interesting generalizations of viability and invariance
problems were given by Plaskacz [88]. A new approach to viability problems for
stochastic differential equations was initiated by Aubin and Da Prato in [8] and [9]
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and by Millian in [79]. Later on, these results were extended by Aubin, Da Prato, and
Frankowska [10,12] in the case of stochastic inclusions written in differential form.
Independently, viability problems for stochastic inclusions were also considered
by Kisielewicz in [54] and Motyl in [85]. Viability theory provides geometric
conditions that are equivalent to viability or invariance properties. Illustrations of
viability approach to some issues in control theory and dynamical games with
the problem of dynamic valuation and management of a portfolio, can be found
in Aubin et al. [13]. The stochastic viability condition presented in Example 3.1
was constructed by M. Michta. The results contained in the present chapter are
mainly based on methods applied in Aitalioubrahim and Sajid [3], Van Benoit and
Ha [18], and Aubin and Da Prato [9]. The main results of this chapter dealing
with the existence of viable strong and weak solutions of stochastic and backward
stochastic inclusions and weak compactness with respect to convergence in the sense
of distributions of viable weak solution sets are due to the author of this book.



Chapter 6
Partial Differential Inclusions

The present chapter is devoted to partial differential inclusions described by the
semielliptic set-valued partial differential operators LFG generated by given set-
valued mappings F and G. Such inclusions will be investigated by stochastic
methods. As in the theory of ordinary differential inclusions, the existence of
solutions of such inclusions follows from continuous selections theorems and
existence theorems for partial differential equations. Therefore, Sects. 2 and 3 are
devoted to existence and representation theorems for elliptic and parabolic partial
differential equations. Some selection theorems and existence and representation
theorems for such partial differential inclusions follow. It will be proved that
solutions of initial and boundary value problems for partial differential inclusions
can be described by weak solutions of stochastic functional inclusions SFI.F;G/,
as considered in Chap. 4.

1 Set-Valued Diffusion Generators

In the theory of Kolmogorov–Feller diffusion processes, diffusions are represented
by their infinitesimal generators defined for continuous functions f W RRC �Rd !
Rd and g W RC � Rd ! Rd�m by setting

.Afgh/.s; x/ D h
0

t .s; x/C
dX

iD1
f i .s; x/h

0

xi
.s; x/C 1

2

dX

i;jD1
�ij .s; x/h

00

xi xj
.s; x/

for every h 2 C
1;2
0 .RdC1/ and .s; x/ 2 RC � Rd with .�ij /d�d D g � g�. Here

C
1;2
0 .RdC1/ denotes the space of all continuous functions h W RC � Rd ! R

with compact support in RdC1 having continuous derivatives h
0

t , h
0

xi
and h

00

xi xj
for

i; j D 1; 2; : : : ; d . We extend this notion to the set-valued case and speak of set-
valued diffusion generators.

M. Kisielewicz, Stochastic Differential Inclusions and Applications,
Springer Optimization and Its Applications 80, DOI 10.1007/978-1-4614-6756-4 6,
© Springer Science+Business Media New York 2013
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Let F W RC�Rd ! Cl.Rd / andG W RC �Rd ! Cl.Rd�m/ be given set-valued
mappings and denote by Luv a semielliptic partial differential operator defined on
the space C2

0 .R
dC1/ by

.Luvh/.s; x/ D
dX

iD1
uih

0

xi
.s; x/C 1

2

dX

i;jD1
vij h

00

xi xj
.s; x/

for .s; x/ 2 RC � Rd , u D .u1; : : : ; ud /, and v D .vij /d�d . We define now on
C2
0 .R

dC1/ a set-valued partial differential operator LFG corresponding to F and G
by setting

.LFGh/.s; x/ D f.Luvh/.s; x/ W u 2 F.s; x/; v 2 D.G/.s; x/g

for h 2 C2
0 .R

dC1/ and .s; x/ 2 RC � Rd ; where D.G/.s; x/ D fg � g� W g 2
G.s; x/g.

Let C.F / and C.G/ denote the sets of all continuous selectors of F and G,
respectively. Immediately from the above definitions, it follows that for every
.f; g/ 2 C.F / � C.G/ and Qh 2 DFG WD SfDfg.R

nC1/ W .f; g/ 2 C.F / � C.G/g,
one has .Afg

Qh/.s; x/ � Qh0
t .s; x/ 2 .LFG Qh/.s; x/ for .s; x/ 2 Œ0; T � � Rd , where

Dfg.R
dC1/ denotes the domain of the infinitesimal generator Afg of a .d C 1/-

dimensional Itô diffusion Y fgs;x defined for .f; g/ as given above by Theorem 11.1
of Chap. 1. Let us observe that DFG ¤ ;, because by virtue of Theorem 10.1
of Chap. 1, one has C2

0 .R
dC1/ � DFG . The set-valued operator LFG is called a

semielliptic set-valued diffusion operator.

Corollary 1.1. For every h 2 C2
0 .R

dC1/ and all selectors f and g of F and G,
respectively, the function Luvh W RC � Rd ! R with u D f .t; x/ and v D
.g � g�/.t; x/ is a selector of a set-valued mapping LFGh W RC � Rd 3 .s; x/ !
.LFGh/.s; x/ 2 P.R/. It is a measurable, continuous Carathéodory selector of
LFGh if f and g are measurable, continuous Carathéodory selectors of F and G,
respectively. �

Apart from the above-defined semielliptic set-valued operatorLFG , we shall also
consider the family AFG of parabolic diffusion generators Afg defined by

.AFG
Qh/.s; x/ D f.Afg

Qh/.s; x/ W f 2 C.F /; g 2 C.G/g

for Qh 2 DFG and .s; x/ 2 RC � Rd . Immediately from the relation .Afg
Qh/.s; x/�

Qh0
t .s; x/ 2 .LFG Qh/.s; x/, it follows that .AFG

Qh/.s; x/ � Qh0
t .s; x/ � .LFG Qh/.s; x/

for every Qh 2 DFG and .s; x/ 2 Œ0; T � � Rd . In a similar way, we define a family
LFG of characteristic operators Lfg of the form

.LFGh/.s; x/ D f.Lfgh/.s; x/ W f 2 C.F /; g 2 C.G/g



1 Set-Valued Diffusion Generators 219

for .s; x/ 2 Œ0; T � � Rd and h 2 CFG WD SfCfg.RdC1/ W f 2 C.F /; g 2 C.G/g,
where Cfg.RdC1/ denotes the domain of the characteristic operator of the diffusion

Y
fg
s;x defined above. In what follows, we shall need the following properties of the

set-valued mapping D.G/ defined by D.G/.t; x/ D fg � g� W g 2 G.t; x/g for
.t; x/ 2 RC � Rd .

Lemma 1.1. For every set-valued mapping G W RC � Rd ! Cl.Rd�m/, one has
the following:

(i) If G is measurable, then D.G/ possesses a measurable selector.
(ii) If G is convex-valued and l.s.c., thenD.G/ possesses a continuous selector.

(iii) If G is bounded, diagonally convex, and l.s.c., then D.G/ possesses a
continuous selector.

(iv) If G is convex-valued, bounded, and Lipschitz continuous, then D.G/ pos-
sesses a Lipschitz continuous selector.

(v) If G is a convex-valued Carathéodory set-valued mapping, then D.G/

possesses a Carathéodory selector.
(vi) If G is a diagonally convex bounded Carathéodory set-valued mapping, then

D.G/ possesses a Carathéodory selector.
(vii) If G is measurable and bounded, and � is a measurable selector for D.G/,

then there exists a measurable selector g of G such that � D g � g�.

Proof. Let l W Rd�m ! Rd�d be defined by l.u/ D u � u� for u 2 Rd�m. It is easy
to see that l is continuous. Indeed, let u0 2 Rd�m and let .un/1nD1 be a sequence of
Rd�m converging in the norm topology of Rd�m to u0. There is M > 0 such that
ku0k � M and kunk � M for n � 1. For every n � 1, one has

kl.un/ � l.u0/k D kun � u�
n � u0 � u�

0k � k.un � u0/ � u�
nk C ku0 � .u�

n � u�
0 /k

� M.kun � u0k C ku�
n � u�

0k/ D 2M kun � u0k:

Then kl.un/� l.u0/k ! 0 as n ! 1.

(i) By the Kuratowski and Ryll-Nardzewski measurable selection theorem, there
is a measurable selector g of G. Then � D l.g/ is a measurable selector of
D.G/ becauseD.G/ D l.G/.

(ii) Similarly, if G is convex-valued, then by Michael’s continuous selection
theorem, there exists a continuous selector g of G, which by the continuity
of l implies that � D l.g/ is a continuous selector of D.G/.

(iii) By properties of G and the relation D.G/ D l.G/, the multifunction D.G/
satisfies the conditions of Michael’s theorem. Therefore, it has a continuous
selector.

(iv) By virtue of Theorem 2.3 of Chap. 2, a multifunction G possesses a Lipschitz
continuous selector g. Similarly as above, we obtain

k�.t; x/ � �.Nt ; Nx/k D kl.g.t; x// � l.g.Nt ; Nx//k � 2M kg.t; x/ � g.Nt ; Nx/k
� 2ML.jt � Nt j C jx � Nxj/
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for .t; x/; .Nt ; Nx/ 2 RC � Rd , where � D l.g/, L > 0, is a Lipschitz constant
of G and M > 0 is such that kG.t; x/k � M for every .t; x/ 2 RC � Rd .
Then � is a Lipschitz continuous selector for D.G/.

Conditions (v) and (vi) follow immediately from Theorem 2.7 of Chap. 2. Finally,
if G and � satisfy (vii), then �.t; x/ 2 l.G.t; x// for .t; x/ 2 RC � Rd . Therefore,
the existence of a measurable selector g of G such that � D g � g� follows
immediately from Theorem 2.5 of Chap. 2. �

Similarly as above, for a given set-valued mapping G W RC � Rd ! Cl.Rd�m/,
by C.D.G// we denote the set of all continuous selectors ofD.G/. In what follows,
we shall consider set-valued mappingsG satisfying the following condition .P/:

.P/ For every � D .�ij /d�d 2 C.D.G// there are a nonempty set Q � RC � Rd

and a positive number ˛ such that
Pd

i;j �ij .t; x/�i �j � ˛j�j2 for .t; x/ 2 Q and

� 2 Rd .

We say that a pair .F;G/ of set-valued mappings generates a uniformly
semielliptic diffusion operator LFG on Q � RC � Rd if C.F / and C.G/ are
nonempty and G satisfies condition .P/. If Q D RC � Rd , we simply say that
a pair .F;G/ generates a uniformly semielliptic diffusion operator. It is clear that if
.F;G/ generates a uniformly semielliptic diffusion operator, then .AFGh/.s; x/ is
nonempty for every h 2 DFG and .s; x/ 2 Œ0; T � � Rd .

Corollary 1.2. If a pair .F;G/ of set-valued mappings generates a uniformly
semielliptic diffusion operator LFG on Q � RC � Rd , then for every g 2
C.G/, the symmetric matrix l.g/ is continuous and uniformly positive definite, i.e.,
sup.t;x/2Q infi�i�d i .g/.t; x/ > 0, where 1.g/.t; x/; : : : ; d .g/.t; x/ denote the
eigenvalues of l.g.t; x// for fixed .t; x/ 2 Q. �
Corollary 1.3. If a pair .F;G/ of bounded set-valued mappings generates a
uniformly semielliptic diffusion operator LFG , then for every .s; x/ 2 RC � Rd ,
there exists a .d C 1/-dimensional Itô diffusion Y D .Yt /t�0 defined by Yt D
.s C t; XsCt / on the filtered probability space PF D .�;F ;F; P / such that its
infinitesimal generator AY satisfies .AY h/.t; x/ � h

0

t .t; x/ 2 .LFGh/.t; x/ for
h 2 C

1;2
0 .RdC1/ and .t; x/ 2 Œs;1/ � Rd , where X D .Xt/t�s is a weak solution

of SFI.F;G/ on PF such that Xs D x a.s.

Proof. By the properties of the set-valued mappings F and G, we have C.F / ¤ ;
and C.G/ ¤ ;, and for every g 2 C.G/, the matrix-value function � D g � g� is
continuous and uniformly positive definite. Then every pair .f; g/ 2 C.F / � C.G/
satisfies the assumptions of Theorem 11.1 of Chap. 1. Therefore, by virtue of this
theorem, there is a .d C 1/-dimensional Itô diffusion Y D .Yt /t�0 on the filtered
probability space PF defined by Yt D .s C t; XsCt /, where X D .Xt/t�s is a weak
solution of the stochastic differential equation SDE.f; g/ on PF such that Xs D x

a.s. It is clear that X D .Xt/t�s is a weak solution of the stochastic functional
inclusion SFI.F;G/ on PF such that Xs D x a.s. Furthermore, we have
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.AY h/.t; x/ D h
0

t .t; x/C
dX

iD1
f i .t; x/h

0

xi
.t; x/

C 1

2

dX

i;jD1
�ij .t; x/h

00

xi xj
.t; x/

for every h 2 C1;2
0 .RdC1/ and .t; x/ 2 Œs;1/ � Rd . Together with the definition

of LFG , it follows that .AY h/.t; x/ � h
0

t .t; x/ 2 .LFGh/.t; x/ for h 2 C1;2
0 .RdC1/

and .t; x/ 2 Œs;1/ � Rd . �
Remark 1.1. If a pair .F;G/ of bounded set-valued mappings generates a uniformly
semielliptic diffusion operator LFG , then for every .f; g/ 2 C.F / � C.G/, the
infinitesimal generator AY of the diffusion Ys;x defined in Corollary 1.3 will be
still denoted by Afg . It satisfies the equality

.Afgh/.s; t/ D lim
t!0

Es;xŒh.Ys;x.t//� � h.s; x/

t

for every .s; x/ 2 RC � Rd and h 2 Dfg, where Es;x denotes the mean value
operator taken with respect to the probability law Qs;x of Ys;x . �

Recall that intuitively, the probability law Qs;x of Ys;x gives the distribution of
.Ys;x.t//0�t�T . To express this mathematically, we let Ms;x be the �-algebra on �
generated by the random variables � 3 ! ! Ys;x.t/.!/ 2 RdC1 with t 2 Œs; T �

and define on Ms;x a probability measureQs;x such that

Qs;xŒYs;x.t1/ 2 A1; : : : ; Ys;x.tk/ 2 Ak� D P ŒYs;x.t1/ 2 A1; : : : ; Ys;x.tk/ 2 Ak�

for 0 � ti < 1, Ai 2 ˇ.RdC1/, and 1 � i � k with k � 1.

Remark 1.2. If a pair .F;G/ of bounded set-valued mappings generates a uniformly
semielliptic diffusion operator LFG , then for all .f; g/ 2 C.F /�C.G/, the .d C1/-
dimensional Itô diffusions Y D .Y0;x.t//t�0 and Y D .Ys;x.t//t�0 defined above for
.0; x/ 2 RC�Rd and .s; x/ 2 RC�Rd , respectively, have the same distributions. �

In what follows, we shall consider set-valued mappings’F W RC�Rd ! Cl.Rd /

and G W RC � Rd ! Cl.Rd�m/ that satisfy some of the following conditions .A/:

(i) F and G are bounded and convex-valued.
(ii) F and G are l.s.c.

(iii) G is diagonally convex.
(iv) G satisfies .P/ and C.D.G// D l.C.G//; i.e., for every � 2 C.D.G//, there

is g 2 C.G/ such that � D g � g�.
(v) F and G are continuous.

(iv’) G satisfies .P/ and is such that C.D.G// D clC Œl.C.G//�, where clC
denotes the closure in the topology of the uniform convergence of continuous
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d�d -matrix-valued functions on RC�Rd , i.e., for every � 2 C.D.G//, there
is a sequence .gn/1nD1 of 2 C.G/ such that the sequence fl.gn/g1

nD1 converges
uniformly to � .

2 Continuous Selections of Set-Valued Diffusion Operators

Let F W RC � Rd ! Cl.Rd /, G W RC � Rd ! Cl.Rd�m/; h 2 C2
0 .R

dC1/ and
a continuous function u W RC � Rd ! R be such that u.t; x/ 2 .LFGh/.t; x/ for
.t; x/ 2 RC � Rd . We are interested in the existence for every " > 0 of continuous
selectors f" 2 C.F / and g" 2 C.G/ such that ju.t; x/ � .Lf"g"h/.t; x/j � " for
.t; x/ 2 RC � Rd , where
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Immediately from Theorem 2.2 of Chap. 2, it follows that if F and G satisfy
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for .t; x/ 2 RC � Rd . To get the desired result, we have to show that for a given
� 2 C.D/, there exist a continuous selector g 2 C.G/ or a sequence .gn/1nD1 of
continuous selectors of G such that �.t; x/ D .g � g�/.t; x/ or .gn � g�

n /.t; x/ !
�.t; x/ uniformly with respect to .t; x/ 2 RC � Rd as n ! 1. Such problems
concerning measurable selectors have been affirmatively solved in Lemma 1.1. For
continuous selectors, the above problem is much more complicated, although in the
case of single-valued mappingsD.G/ D f�g with a positive definite and continuous
matrix function � W RC �Rd ! Rd�d , there exists a continuous mapping g W RC �
Rd ! Rd�m such that � D g �g�. If � belongs to the space C1;2.RC �Rd ;Rd�d /,
then one can also prove the existence of g 2 C1;2.RC � Rd ;Rd�m/ such that
� D g �g�. To consider the general problem concerning continuous selectors, let us
introduce in Rd�m an equivalence relation R by setting xRy if and only if l.y/ D
l.x/, where similarly as above, we put l.u/ D u � u� for u 2 Rd�m. Let X D Rd�m
and let QX D X=R be the R-quotient space. Let q W X ! QX be the quotient
mapping defined in the usual way by setting X 3 x ! q.x/ D Œx� 2 QX , where
Œx� D fz 2 X W zRxg: Denote by TX the norm topology in X , and let QTl be the
natural topology in QX defined by QTl D fV � QX W q�1.V / 2 TX g: It is clear that q is
.TX ; QTl /-continuous. Let us introduce in X the topology Tl D fq�1.V / W V 2 QTlg:
We have Tl � TX :
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Lemma 2.1. Given the set-valued mapping G W RC � Rd ! Cl.Rd�m/, let
f W RC � Rd ! Rd�m be continuous and such that l.f .t; x// 2 l.G.t; x// for
.t; x/ 2 RC � Rd . There exists a .TRnC1 ; Tl /-continuous selector g of G such that
l.f .t; x// D l.g.t; x// for .t; x/ 2 RC � Rd ; where TRdC1 denotes the norm
topology in RdC1:

Proof. For every .t; x/ 2 RC � Rd , we can select utx 2 G.t; x/ such that
l.f .t; x// D l.utx/: Put g.t; x/ D utx for t 2 Œ0; T � and x 2 Rd : We have
q.g.t; x// D q.f .t; x//: By the .TRdC1 ; QTl /-continuity of q ı f for every V 2 QTl ,
we have .q ı f /�1.V / 2 TRdC1 : Then g�1.q�1.V // D f �1.q�1.V // 2 TRdC1 for
every V 2 QTl : Therefore, for every U 2 Tl , we have g�1.U / D f �1.q�1.V // 2
TRdC1 , because by the definition of Tl , for every U 2 Tl , there is V 2 QTl such that
U D q�1.V /: �

In what follows, we shall deal with right triangular matrices. Recall that a
matrix v 2 Rd�d with elements vij is said to be right triangular if vii ¤ 0 for
i D 1; 2; : : : ; n and all elements of v lying below its main diagonal are equal to zero.
It can be proved (see [80], pp. 81–82) that for every symmetric matrix � 2 Rd�d of
the rank r such that its minors dk are nonzero for k D 1; 2; : : : ; r , there is a right
triangular matrix v D .vij /d�d such that � D v � v� and elements vij of such a
matrix v are defined by

vij D
8
<

:

1p
dj dj�1

�

�
1 2 : : : j � 1 i

1 2 : : : j � 1 j

�

I j D 1; 2; : : : ; r; i D j; j C 1; : : : ; d;

0 I j D r C 1; r C 2; : : : ; d;
(2.1)

where �

�
i1i2 : : : ik
j1j2 : : : jk

�

denotes the kth-order minor consisting of elements of �

lying in the intersection of the k rows with indices i1; : : : ; ik and the k columns

with indices j1; : : : ; jk and dp D �

�
1 2 : : : p

1 2 : : : p

�

for p D 1; 2; : : : ; d .

We shall now show that if G W RC � Rd ! Cl.Rd�d / is such that det.utx/ ¤ 0

for every .t; x; utx/ 2 Graph.G/ and the set-valued mapping D.G/ W RC � Rd !
Cl.Rd�d /, defined by D.G/.t; x/ D l.G.t; x// for t 2 RC and x 2 Rd has a
continuous selector � , then there is a .TRnC1 ; Tl /-continuous selector g of G such
that �.t; x/ D l.g.t; x// for t 2 RC and x 2 Rd : The result will follow from the
properties of positive definite symmetric matrices (see [80], pp. 81, 153).

Lemma 2.2. Let G W RC � Rd ! Cl.Rd�m/ be such that det.utx/ ¤ 0 for every
.t; x; utx/ 2 Graph.G/ and such that a set-valued mapping D.G/ D l.G/ has a
continuous selector � . There exists a .TRdC1 ; Tl /-continuous selector g of G such
that �.t; x/ D l.g.t; x// for t 2 RC and x 2 Rd .

Proof. For every t 2 RC and x 2 Rd , there is utx 2 G.t; x/ such that �.t; x/ D
utx � .utx/� and det.utx/ ¤ 0: Then (see [80], p. 153) �.t; x/ is symmetric and positive
definite for every t 2 RC and x 2 Rd . Therefore, for every t 2 RC and x 2 Rd ,
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there is a right triangular matrix v.t; x/ D .vij .t; x//d�d such that �.t; x/ D
v.t; x/ � v�.t; x/ and such that all its elements vij .t; x/ are defined by (2.1). By the
continuity of � , all its minors are continuous, too. Therefore, by (2.1), all elements
vij of v are continuous on RC � Rd . Then v W RC � Rd ! Rd�d is a continuous
matrix such that �.t; x/ D l.v.t; x// for t 2 RC and x 2 Rd : By the definitions
of D.G/ and � , we get l.v.t; x// 2 l.G.t; x// for every t 2 RC and x 2 Rd .
Therefore, by virtue of Lemma 2.1, there is a .TRdC1 ; Tl /-continuous selector g for
G such that �.t; x/ D l.g.t; x// for t 2 RC and x 2 Rd : �

Lemma 2.3. Let G W RC � Rd ! Cl.Rd�m/ be l.s.c., diagonally convex, and
such that for every .t; x; utx/ 2 Graph.G/, utx is a right triangular matrix. Then
C.D.G// ¤ ; and for every � 2 C.D.G//, there is g 2 C.G/ such that � D l.g/.

Proof. By (iii) of Lemma 1.1, there is � 2 C.D.G//. Hence, similarly as in the
proof of Lemma 2.2, the existence of a continuous right triangular matrix function
v W RC � Rd ! Rd�d such that � D l.v/ follows. By the properties of G, for
every .t; x/ 2 RC � Rd , there is a right triangular matrix utx 2 G.t; x/ such that
�.t; x/ D l.utx/. Hence it follows that for every .t; x/ 2 RC � Rd , all elements of
matrices v.t; x/ and utx are defined by the same formulas (2.1) by the elements of
the matrix �.t; x/. Therefore, for every .t; x/ 2 RC � Rd , one has v.t; x/ D utx 2
G.t; x/. Taking now g D v, we get a continuous selector of G satisfying � D l.g/.
Let us observe that we also have � D l.�g/, but �g does not have to be a selector
of G. �

In further applications, we are interested in the existence of continuous selectors
g 2 C.G/ such that the matrix function l.g/ is uniformly positive definite. Such
selectors can be obtained immediately from Lemma 2.3. Let l.utx/ denote the
quadratic form on Rd with matrix l.utx/ for every .t; x; utx/ 2 Graph.G/.

Lemma 2.4. Let G W RC �Rd ! Cl.Rd�m/ be l.s.c., diagonally convex, and such
that utx is a right triangular matrix for every .t; x; utx/ 2 Graph.G/. If furthermore,
there is L > 0 such that l.utx/.u; u/ > Lkuk2 for every .t; x; utx/ 2 Graph.G/ and
u 2 Rd with kuk ¤ 0, then there exists g 2 C.G/ such that l.g/ is uniformly
positive definite.

Proof. By (iii) of Lemma 1.1, there is a continuous selector � of D.G/. For every
.t; x; utx/ 2 Graph.G/, we have

 D sup
t�0

sup
x2Rd

min
u2Rd ;u¤0

Œl.utx/.u; u/=kuk2� D sup
t�0

sup
x2Rd

min
1�i�d i .l.u

t
x//;

where i.l.utx// denotes for i D 1; 2; : : : ; d the eigenvalues of the symmetric
matrix l.utx/. Immediately from the inequality l.utx/.u; u/ > Lkuk2, it follows that
 � L > 0. Then the matrix function RC � Rd 3 .t; x/ ! l.utx/ 2 Rd�d is
uniformly positive definite. Similarly as in the proof of Lemma 2.3, we can verify
that there exists a continuous right triangular matrix v W RC � Rd ! Rd�d such
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that v.t; x/ 2 G.t; x/ and l.v.t; x// D l.utx/ for every .t; x/ 2 RC � Rd . Taking
g D v, we obtain a selector g 2 C.G/ such that l.g/ is uniformly positive definite.

�

Corollary 2.1. Suppose G W RC � Rd ! Cl.Rd�m/ is l.s.c., diagonally convex,
and such that for every .t; x; utx/ 2 Graph.G/ , utx is a right triangular matrix.
Assume that there is L > 0 such that l.utx/.u; u/ > Lkuk2 for every .t; x; utx/ 2
Graph.G/ and u 2 Rd with kuk ¤ 0. For every convex-valued l.s.c. set-valued
mapping F W RC � Rd ! Cl.Rd /, the pair .F;G/ generates a uniformly
semielliptic set-valued diffusion operator LFG .

Proof. By (iii) of Lemma 1.1 and Michael’s continuous selection theorem, we have
C.F / ¤ ;, C.G/ ¤ ; and C.D.G// ¤ ;. By virtue of Lemma 2.3, for every
� 2 C.D.G//, there is g 2 C.G/ such that � D l.g/. Finally, similarly as in the
proof of Lemma 2.4, we obtain that for every g 2 C.G/, the matrix function l.g/
is uniformly positive definite. Then every � 2 C.D.G// D l.C.G// is uniformly
positive definite. Thus a pair .F;G/ generates a uniformly semielliptic set-valued
diffusion operator LF;G . �

Corollary 2.2. For every symmetric uniformly positive definite matrix function g W
RC � Rd ! Rd�d , the matrix function � D l.g/ is uniformly positive definite.

Proof. Let  D supt�0 supx2Rd min1�i�d i .g/.t; x/ for .t; x/ 2 RC � Rd ,
where i.g/.t; x/ denote for every i D 1; 2; : : : ; d and .t; x/ 2 RC � Rd , the
eigenvalues of the symmetric matrix g.t; x/. For every .t; x/ 2 RC � Rd , one
has det .g.t; x/ � i .g/.t; x/E/ D 0, where E is the d � d unit matrix. Hence it
follows that

det
�
�.t; x/ � 2i .g/.t; x/E

	 D detŒl.g/.t; x/ � 2i .g/.t; x/E�
D det Œ.g.t; x/ � i .g/.t; x/E/ � .g.t; x/C i .g/.t; x/E/�

D detŒg.t; x/ � i.g/.t; x/E� � detŒg.t; x/C i .g/.t; x/E� D 0:

Therefore, �i.t; x/ DW 2i .t; x/ is for every i D 1; : : : ; d an eigenvalue of the
symmetric matrix �.t; x/ for i D 1; 2; : : : ; d and .t; x/ 2 RC � Rd such that
0 < 2 D supt�0 supx2Rd min1�i�d �i .t; x/: �

Now we can prove some continuous selection theorems dealing with the problem
presented above.

Theorem 2.1. Let F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�d /
be l.s.c., bounded, convex-valued, and diagonally convex, respectively set-valued,
mappings. Assume that det.utx/ ¤ 0 for every .t; x; utx/ 2 Graph.G/ and let
� 2 C1;2.RC � Rd ;R/ be such that v0

t .t; x/ 2 .LFGv.t; �//.t; x/ for every
.t; x/ 2 RC � Rd . For every k D 1; 2; : : :, there are continuous and .TRdC1 ; Tl /-
continuous selectors fk and gk of F and G, respectively, such that j� 0

t .t; x/ �
.Lfkgk�.t; �//.t; x/j � 1=k for t 2 RC and x 2 Rd .
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Proof. Let us observe that F � D.G/ W RC � Rd ! Cl.Rd � Rd�d / is l.s.c.,
bounded, and convex-valued. Put X D RC � Rd and Y D Rd � Rd�d . Define on
X � Y a function Œ.t; x/; .u; �/� D �Œ�.t; x/; u; �� for .t; x/ 2 X and .u; �/ 2 Y ,
where �Œ�.t; x/; u; �� D hrx�.t; x/; uiC.1=2/t rŒ@xx�.t; x/ ���, with rxv.t; x/ D
Œ�

0

x1
.t; x/; : : : ; �

0

xd
.t; x/� and @xx�.t; x/ D Œ�

00

xi xj
.t; x/�d�d . It is clear that  is

continuous onX �Y such that Œ.t; x/; � � is affine. By the properties of the function
� , we have �

0

t .t; x/ 2 Œ.t; x/; .F�D.G//.t; x/� for every .t; x/ 2 X . Therefore, by
virtue of Theorem 2.2 of Chap. 2, for every k D 1; 2; : : :, there exists a continuous
selector .fk; �k/ of F �D.G/ such that j� 0

t .t; x/ � Œ.t; x/; .fk; �k/.t; x/�j � 1=k

for .t; x/ 2 X . We have fk 2 C.F / and �k 2 C.D.G// for k D 1; 2; : : :. By virtue
of Lemma 2.2, for every k D 1; 2; : : :, there exists a .TRdC1 ; Tl /-continuous selector
gk of G such that �k D l.gk/, which together with the above properties of the pair
.fk; �k/ proves the theorem. �

Theorem 2.2. Let F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�d /
be l.s.c., bounded, convex-valued, and diagonally convex, respectively set-valued,
mappings. Assume that G is such that for every .t; x; utx/ 2 Graph.G/, utx is a
right triangular matrix and let � 2 C1;2.RC � Rd ;R/ be such that � 0

t .t; x/ 2
.LFG�.t; �//.t; x/ for t 2 RC and x 2 Rd . For every k D 1; 2; : : :, there are
continuous selectors fk and gk of F and G, respectively, such that j� 0

t .t; x/ �
.Lfkgk�.t; �//.t; x/j � 1=k for t 2 RC and x 2 Rd .

Proof. Similarly as in the proof of Theorem 2.1, the result follows immediately
from Theorem 2.2 of Chap. 2 and Lemma 2.3. �

Immediately from Theorem 2.2 of Chap. 2 and Lemma 2.4, we obtain the
following selection theorems.

Theorem 2.3. Let F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�d /
be l.s.c., bounded, convex-valued, and diagonally convex, respectively set-valued,
mappings. Assume thatG is such that for every .t; x; utx/ 2 Graph.G/, utx is a down
triangular matrix and there isL > 0 such that l.utx/.u; u/ > Lkuk2 and u 2 Rd with
kuk ¤ 0. Let � 2 C1;2.RC � Rd ;R/ be such that � 0

t .t; x/ 2 .LFG�.t; �//.t; x/ for
.t; x/ 2 RC �Rd . For every k D 1; 2; : : :, there are fk 2 C.F / and gk 2 C.G/ such
that l.gk/ is uniformly positive definite and j� 0

t .t; x/ � .Lfkgk�.t; �//.t; x/j � 1=k

for k D 1; 2; : : : and .t; x/ 2 RC � Rd . �
Theorem 2.4. Let F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�d /
be l.s.c., bounded, convex-valued, and diagonally convex, respectively set-valued,
mappings. Assume that G is such that for every .t; x; utx/ 2 Graph.G/, utx is a
right triangular matrix such that for every continuous selector ' of G, there is a
number L' > 0 such that l.utx/.u; u/ > L'kuk2 for every .t; x; utx/ 2 Graph.G/
and u 2 Rd with kuk ¤ 0. Let � 2 C1;2.RC � Rd ;R/ be such that � 0

t .t; x/ 2
.LFG�.t; �//.t; x/ for every t 2 RC and x 2 Rd : For every k D 1; 2; : : :, there
are fk 2 C.F / and gk 2 C.G/ such that l.gk/ is uniformly positive definite and
j� 0
t .t; x/ � .Lfkgk�.t; �//.t; x/j � 1=k for k D 1; 2; : : : and .t; x/ 2 RC � Rd . �
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Theorem 2.5. Let F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�d /
be l.s.c., bounded, convex-valued, and diagonally convex, respectively set-valued,
mappings satisfying (iv) of conditions .A/. If � 2 C1;2.RC � Rd ;R/ is such that
� 0
t .t; x/ 2 .LFG�.t; �//.t; x/ for every t 2 RC and x 2 Rd , then for every k D
1; 2; : : :, there are continuous selectors fk and gk of F and G, respectively, such
that l.gk/ is uniformly positive definite and j� 0

t .t; x/ � .Lfkgk�.t; �//.t; x/j � 1
k

for
k D 1; 2; : : : and .t; x/ 2 RC � Rd . �

In some optimal control problems, we have to deal with condition (iv0) of .A/
instead of (iv). This follows from the following example.

Example 2.1. Let g W RC � Rd � U ! Rd�d be continuous and bounded, and
put G.t; x/ D fg.t; x; u/ W u 2 Ug for every .t; x/ 2 RC � Rd , where U is
a nonempty compact convex subset of Rm. Assume that g is such that for every
.t; x/ 2 RC � Rd , the mapping .t; x; � / W U ! Rd�d defined by .t; x; u/ D
g.t; x; u/ � g�.t; x; u/ for u 2 U is affine. Then G does not satisfy all conditions of
(iv) mentioned above. It is l.s.c. and diagonally convex, and for every continuous
selector � W RC � Rd ! Rd�d of D.G/, we have �.t; x/ 2 .t; x;U/ for every
.t; x/ 2 RC � Rd . In the general case, no selector � W RC � Rd ! U of U exists
such that � D .t; x; �/. Therefore, to such a function  we can apply Theorem 2.2
of Chap. 2 and get for every k � 1 a continuous selector uk W RC � Rd ! U of U
such that sup.t;x/2RC�Rd k�.t; x/� .t; x; uk.t; x//k � 1=k for .t; x/ 2 RC �Rd .
Taking �k.t; x/ D g.t; x; uk.t; x// for k � 1, we obtain a sequence .�k/1kD1 of
selectors of G such that sup.t;x/2RC�Rd k�.t; x/ � l.�k/.t; x/k ! 0 as k ! 1,
because l.�k/.t; x/ D g.t; x; uk.t; x// � g�.t; x; uk.t; x// D .t; x; uk.t; x//.

We now extend Theorem 2.5 to G satisfying (iv0) of conditions .A/.

Theorem 2.6. Let F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�d / be
l.s.c., bounded, convex-valued, and diagonally convex, respectively set-valued, map-
pings and supposeG is such that condition (iv0) of .A/ is satisfied. If � 2 C1;2

0 .RC�
Rd ;R/ is such that � 0

t .t; x/ 2 .LFG�.t; �//.t; x/ for every t 2 RC and x 2 Rd ,
then for every k D 1; 2; : : : and m D 1; 2; : : :, there are continuous selectors fk
and gmk of F and G; respectively, such that l.gmk / is uniformly positive definite for
k;m D 1; 2; : : : and limm!1 sup.t;x/2RC�Rd j� 0

t .t; x/�.Lfkgmk �.t; �//.t; x/j � 1=k

for k D 1; 2; : : :.

Proof. Similarly as above, by virtue of Theorem 2.2 of Chap. 2, for every k D
1; 2; : : :, there are fk 2 C.F / and �k 2 C.D.G// such that sup.t;x/2RC�Rd j� 0

t .t; x/�
Œ.t; x/; .fk; �k.t; x//�j � 1=k, where  is as in the proof of Theorem 2.1.
By (iv0), for every k � 1 there is a sequence .gmk /

1
mD1 of C.G/ such that

sup.t;x/2RC�Rd jl.gmk .t; x// � �k.t; x/j ! 0 as m ! 1. For every k � 1 and
m � 1, one has

sup
.t;x/2RC�Rd

jŒ.t; x/; .fk; �k/.t; x/� � Œ.t; x/; .fk; �
m
k /.t; x/�j

� M � d2 sup
.t;x/2RC�Rd

k�k.t; x/ � �mk .t; x/k;
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where �mk .t; x/ D l.gmk .t; x// and M > 0 is such that M � sup.t;x/2RC�Rd j� 00

xixj

.t; x/j for i; j D 1; 2; : : : ; d . Let us observe that such M > 0 exists, because � has
compact support. Therefore, for every k � 1 and m � 1, we get

sup
.t;x/2RC�Rd

j� 0
t .t; x/�.Lfkgmk �.t; �//.t; x/j� sup

.t;x/2RC�Rd

j� 0
t .t; x/�Œ.t; x/; .fk; �k/.t; x/�j

C sup
.t;x/2RC�Rd

jŒ.t; x/; .fk; �k/.t; x/�� Œ.t; x/; .fk; �
m
k /.t; x/�j

� 1

k
CM � d2 sup

.t;x/2RC�Rd

k�k.t; x/� �mk .t; x/k:

Then

lim
m!1 sup

.t;x/2RC�Rd

j� 0
t .t; x/ � .Lfkgmk �.t; �//.t; x/j � 1

k

for every k D 1; 2; : : : : �

3 Initial and Boundary Value Problems for Semielliptic
Partial Differential Equations

Let F W RC �Rd ! Cl.Rd / and G W RC �Rd ! Cl.Rd�m/ generate a uniformly
semielliptic set-valued operator LFG on Q � RC � Rd and let f 2 C.F / and g 2
C.G/. Assume thatQ is a bounded domain in RC�Rd lying in the strip .0; T /�Rd

for a given T > 0. Put NB D NQ \ Œft D 0g � Rd � and NBT D NQ \ Œft D T g � Rd �

and assume that NB and NBT are nonempty. Let BT D Int. NBT / and B D Int. NB/.
Denote by S0 the boundary ofQ lying in the strip .0; T /�Rd and let S D S0 nBT .
The set @Q D B [ S is a parabolic boundary of Q. Let c W RC � Rd ! R,
' W RC � Rd ! R,  W Rd ! R, and � W RC � Rd ! R be given.

Given functions f , g, c, ',  , � as above and a bounded domain Q � .0; T / �
Rd , by the first initial–boundary value problem generated by Lfg , we mean the
problem consisting in finding a function u 2 C.RC�Rd ;R/ such that the following
conditions are satisfied:

8
ˆ̂
<

ˆ̂
:

u0
t .t; x/ D �

Lfgu.t; �/	 .t; x/C c.t; x/u.t; x/ � '.t; x/;

for .t; x/ 2 Q [ BT ;

u.0; x/ D  .x/ for x 2 B;
u.t; s/ D �.t; x/ for .t; x/ 2 S:

(3.1)

Remark 3.1. The last two conditions in (3.1) are called initial and boundary
conditions, respectively. �
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A function wR.P / 2 C2
0 .Q/ with R 2 NB [ S is called a barrier at the point

R corresponding to .f; g; c/ if wR.P / > 0 for P 2 NQ n fRg; wR.R/ D 0 and�
LfgwR.t; �/

	
.t; x/C c.t; x/wR.t; x/C 1 � @

@t
ŒwR.t; x/� for .t; x/ 2 Q [ BT .

The following existence theorem can be proved.

Theorem 3.1. Assume that a pair .F;G/ of multifunctions generates a uniformly
semielliptic set-valued operator LFG on a bounded domain Q � .0; T / � Rd and
let f 2 C.F / and g 2 C.G/. Assume that f; g; c and ' are uniformly Hölder
continuous in NQ and let  and � be continuous on NB and NS , respectively. If
furthermore, there exists a barrier corresponding to .f; g; c/ at every point of S ,
then there exists a unique solution of the first initial–boundary problem (3.1). �
Remark 3.2. It can be verified that if Q D .0; T / � B with a bounded domain
B in Rd is such that there exists a closed ball K � Rd with center Nx such that
K\B D ; andK\ NB D fx0g, then there exists a barrier corresponding to .f; g; c/
at each point .t0; x0/ of S .0 < t0 � T /; namely wR.t; x/ D ke˛t .1=Rp

0 � 1=Rp/,
where ˛ � c.t; x/, R0 D jx0 � Nxj, R D Œjx � Nxj2 C jt � t0j2�1=2, and k; p are
suitable positive numbers. �

Corollary 3.1. If Q D .0; T / � B is as in Remark 3.2, then for every f; g; c, ',
and � satisfying the assumptions of Theorem 3.1, there exists a unique solution
of (3.1). �

Given functions f , g, c, ',  , � , and T > 0 as above, by the Cauchy problem
generated by Lfg we mean the problem consisting in finding a function u 2 C.RC�
Rd ;R/ such that the following conditions are satisfied:

8
<

:

u0
t .t; x/ D �

Lfgu.t; �/	 .t; x/C c.t; x/u.t; x/ � '.t; x/;

for .t; x/ 2 .0; T � � Rd ;

u.0; x/ D  .x/ for x 2 Rd :

(3.2)

The following existence theorem can be proved.

Theorem 3.2. Assume that a pair .F;G/ of multifunctions generates a uniformly
semielliptic set-valued operator LFG on Œ0; T � � Rd and let f 2 C.F / and g 2
C.G/ be bounded. Furthermore, assume that f and g are Hölder continuous in x
uniformly with respect to .t; x/ 2 Œ0; T � � Rd . Let ' be continuous and Hölder
continuous in x uniformly with respect to .t; x/ on a compact subset of Œ0; T � � Rd

and let  be continuous on Rd . If furthermore, there are positive numbers ˛ and A
such that max .j'.t; x/j; j .x/j/ � A � exp

�
˛jxj2	 for .t; x/ 2 Œ0; T � � Rd , then

there is Nc > 0 such that the Cauchy problem (3.2) possesses a solution in the strip
Œ0; T �� � Rd , where T � D minfT; Nc=˛g. �
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4 Stochastic Representation of Solutions of Partial
Differential Equations

If the assumptions of Theorems 3.1 and 3.2 are satisfied, then solutions of
problems (3.1) and (3.2) can in some special cases be represented by solutions of
stochastic differential equations SDE.f; g/. We shall consider the above problem
in the case that f and g satisfy only assumptions that guarantee the existence and
uniqueness in law of weak solutions of SDE.f; g/ with a given initial distribution.
We shall still assume that a pair .F;G/ of multifunctions generates a uniformly
semielliptic set-valued operator LFG on Œ0; T � � Rd and .f; g/ 2 C.F / � C.G/.

By virtue of Corollary 1.3, for every .s; x/ 2 RC � Rd , there is a .d C 1/-
dimensional Itô diffusion Y fgs;x D .Y

fg
s;x .t//t�0 defined by Y fgs;x .t/ D .sC t; X

fg
s;x .sC

t// on a filtered probability space PF D .�;F ;F; P /. Its infinitesimal generator
Afg satisfies .Afgh/.t; x/ � h

0

t .t; x/ 2 .LFGh/.t; x/ for h 2 C
1;2
0 .RdC1/ and

.t; x/ 2 Œs;1/ � Rd , where Xfg
s;x D .X

fg
s;x .t//t�s is a weak solution of a stochastic

differential equation SDE.f; g/ with initial conditionXfg
s;x .s/ D x a.s.

Immediately from results presented in Sect. 12 of Chap. 1, we obtain the follow-
ing existence and representation theorems.

Theorem 4.1. Assume that conditions (i)–(iv) of .A/ are satisfied, T > 0, and let
c 2 C.Œ0; T � � Rd ;R/ be bounded. For every .f; g/ 2 C.F / � C.G/ and .s; x/ 2
Œ0; T / � Rd , there is a unique in law weak solution Xfg

s;x of SDE.f; g/ satisfying
X
fg
s;x .s/ D x a.s. such that the function v defined by

v.t; s; x/ D Es;x



exp

�

�
Z t

0

c.Y fgs;x .�//d�

�
Qh.Y fgs;x .t//

�

for Qh 2 C1;2.RdC1/, .s; x/ 2 Œ0; T / � Rd , and t 2 Œ0; T � s� satisfies
8
<

:

v0
t .t; s; x/ D �

Afgv.t; �/
	
.s; x/ � c.s; x/v.t; s; x/

for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�;
v.0; s; x/ D Qh.s; x/ for .s; x/ 2 Œ0; T / � Rd : �

Theorem 4.2. Assume that conditions (i)–(iv) of .A/ are satisfied, T > 0, and
c 2 C.Œ0; T � � Rd ;R/ is bounded. For every .f; g/ 2 C.F / � C.G/ and x 2 Rd ,
there is a unique in law weak solution Xfg

0;x of SDE.f; g/ satisfying Xfg
0;x.0/ D x

a.s., such that the function v defined by

v.t; x/ D Ex



exp

�

�
Z t

0

c.Y
fg
0;x .�//d�

�

.h ı �/.Y fg0;x .t//
�

for h 2 C2
0 .R

d / and .t; x/ 2 Œ0; T � � Rd satisfies
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8
<

:

v0
t .t; x/ D �

Afgv.t; �/
	
.t; x/ � c.t; x/v.t; x/

for .t; x/ 2 .0; T � � Rd ;

v.0; x/ D h.x/ for x 2 Rd : �

Theorem 4.3. Assume that conditions (i)–(iv) of .A/ are satisfied, T > 0, c 2
C.Œ0; T � � Rd and v 2 C1;1;2.Œ0; T � � Œ0; T � � Rd ;R/ is bounded and such that

8
<

:

v0
t .t; s; x/ D �

Afgv.t; �/
	
.s; x/ � c.s; x/v.t; s; x/

for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�
v.0; s; x/ D Qh.s; x/ for .s; x/ 2 Œ0; T / � Rd :

for .f; g/ 2 C.F / � C.G/ and Qh 2 C
1;2
0 .RdC1/. For every .s; x/ 2 Œ0; T / � Rd ,

there is a unique in law weak solutionXfg
s;x of SDE.f; g/ satisfying initial condition

X
fg
s;x .s/ D x such that

v.t; s; x/ D Es;x



exp

�

�
Z sCt

s

c.�; Xfg
s;x .�//d�

�
Qh.s C t; Xfg

s;x .s C t//

�

for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�. �

Remark 4.1. If the assumptions of Theorem 4.1 are satisfied, w 2 C1;2.Œ0; T � �
Rd ;R/ and u 2 C.Œ0; T ��Rd ;R/ are bounded and such that the function v defined
by v.s; x/ D w.T � s; x/ for 0 � s < T satisfies

8
<

:

v0
s.s; x/C .Afgv/.s; x/ D �u.s; x/

for .s; x/ 2 Œ0; T / � Rd

v.0; x/ D Qh.T; x/ for x 2 Rd ;

then for every .s; x/ 2 Œ0; T / � Rd , there exists a unique in law weak solution Xfg
s;x

of SDE.f; g/ with an initial conditionXfg
s;x .s/ D x a.s. such that

w.T � s; x/ D Es;x
h Qh.T;Xfg

s;x .T //
i

C Es;x

Z T

s

u.�; Xfg
s;x .�//d�

�

: �

We shall consider now some generalized Dirichlet–Poisson problems with partial
differential operators generated by .f; g/ 2 C.F / � C.G/ with F and G satisfying
conditions (i)–(iv) of .A/. Similarly as in Chap. 1, we obtain the following results.

Theorem 4.4. Assume that conditions (i)–(iv) of .A/ are satisfied, T > 0, and D
is a bounded domain in Rd . Let u 2 C.Œ0; T � � Rd ;R/, ˆ 2 C..0; T /� @D;R/ be
bounded and .f; g/ 2 C.F / � C.G/. If v 2 C1;2

0 .RdC1/ is bounded such that
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�
u.t; x/ D �

Afgv
	
.t; x/ for .t; x/ 2 Œ0; T / �D;

limD3x!y v.t; x/ D ˆ.t; y/ for .t; y/ 2 .0; T / � @D; (4.1)

then for every .s; x/ 2 Œ0; T / � D, there exists a unique in law weak solution Xfg
s;x

of SDE.f; g/ with initial conditionXfg
s;x .s/ D x such that

v.s; x/ D Es;x
�
ˆ.�D;X

fg
s;x .�D//

� �Es;x

Z �D

s

u.t; Xfg
s;x .t//dt

�

for .s; x/ 2 Œ0; T / �D, where �D D inffr 2 .s; T � W Xfg
s;x .r/ 62 Dg.

Proof. By virtue of Remark 11.1 of Chap. 1, for every .s; x/ 2 Œ0; T /�D, there is a
unique in law weak solution Xfg

s;x of SDE.f; g/ with initial condition Xfg
s;x .s/ D x

a.s. such that the process Y fgs;x D .s C t; X
fg
s;x .s C t//0�t�T�s is an Itô diffusion

with the infinitesimal generator Afg defined above. Let Uk D .0; T / � Dk and

�sUk D inffr 2 .0; T � s� W Y fgs;x .t/ 62 Ukg, where .Dk/
1
kD1 is an increasing sequence

of open sets Dk such that Dk � D and D D S1
kD1 Dk . It can be verified that

�sUk D �sk � s, where �sk D inffr 2 .s; T � W Xfg
s;x .r/ 62 Dkg. By Dynkin’s formula,

for every k D 1; 2; : : : we get

Es;x
�
v.Y fgs;x .�

s
Uk //

� D v.s; x/CEs;x

"Z �sUk

0

.Afgv/.Y
fg
s;x .t//dt

#

for every .s; x/ 2 Œ0; T / � D. By (4.1), we have u.s C t; X
fg
s;x .s C t// D

.Afgv/.Y
fg
s;x .t// for .s; x/ 2 Œ0; T ��D and t 2 Œ0; T � s�. Hence, by the definition

of Y fgs;x and the equality �sUk D �sk � s, for every k D 1; 2; : : :, we obtain

v.s; x/ D Es;x
�
v.�sk ; X

fg
s;x .�

s
k//
� � Es;x

"Z �sk

s

u.t; Xfg
s;x .t//dt

#

:

On the other hand, by (4.1) and the boundedness of the functionsˆ and u, we get

lim
k!1Es;xŒv.�sk ; X

fg
s;x .�

s
k/� D Es;xŒˆ.�D;X

fg
s;x .�D//�

and

lim
k!1Es;x

"Z �sk

s

u.t; Xfg
s;x .t//dt

#

D Es;x

Z �D

s

u.t; Xfg
s;x .t//dt

�
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for .s; x/ 2 Œ0; T / �D. Then

v.s; x/ D Es;x
�
ˆ.�D;X

fg
s;x .�D//

� �Es;x

Z �D

s

u.t; Xfg
s;x .t//dt

�

for .s; x/ 2 Œ0; T / �D. �

Theorem 4.5. Assume that conditions (i)–(iv) of .A/ are satisfied, T > 0, andD is
a bounded domain in Rd : Let c; u 2 C.Œ0; T ��Rd ;R/ andˆ 2 C..0; T /�@D;R/
be bounded and .f; g/ 2 C.F / � C.G/. If v 2 C1;2

0 .RdC1/ is bounded such that

�
u.t; x/ D �

Afgv
	
.t; x/ � c.t; x/v.t; x/ for .t; x/ 2 .0; T �;�D

limD3x!y v.t; x/ D ˆ.t; y/ for .t; y/ 2 .0; T / � @D;

then for every .s; x/ 2 Œ0; T / � D, there exists a unique in law weak solution Xfg
s;x

of SDE.f; g/ with initial conditionXfg
s;x .s/ D x a.s such that

v.s; x/ D Es;x



ˆ.�D;X
fg
s;x .�D// exp

�

�
Z �D

s

c.t; Xfg
s;x .t//dt

��

�Es;x

�Z �D

s



u.r; Xfg
s;x .r// exp

�

�
Z sCr

s

c.r; Xfg
s;x .t//dt

��

dr

�

for .s; x/ 2 Œ0; T / �D, where �D D inffr 2 .s; T � W Xfg
s;x .r/ 62 Dg.

Proof. Similarly as in the proof of Theorem 4.4, we can verify that for every
.f; g/ 2 C.F /�C.G/ and .s; x/ 2 Œ0; T /�D, there is a unique in law weak solution
X
fg
s;x of the stochastic differential equationSDE.f; g/ satisfying the initial condition

X
fg
s;x .s/ D x a.s. such that the process Y fgs;x D ..sC t; X

fg
s;x .sC t///0�t�T�s is an Itô

diffusion with the infinitesimal generator Afg defined above. Let U D .0; T / �D
and �sU D inffr 2 .0; T � s� W Y fgs;x .t/ 62 Ug. It can be verified that �sU D �D � s.

Fix .s; x; z/ 2 Œ0; T � � R � Rd and define Zs
t D z C R t

0
c.Y

fg
s;x .�//d� and

Hs
t D .Y

fg
s;x .t/; Z

s
t /. It can be verified that .Hs

t /0�t�T�s is an Itô diffusion with
the infinitesimal generator .AH /.s; x; z/ D .Afg /.s; x; z/ C  0

z.s; x; z/c.s; x/
for  2 C1;2

0 .Œ0; T � � RnC1/. Hence by Dynkin’s formula, it follows that

Es;x;z
h
 .Hs

�sU ^�R /
i

D  .s; x; z/ C Es;x;z

"Z �sU^�R

0

.LH /.H
s
r /dr

#

;

where �R D infft 2 .0; T � s� W jHs
t j � Rg. Taking  .s; x; z/ D e�zv.s; x/, we get

Es;x;z
h
 .Hs

�sU ^�R/
i

D Es;x;z

"

exp

 

�
Z �sU^�R

0

c.Y fgs;x .r//dr

!

v.Y fgs;x .�
s
U ^ �R//

#
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and

.AH /.H
s
r / D exp

�

�
Z r

0

c.Y fgs;x .�//d�
�
�
.Afgv/.Y

fg
s;x .r// � c.Y fgs;x .r//v.Y

fg
s;x .r//

�
:

From this and (4.5), it follows that

e�zv.s; x/ D Es;x;z

"

exp

 

�
Z �sU^�R

0

c.Y fgs;x .r//dr

!

v.Y fgs;x .�
s
U ^ �R//

#

� Es;x;z

"Z �sU^�R

0

exp

�

�
Z r

0

c.Y fgs;x .�//d�

�

u.Y fgs;x .r//dr

#

:

Taking z D 0 and passing to the limit R ! 1, one obtains

v.s; x/ D Es;x

"

exp

 

�
Z �sU

0

c.Y fgs;x .�//d�

!

ˆ.Y fgs;x .�
s
U //

#

�Es;x

"Z �sU

0

exp

�

�
Z r

0

c.Y fgs;x .�//d�

�

u.Y fgs;x .r//dr

#

;

because limR!1 v.Y
fg
s;x .�

s
U ^ �R// D ˆ.Y

fg
s;x .�

s
U //. From this and the equality

Y
fg
s;x .t/ D .s C t; X

fg
s;x .s C t//, it follows that

v.s; x/ D Es;x

"

exp

 

�
Z sC�sU

s

c.; �; Xfg
s;x .�//d�

!

ˆ.s C �sU ; X
fg
s;x .s C �sU //

#

� Es;x

"Z sC�sU

s

exp

�

�
Z sCr

s

c.�; Xfg
s;x .�//d�

�

u.r; Xfg
s;x .r//dr

#

:

Therefore,

v.s; x/ D Es;x



ˆ.�D;X
fg
s;x .�D// exp

�

�
Z �D

s

c.t; Xfg
s;x .t//dt

��

�Es;x

�Z �D

s



u.r; Xfg
s;x .r// exp

�

�
Z sCr

s

c.r; Xfg
s;x .t//dt

��

dr

�

for .s; x/ 2 Œ0; T / �D, because s C �sU D �D . �

Corollary 4.1. If the assumptions of Theorem 4.5 are satisfied and v 2 C1;2
0 .RdC1/

is bounded such that
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� �v0
t .t; x/ D �

Afgv
	
.t; x/ � c.t; x/v.t; x/ for .t; x/ 2 Œ0; T / �D;

limD3x!y v.t; x/ D ˆ.t; y/ for .t; y/ 2 .0; T / � @D;

then for every .s; x/ 2 Œ0; T / � D, there is a unique in law weak solution Xfg
s;x of

SDE.f; g/ with initial conditionXfg
s;x .s/ D x a.s. such that

v.s; x/ D Es;x



ˆ.�D;X
fg
s;x .�D// exp

�

�
Z �D

s

c.t; Xfg
s;x .t//dt

��

for .s; x/ 2 Œ0; T / �D. �

5 Existence of Solutions of the Stochastic Dirichlet–Poisson
Problem

The question of the existence of a solution to the Dirichlet and Poisson problems
is much more complicated then the boundary values problems presented above. For
example, a natural candidate for a solution to the simple Dirichlet problem

� �
Afgv

	
.t; x/ D 0 for .t; x/ 2 .0; T / �D;

limD3x!y v.t; x/ D ˆ.t; y/ for .t; y/ 2 .0; T � � @D; (5.1)

seems to be the function defined by w.s; x/ D Es;xŒˆ.�D;X
fg
s;x .�D//�; where

similarly as above, Xfg
s;x is a weak solution of SDE.f; g/ with initial condition

X
fg
s;x .s/ D x a.s. Unfortunately, in the general case, such a function w need not

be in C1;2..0; T / �D;R/. In fact, it need not even be continuous.

Example 5.1. Let X.t/ D .X1.t/; X2.t// be a solution of the equation dX.t/ D
.1; 0/dt , so that X.t/ D X.0/C .1; 0/t 2 R2 for t � 0. Let D D Œ.0; 1/ � .0; 1/�[
Œ.0; 2/ � .0; 1=2/� and let ˆ be a continuous function on @D such that ˆ D 1 on
f1g � Œ1=2; 1� and ˆ D 0 on .f2g � Œ0; 1=2�/ [ .f0g � Œ0; 1�/ (see Fig. 6.1). Then
w.s; x/ D Es;xŒˆ.X�D /� D 1 if x 2 .1=2; 1/ and w.s; x/ D 0 if x 2 .0; 1=2/. So w
is not continuous. Moreover, limt!0C w.t; x/ D 1 ¤ ˆ.0; x/ if 1=2 < x < 1. Then
the second condition of (5.1) does not hold.

However, the function w defined above will solve the Dirichlet problem in a
weaker stochastic sense:

( �
Lfgv

	
.t; x/ D 0 for .t; x/ 2 Œ0; T / �D;

limt!�D v.Y
fg
s;x .t// D ˆ.Y

fg
s;x .�D// for .s; x/ 2 .0; T / �D; (5.2)
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Fig. 6.1 Domain of the
function ˆ

where Lfg is the characteristic operator of the diffusion Y fgs;x defined above. We
shall consider now the problem of the existence of solutions of the stochastic
Dirichlet–Poisson problem of the form (5.2). It will be convenient to divide it
into two problems: stochastic Dirichlet and stochastic Poisson problems. Assume
.f; g/ 2 C.F / � C.G/ with F and G such that the pair .F;G/ generates the
uniformly parabolic diffusion set-valued operator LFG .

Let ' be a locally bounded measurable function on .0; T / � D with T > 0 and
a bounded domain D � Rd . A function ' is said to be Y fgs;x -harmonic in ƒ D
.0; T / � D if '.s; x/ D Es;xŒ'.Y

fg
s;x .�U //� for all .s; x/ 2 ƒ and all open sets U

such that clfUg � ƒ; where �U is the first exit time of Y fgs;x from the set U . We get
the following basic results.

Lemma 5.1. If ' is Y fgs;x -harmonic in ƒ D .0; T / � D, then Lfg' D 0 in ƒ.

Conversely, if ' 2 C1;2.ƒ/ is such that Lfg' D 0 in ƒ, then ' is Y fgs;x -harmonic
in ƒ.

Proof. By the definition of the characteristic operator Lfg of Y fgs;x , we have

.Lfg'/.s; x/ D lim
U!.s;x/

Es;xŒ'.Y
fg
s;x .�U //� � '.s; x/

Es;xŒ�U �

for .s; x/ 2 ƒ. If ' is Y fgs;x -harmonic in ƒ, then Lfg' D 0 in ƒ. Conversely, if
' 2 C1;2.ƒ/ is such that .Lfg'/.s; x/ D 0 for .s; x/ 2 ƒ, then by Theorem 10.2
of Chap. 1 and Remark 11.1 of Chap. 1, we have .Lfg'/.s; x/ D ' 0

t .s; x/ C
.Lfg'.t; � //.s; x/ D .Afg'/.s; x/, where Afg is an infinitesimal generator of the

Itô diffusion Y fgs;x . By Dynkin’s formula, it follows that

Es;xŒ'.Y fgs;x .�U //� D lim
k!1

Es;xŒ'.Y fgs;x .�U ^ k//� D '.s; x/C Es;x

"Z �U ^k

0

.Afg'/.s; x/ds

#

for .s; x/ 2 ƒ. Hence, by the equalities .Lfg'/.s; x/ D 0 and .Lfg'/.s; x/ D
.Afg'/.s; x/, for .s; x/ 2 ƒ, we obtainEs;xŒ'.Y

fg
s;x .�U //� D '.s; x/ for .s; x/ 2 ƒ.

Then ' is Y fgs;x -harmonic. �
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Lemma 5.2. Let ˆ be a bounded measurable function on .0; T / � @D and
u.s; x/ D Es;xŒˆ.Y

fg
s;x .�D//� for .s; x/ 2 .0; T / � D. Then u is Y fgs;x -harmonic

in ƒ D .0; T / �D.

Proof. By the mean value property of the diffusion Y fgs;x , we get

u.s; x/ D
Z

@V

u.y/Qs;x.fY fgs;x 2 dyg/ D Es;xŒu.Y fgs;x .�V //�

for every open set V � D such that clfV g � D. Then u is Y fgs;x -harmonic. �

Given a bounded domainD � Rd and a functionˆ on .0; T /�@D, the problem
consisting in finding a function u W .0; T /�D ! R such that it is Y fgs;x -harmonic in
ƒ D .0; T / � D and limt!�D u.Y fgs;x .t// D ˆ.Y

fg
s;x .�D//;Q

s;x-a.s. for .s; x/ 2 ƒ,
where Qs;x is a law of Y fgs;x , is called the stochastic Dirichlet problem generated by
the diffusion process Y fgs;x .

Theorem 5.1. Let T > 0 and let D � Rd be a bounded domain. Assume
.f; g/ 2 C.F /�C.G/ with F andG such that the pair .F;G/ generates a uniformly
semielliptic set-valued diffusion operator LFG . Let ˆ be a bounded measurable
function on .0; T / � @D. For every .s; x/ 2 ƒ D .0; T / � D, there is a unique
in law weak solution Xfg

s;x of SDE.f; g/ with initial condition Xfg
s;x .s/ D x a.s.

such that the function u.s; x/ D Es;xŒˆ.�D;X
fg
s;x .�D//� defined for .s; x/ 2 ƒ is a

solution of the stochastic Dirichlet problem
( �

Lfgv
	
.t; x/ D 0 for .t; x/ 2 Œ0; T / �D;

limt!�D v.t; x/ D ˆ.�D;X
fg
s;x .�D// for .s; x/ 2 .0; T / � @D; (5.3)

where �D D inffr 2 .s; T / W Xfg
s;x .r/ 62 Dg.

Proof. By virtue of Remark 11.1 of Chap. 1 and Theorem 11.1 of Chap. 1, for
every .s; x/ 2 ƒ D .0; T / � D, there is a unique in law weak solution Xfg

s;x of
SDE.f; g/ with initial condition Xfg

s;x .s/ D x a.s. such that the process Y fgs;x D
.s C t; .X

fg
s;x .s C t///0�t�T�s is an Itô diffusion with characteristic operator Lfg .

By virtue of Lemma 5.2, the function u.s; x/ D Es;xŒˆ.Y
fg
s;x .�D � s//� defined for

.s; x/ 2 ƒ is Y fgs;x -harmonic inƒ. Then by Lemma 5.1, one has .Lfgu/.s; x/ D 0 for

.s; x/ 2 ƒ. Fix .s; x/ 2 ƒ and let Uk D .0; T /�Dk , where .Dk/
1
kD1 is an increasing

sequence of open sets Dk � Rd such that Dk � D and D D S1
kD1 Dk . Put

�Uk D inffr 2 .0; T � s� W Y fgs;x .r/ 62 Ukg and �k D inffr 2 .s; T � W Xfg
s;x .r/ 62 Dkg.

It can be verified that �Uk D �k � s for k D 1; 2; : : :. Let � D inffr 2 .s; T � W
X
fg
s;x .r/ 62 Dg. By virtue of Theorem 9.6 of Chap. 1, we get

u.Y fgs;x .�Uk // D E�k;X
fg
s;x .�k/Œˆ.�;X

fg
s;x .�//�

D Es;xŒ��k .ˆ.�;X
fg
s;x .�///jF�k � D Es;xŒˆ.�;Xfg

s;x .�//jF�k �:
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Let us note that the process .Mk/k�1 defined by Mk D Es;xŒˆ.�;X
fg
s;x .�//jF�k � is

a bounded discrete-time martingale with respect to the discrete filtration .F�k /k�1.
By virtue of Remark 4.1 of Chap. 1, we get

lim
k!1 u.Y fgs;x .�Uk //D lim

k!1Es;xŒˆ.�; X
fg
s;x .�//jF�k �DEŒˆ.�; Xfgs;x .�//jF1�Dˆ.�; Xfgs;x .�//

a.s. and in the L2.�;F1;Qs;x;R/-topology, where F1 D �.fF�1 ;F�2 ; : : :g/.
Moreover, a sequence .N k/1kD1 of stochastic processes Nk

t D u.Y fgs;x .�Uk _ .t ^
�UkC1

/// � u.Y fgs;x .�Uk // is a martingale with respect to a filtration Gk D .Gkt /t�0
of the form Gkt D F�Uk_.t^�UkC1

/ for t � 0. Therefore, by Doob’s martingale
inequality, we get

Qs;x

 (

sup
�Uk�r��UkC1

ju.Y fgs;x .�UkC1
//� u.Y fgs;x .�Uk //j > "

)!

� 1

"2
Es;xŒju.Y fgs;x .�UkC1

// � u.Y fgs;x .�Uk //j2� ! 0

for every " > 0 as k ! 1. From this and the equality limk!1 u.Y fgs;x .�Uk // D
ˆ.�;X

fg
s;x .�/// a.s., it follows that

lim
k!1 u.s C �Uk ; X

fg
s;x .s C �Uk // D lim

k!1 u.�k; X
fg
s;x .��k // D ˆ.�;Xfg

s;x .�///;

which is equivalent to limt!�D u.t; Xfg
s;x .t// D ˆ.�D;X

fg
s;x .�D//. �

Theorem 5.2. Let T > 0 and let D � Rd be a bounded domain. Assume .f; g/ 2
C.F / � C.G/ with F and G such that the pair .F;G/ generates the uniformly
semielliptic set-valued diffusion operator LFG . Let ˆ be a bounded measurable
function on .0; T / � @D. If ' W .0; T / � D ! R is bounded, Y fgs;x -harmonic in
.0; T /�D such that limt!�D '.t; X

fg
s;x .t// D ˆ.�D;X

fg
s;x .�D//,Qs;x-a.s. for .s; x/ 2

.0; T /�D, where Xfg
s;x is the unique in law weak solution of SDE.f; g/ with initial

conditionXfg
s;x .s/ D x a.s. such that Y fgs;x .t/ D .sC t; Xfg

s;x .sC t// for t 2 Œ0; T �s�,
then '.s; x/ D Es;xŒˆ.�D;X

fg
s;x .�D//�j for .s; x/ 2 .0; T / �D.

Proof. Let �Uk , �k , and � be as in the proof of Theorem 5.1. Since ' is Y fgs;x -
harmonic in .0; T / � D, it follows immediately from the definition that '.s; x/ D
Es;xŒˆ.Y

fg
s;x .�Uk //� for every k D 1; 2; : : :. Hence, similarly as in the proof of

Theorem 5.1, by the properties of ', it follows that '.s; x/ D limk!1Es;xŒ'.s C
�Uk ; X

fg
s;x .s C �Uk //� D limk!1Es;xŒ'.�k; X

fg
s;x .�k//� D ˆ.�;X

fg
s;x .�//� for every

.s; x/ 2 .0; T / �D. �
Let T > 0 and let D � Rd be a bounded domain. Given a continuous function

 W .0; T / � D ! R and .f; g/ 2 C.F / � C.G/ with F and G such that the pair
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.F;G/ generates the uniformly semielliptic set-valued diffusion operator LFG , the
problem consisting in finding a function v W .0; T / �D ! R such that

( �
Lfgv

	
.t; x/ D � .s; x/ for .t; x/ 2 Œ0; T / �D

limt!�D v.t; X
fg
s;x .t// D 0; Qs;x � a:s: for .s; x/ 2 .0; T / �D; (5.4)

where Lfg is the characteristic operator of the Itô diffusion Y fgs;x defined by the

unique in law solution Xfg
s;x of SDE.f; g/ with initial conditionXfg

s;x .s/ D x a.s., is
said to be the stochastic Poisson problem generated by Y fgs;x .

Theorem 5.3. Let T > 0 and let D � Rd be a bounded domain. Assume that
.f; g/ 2 C.F / � C.G/ with F and G such that the pair .F;G/ generates the
uniformly semielliptic set-valued diffusion operator LFG . Let Xfg

s;x be the unique in
law weak solution of SDE.f; g/ with initial condition Xfg

s;x .s/ D x a.s. and let ' W
.0; T / �D ! R be a continuous function such that Es;x

hR �D
0

j'.t; Xfg
s;x .t//jdt

i
<

1 for every .s; x/ 2 .0; T / � D. Then the function v W .0; T / � D ! R defined

by v.s; x/ D Es;x
hR �D
0
'.t; X

fg
s;x .t//dt

i
is a solution of the stochastic Poisson

problem (5.4), where �D D inffr 2 .s; T / W Xfg
s;x .r/ ¤ Dg.

Proof. Fix .s; x/ 2 .0; T / � D and choose an open set U � .0; T / � D such that
.s; x/ 2 U . Put �U D inffr 2 .s; T �s/ W Y fgs;x .r/ 62 Ug and � D R �D

0
'.t; X

fg
s;x .t//dt ,

where .Y fgs;x .t//0�t�T�s is the Itô diffusion defined in Theorem 11.1 of Chap. 1. By
virtue of Theorem 9.6 of Chap. 1, we get

Es;xŒv.Y
fg
s;x .t//� � v.s; x/

Es;xŒ�U �
D 1

Es;xŒ�U �

�
Es;xŒEY

fg
s;x Œ��� � Es;xŒ��

�

D 1

Es;xŒ�U �

�

Es;xŒEs;xŒ��U�jF�U � � Es;xŒ��

�

D 1

Es;xŒ�U �

�

Es;xŒ��u� � ��
�

:

Let .�k/1kD1 be a sequence of Riemann approximating sums for � of the form �k D
Pnk

i '.ti ; X
fg
s;x .ti //Ifti <�Dg�ti for k D 1; 2; : : :. Since �t� D Pnk

i '.tiCt; Xfg
s;x .tiC

t//IftiCt<�Dg�ti for k D 1; 2; : : : and �k ! � as k ! 1, it follows that ��U� D
R �D
�U
'.t; X

fg
s;x .t//dt . Therefore,

Es;xŒv.Y
fg
s;x .�U //� � v.s; x/

Es;xŒ�U �
D � 1

Es;xŒ�U �
Es;x

Z �U

0

'.t; Xf;g
s;x .t//dt

�

:

By the continuity of ', it follows that

lim
U!.s;x/

Es;xŒv.Y
fg
s;x .�U //� � v.s; x/

Es;xŒ�U �
D �'.s; x/:
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Then .Lfgv/.s; x/ D �'.s; x/ for .s; x/ 2 .0; T / �D. Let Dk and �k be as in the
proof of Theorem 5.1 and put

H.s; x/ D Es;x

Z �D

0

j'.t; Xfg
s;x .t//jdt

�

:

Similarly as above, we get

Es;xŒH.�k ^ t; Xf;g
s;x .�k ^ t//� D Es;x



Es;x

Z �D

�k^t
j'.u; Xfg

s;x .u//jdujF�k^t
��

D Es;x

Z �D

�k^t
j'.u; Xfg

s;x .u//jdu

�

:

Passing to the limit in the above equality with k ! 1 and t ! �D , we
obtain limt!�D;k!1Es;xŒH.�k ^ t; X

fg
s;x .�k ^ t//� D 0; which implies that

limt!�D v.t; X
fg
s;x .t// D 0 Qs;x-a.s. for .s; x/ 2 .0; T / �D. �

Immediately from Theorems 5.1 and 5.3 we obtain the following existence and
representation theorems for the stochastic Dirichlet–Poisson problem generated by
an Itô diffusion Y fgs;x .

Theorem 5.4. Let .f; g/ 2 C.F / � C.G/ with F and G such that the pair .F;G/
generates a uniformly semielliptic set-valued diffusion operator LFG . Assume
T > 0 and that D � Rd is a bounded domain, and let Xfg

s;x be the unique
in law weak solution of SDE.f; g/ with initial condition Xfg

s;x .s/ D x a.s. for
.s; x/ 2 .0; T /�D. Assume thatˆ is continuous and is continuous and bounded

on .0; T /�@D and .0; T /�D, respectively, such thatEs;x
hR �D
0

j .t; Xfg
s;x .t//jdt

i
<

1 for every .s; x/ 2 .0; T / � D, where �D D inffr 2 .s; T � W Xfg
s;x .r/ 62 Dg. The

function v W .0; T / �D ! R defined by

v.s; x/ D Es;xŒˆ.�D;X
fg
s;x .�D//�C Es;x

Z �D

0

 .t; Xfg
s;x .t/dt

�

for .s; x/ 2 .0; T / �D is a solution of the stochastic Dirichlet–Poisson problem
( �

Lfgv
	
.t; x/ D � .s; x/ for .t; x/ 2 Œ0; T / �D;

limt!�D v.t; X
fg
s;x .t// D ˆ.�D;X

fg
s;x .�D//; Q

s;x � a:s: for .s; x/ 2 .0; T / �D:
(5.5)

�

Theorem 5.5. Let .f; g/ 2 C.F / � C.G/ with F and G such that the pair .F;G/
generates a uniformly semielliptic set-valued operator diffusion LFG . Assume
T > 0 and that D � Rd is a bounded domain; let Xfg

s;x be the unique in law
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weak solution of SDE.f; g/ with initial condition Xfg
s;x .s/ D x a.s. for .s; x/ 2

.0; T /�D, and letˆ be continuous and continuous and bounded on .0; T /�@D
and .0; T / �D, respectively, such that Es;x

hR �D
0

j .t; Xfg
s;x .t//jdt

i
< 1 for every

.s; x/ 2 .0; T / � D, where �D D inffr 2 .s; T � W Xfg
s;x .r/ 62 Dg. If v 2

C1;2..0; T / �D;R/ is such that jv.s; x/j � C
�
1C Es;x

hR �D
0

j .t; Xfg
s;x .t//jdt

i�

for .s; x/ 2 .0; T / �D and v satisfies (5.5), then

v.s; x/ D Es;xŒˆ.�D;X
fg
s;x .�D//�C Es;x

Z �D

0

 .t; Xfg
s;x .t//dt

�

for .s; x/ 2 .0; T / �D. �

6 Existence Theorems for Partial Differential Inclusions

Let F W RC �Rd ! Cl.Rd / and G W RC �Rd ! Cl.Rd�m/ generate a uniformly
semielliptic set-valued operator LFG on C2

0 .R
dC1/ and let AFG be a family of

uniformly parabolic diffusion generators on DFG defined by (1). Similarly as in
Sect. 3, assume thatQ is a bounded domain in RC�Rd lying in the strip .0; T /�Rd

for a given T > 0. Put NB D NQ \ Œft D 0g � Rd � and NBT D NQ \ Œft D T g � Rd �

and assume that NB and NBT are nonempty. Let BT D Int. NBT / and B D Int. NB/.
Denote by S0 the boundary ofQ lying in the strip .0; T /�Rd and let S D S0 nBT .
The set @Q D B [ S is a parabolic boundary of Q. Let c W RC � Rd ! R,
' W RC � Rd ! R,  W Rd ! R, and � W RC � Rd ! R be given. The
following results for partial differential inclusions follow immediately from the
above existence and representation theorems for partial differential equations.

Theorem 6.1. Assume that F and G are convex-valued and uniformly Hölder
continuous such that the pair .F;G/ generates a uniformly semielliptic set-valued
operator LFG on a bounded domain Q � .0; T / � Rd . Let c and ' be uniformly
Hölder continuous in NQ and assume that  and � are continuous on NB and NS ,
respectively. If furthermore, there exists a barrier corresponding to .f; g; c/ for
every pair .f; g/ 2 C.F / � C.G/ at every point of S; then the initial–boundary
value problem

8
ˆ̂
<

ˆ̂
:

u0
t .t; x/ 2 .LFGu.t; �// .t; x/C c.t; x/u.t; x/ � '.t; x/

for .t; x/ 2 Q [ BT ;

u.0; x/ D  .x/ for x 2 B;
u.t; s/ D �.t; x/ for .t; x/ 2 S;

(6.1)

possesses at least one solution.
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Proof. By virtue of Corollary 2.2 of Chap. 2, it follows that the functions f W RC �
Rd ! Rd and g W RC � Rd ! Rd�m defined by f .t; x/ D s.F.t; x// and
g.t; x/ D s.G.t; x// for .t; x/ 2 RC � Rd ; where s is a Steiner point map defined
by (2.1) of Chap. 1 are continuous selectors of F and G that satisfy the conditions
of Theorem 3.1. Therefore, by virtue of this theorem, there exists a unique solution
v of the first initial–boundary problem (3.1) that, by the properties of the selectors
f and g and the definition of LFG; satisfies .Lfgv.t; � //.t; x/ 2 .LFGv.t; � //.t; x/
for .t; x/ 2 Q [ BT . Therefore, v is a solution of (6.1). �

Remark 6.1. Immediately from Corollary 3.1, it follows that ifQ D .0; T /�D is as
in Remark 3.2, then for F , G, c, ', and � satisfying the conditions of Theorem 6.1,
the initial–boundary valued problem (6.1) possesses at least one solution. �

Similarly as above, we also obtain the following existence theorem for Cauchy
problems for partial differential inclusions.

Theorem 6.2. Assume that F and G are bounded, convex-valued, Hölder contin-
uous in x uniformly with respect to .t; x/ 2 Œ0; T � � Rd , and such that .F;G/
generates a uniformly semielliptic diffusion set-valued operator LFG on DFG .
Furthermore, let ' be continuous and Hölder continuous in x uniformly with respect
to .t; x/ on compact subsets of Œ0; T � � Rd and let  be continuous on Rd . If there
are positive numbers ˛ and A such that max .j'.t; x/j; j .x/j/ � A � exp

�
˛jxj2	

for .t; x/ 2 Œ0; T � � Rd ; then there is Nc > 0 such that the Cauchy problem

�
u0

t .t; x/ 2 .LFGu.t; �// .t; x/C c.t; x/u.t; x/ � '.t; x/ for .t; x/ 2 .0; T � � Rd ;

u.0; x/ D  .x/ for x 2 Rd ;
�

possesses a solution in the strip Œ0; T �� � Rd , where T � D minfT; Nc=˛g.

Proof. The result follows immediately from Theorem 3.2 for f and g defined
similarly as in the proof of Theorem 6.1 by setting f .t; x/ D s.F.t; x// and
g.t; x/ D s.G.t; x// for .t; x/ 2 RC � Rd . �

Theorem 6.3. Assume that conditions (i)–(iv) of .A/ are satisfied, T > 0, Qh 2
C
1;2
0 .RdC1/, and let c 2 C.Œ0; T ��Rd ;R/ be bounded. For every .s; x/ 2 Œ0; T /�

Rd , there is a weak solution .PF; X
fg
s;x ; B/ of SFI.F;G/with initial condition xs D

x a.s. such that the function

v.t; s; x/ D Es;x



exp

�

�
Z sCt

s

c.�; Xs;x.�//d�

�
Qh.s C t; Xs;x.s C t//

�

satisfies
8
<

:

v0
t .t; s; x/ 2 .AFGv.t; �// .s; x/ � c.s; x/v.t; s; x/

for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�
v.0; s; x/ D Qh.s; x/ for .s; x/ 2 Œ0; T / � Rd ;

(6.2)

where AFG is the set-valued parabolic diffusion generator defined above.
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Proof. By virtue of Michael’s continuous selection theorem, there are f 2 C.F /
and g 2 C.G/. By Theorems 9.3, 9.4, and 11.1 of Chap. 1, there is a unique in
law weak solution .PF; X

fg
s;x ; B/ of SDE.f; g/ with initial condition xs D x a.s.

such that the process Y fgs;x D .s C t; X
fg
s;x .s C t//0�t�T�s is an Itô diffusion with

infinitesimal generator Afg 2 AFG . By virtue of Theorem 12.1 of Chap. 1, the
function

v.t; s; x/ D Es;x



exp

�

�
Z t

0

c.Y fgs;x .�//d�

�
Qh.Y fgs;x .t//

�

defined for Qh 2 C1;2
0 .RdC1/, .s; x/ 2 Œ0; T /�Rd and t 2 Œ0; T �s� satisfies equation

12.1 of Chap. 1. But .Afgv.t; �//.s; x/ 2 .AFGv.t; �//.s; x/ for .s; x/ 2 Œ0; T /�Rd

and t 2 Œ0; T � s�. Therefore, conditions (6.2) are satisfied. It is easy to see that

v.t; s; x/ D Es;x



exp

�

�
Z sCt

s

c.�; Xs;x.�//d�

�
Qh.s C t; Xs;x.s C t//

�

for .s; x/ 2 Œ0; T / � Rd . �

Theorem 6.4. Assume that conditions (i), (iii), (iv0), and (v) of .A/ are satisfied,
T > 0, and let Qh 2 C

1;2
0 .RdC1/. Suppose c 2 C.Œ0; T � � Rd ;R/ and v 2

C1;1;2.Œ0; T � � Œ0; T � � Rd ;R/ are bounded such that
8
<

:

v0
t .t; s; x/ � v0

s.t; s; x/ 2 .LFGv.t; �// .s; x/ � c.s; x/v.t; s; x/

for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�;

v.0; s; x/ D Qh.s; x/ for .s; x/ 2 Œ0; T / � Rd :

(6.3)

For every .s; x/ 2 Œ0; T / � Rd , there exists OXs;x 2 Xs;x.F;G/ defined on the
probability space . O�; OF ; OP/ such that

v.t; s; x/ D OE


exp

�

�
Z sCt

s

c.�; OXs;x.�//d�
�

Qh.s C t; OXs;x.s C t//

�

for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�.
Proof. By virtue of Theorem 2.6, for every k;m � 1, there are fk 2 C.F / and
gmk 2 C.G/ such that �mk D gmk � .gmk /� is uniformly positive definite and

lim
m!1 jv0

t .t; s; x/ � v0
s.t; s; x/ � Œ.Lfkgmk v.t; �//.s; x/ � c.s; x/v.t; s; x/�j � 1=k

(6.4)
uniformly with respect to .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�, where
Lfkgmk is defined by Luv for u D fk.t; x/ and v D gmk .t; x/ � .gmk .t; x//�. But
.Afkg

m
k
v.t; �//.s; x/ D v0

s.t; s; x/ C .Lfkgmk v.t; �//.s; x/. Then inequality (6.4) can
be written in the form

lim
m!1 jv0

t .t; s; x/ � Œ.Afkg
m
k
v.t; �//.s; x/ � c.s; x/v.t; s; x/�j � 1=k (6.5)
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for k � 1 uniformly with respect to .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�.
By virtue of Theorems 9.3, 9.4, and 11.1 of Chap. 1, for every .s; x/ 2 Œ0; T / �
Rd and k;m D 1; 2; : : :, there is a unique in law weak solution .Pm

k ;X
m
k ; B

m
k / of

the stochastic differential equation xt D fk.t; xt /dt C gmk .t; xt /dBt with Pm
k D

.�m
k ;Fm

k ;F
m
k ; P

m
k / and initial condition xs D x a.s. such that the process Y mk D

.s C t; Xm
k .s C t//0�t�T�s is an Itô diffusion with infinitesimal generator Afkg

m
k

2
AFG . We have Xm

k 2 Xs;x.F;G/ for k;m � 1, where Xs;x.F;G/ denotes the set
of all weak solutions (equivalence classes of) of SFI.F;G/ with initial condition
xs D x a.s. By the weak compactness of the set Xs;x.F;G/, for every fixed k � 1

there are an increasing subsequence .mr/
1
rD1 of .m/1mD1, a probability space QPk D

. Q�k; QFk; QPk/, and continuous processes QXmr
k , QXk on QPk such that P.Xmr

k /�1 D
P. QXmr

k /�1 for k; r D 1; 2; : : : and such that sup0�t�T j QXmr
k .t/ � QXk.t/j ! 0 QPk-

a.s. for k � 1 as r ! 1. By Theorem 9.4 of Chap. 1, it follows that QXmr
k is a weak

solution of the stochastic differential equation dxt D fk.t; xt /dt C g
mr
k .t; xt /dBt

with initial condition xs D x a.s. Then QXk 2 Xs;x.F;G/ for every k � 1. Let us
observe that by virtue of Lemma 10.1 of Chap. 1 and Remark 10.4 of Chap. 1, for
fixed k � 1, every r � 1, and every bounded domain D D fz 2 Rd W jzj < g
with  > 0, one has Emr

k Œ�
mr
k � < 1, where �mrk D infft > s W Xmr

k .t/ 62 Dg
and Emr

k denotes the mean value operator with respect to the probability measure
P
mr
k . By virtue of Theorem 5.2 of Chap. 4, we have P.�mrk /�1 D P. Q�mrk /�1, where

Q�mrk D infft > s W QXmr
k .t/ 62 Dg. Hence, by Chebyshev’s inequality, it follows that

QPk.f Q�mrk > 2lg/ D P
mr
k .f�mrk > 2lg/ � 2�lEmr

k Œ�
mr
k �

for every l D 1; 2; : : :. Therefore
P1

lD1 QPk.f Q�mrk > 2lg/ < 1, which by the
Borel–Cantelli lemma, implies QPk.T1

lD1
S1
sDlf Q�mrk > 2lg/ D 0. Then there is a

subsequence .ls/1sD1 of .l/1lD1 such that QPk.f Q�mrk > 2lsg/ D 0 for every k; r; s � 1.
Therefore, Q�mrk � 2ls QPk-a.s. for fixed k; s � 1 and every r � 1. Hence, by virtue
of Theorem 5.1 of Chap. 4, it follows that limr!1 j Q�mrk � Q�kj D 0 a.s., where
Q�k D infft > s W QXk.t/ 62 Dg. In a similar way, we can verify that there exist
a subsequence .kr /1rD1 of a sequence .k/1kD1 and continuous stochastic processes
OXkr and OX on the probability space OP D . O�; OF ; OP / such that P OX�1

kr
D P QX�1

kr
,

sup0�t�T j OXkr .t/ � OX.t/j ! 0, and limr!1 j O�kr � O�j D 0 OP -a.s. as r ! 1,

where O�kr and O� denote the first exit times of OXkr and OX from D; respectively.

Put Y mrk .t/ D .s C t; X
mr
k .s C t//0�t�T�s , QY mrk .t/ D .s C t; QXmr

k .s C t//0�t�T�s ,
QYk.t/ D .s C t; QXk.s C t//0�t�T�s , QY .t/ D .s C t; QX.s C t//0�t�T�s for k; r � 1,
OYkr .t/ D .s C t; OXkr .s C t//0�t�T�s , and OY .t/ D .s C t; OX.s C t//0�t�T�s . Let
K D .0; T / � D and �mrk , Q�mrk , Q�k , O�kr , and O� denote the first exit times from

K of Y mrk , QY mrk , QYk, OYkr , and OY , respectively. Similarly, by �mrk and Q�k , we denote
the first exit times from D of Xmr

k and QXk , respectively. We have �mrk D �
mr
k � s,

Q�k D Q�k � s, O�kr D O�kr � s, and O� D O� � s. By virtue of Theorem 5.2 of Chap. 4
and Corollary 5.1 of Chap. 4, we have
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E
mr
k

"

exp

 

�
Z t^�mrk

0

c.Y
mr
k .�//d�

!

v.t0 � t ^ �mrk ; Y
mr
k .t ^ �mrk //

#

D QEk
"

exp

 

�
Z t^Q�mrk

0

c. QY mrk .�//d�

!

v.t0 � t ^ Q�mrk ; QY mrk .t ^ Q�mrk //

#

for fixed t0 2 .0; T � s�, 0 � t < t0, and s 2 Œ0; T /. By Itô’s formula, we obtain

E
mr
k

"

exp

 

�
Z t^�mrk
0

c.Y
mr
k .�//d�

!

v.t0 � t ^ �mrk ; Y
mr
k .t ^ �mrk //

#

� v.t0; s; x/

D E
mr
k

Z t^�mrk
0

exp

�

�
Z �

0

c.Y
mr
k .�//d�

�

Œ.Afnk g
mr
k
v.t0 � �; �//.Y mrk .�//

� v0
t .t0 � �; Y

mr
k .�// � c.Y mrk .�//v.t0 � �; Y

mr
k .�//�d�:

Similarly as above, we also get

E
mr
k

Z t^�mrk
0

exp

�

�
Z �

0

c.Y
mr
k .�//d�

�

ŒAfnk g
mr
k
v.t0 � �; Y mrs;x .�//

� v0
t .t0 � �; Y mrk .�// � c.Y mrk .�//v.t0 � �; Y mrk .�//�d�

D QEk
Z t^Q�mrk

0

exp

�

�
Z �

0

c. QY mrk .�//d�

�

ŒAfnk g
mr
k
v.t0 � �; QY mrk .�//

� v0
t .t0 � �; QY mrk .�// � c. QY mrk .�//v.t0 � �; QY mrk .�//�d�:

Therefore,

QEk
"

exp

 

�
Z t^Q�mrk

0

c. QY mrk .�//d�

!

v.t0 � t ^ Q�kr ; QY mrk .t ^ Q�kr //
#

� v.t0; s; x/

D QEk
Z t^Q�mr k

0

exp

�

�
Z �

0

c. QY mrk .�//d�

�

ŒAfkg
mr
k
v.t0 � �; QY mrk .�//

� v0
t .t0 � �; QY mrk .�// � c. QY mrk .�//v.t0 � �; QY mrk .�//�d�

for fixed k D 1; 2; : : : ; s 2 Œ0; T /, 0 � t < t0, and every r � 1. From this together
with (6.5), it follows that

lim
r!1

ˇ
ˇ
ˇ
ˇ
ˇ

QEk
"

exp

 

�
Z t^Q�mrk
0

c. QY mrk .�//d�

!

v.t0 � t ^ Q�mrk ; QY mrk .t ^ Q�mrk //

#

� v.t0; s; x/

ˇ
ˇ
ˇ
ˇ
ˇ
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� lim
r!1 sup

x2
Rd QEk

Z t^Q�mrk
0

exp

�

�
Z �

0

c.sC�; x/d�
�

j.Afkg
mr
k
v.t0��; �//.s C t; x/

� v0
t .t0 � �; s C t; x/ � c.s C t; x/v.t0 � �; s C t; x/jd�

� 1

k
sup
x2Rd

Z T

0

exp

�

�
Z sC�

s

c.u; x/du

�

d� � M

k

for kD1; 2; : : : and s 2 Œ0; T /, whereM � supx2Rd

R T
0

exp
�
� R sC�

s
c.u; x/du

�
d� .

Similarly, we obtain limr!1 QEkj Q�mrk � Q�k j D 0 for every k � 1. From this and the
properties of the sequence . QY mrk /1rD1, one gets

ˇ
ˇ
ˇ
ˇ
ˇ

QEk
"

exp

 

�
Z t^Q�k

0

c. QYk.�//d�
!

v.t0 � t ^ Q�k; QYk.t ^ Q�k//
#

� v.t0 � �; s; x/

ˇ
ˇ
ˇ
ˇ
ˇ

� M

k

for every k � 1. Similarly as above, by the properties of processes QYkr and OYkr , it
follows that
ˇ
ˇ
ˇ
ˇ
ˇ

OE
"

exp

 

�
Z t^O�kr
0

c. OYkr .�//d�
!

v.t0 � t ^ O�kr ; OYkr .t ^ O�kr //
#

� v.t0 � �; s; x/

ˇ
ˇ
ˇ
ˇ
ˇ

� M

kr

for every r � 1, which implies

OE
"

exp

 

�
Z t^O�

0

c. OY .�//d�
!

v.t0 � t ^ O�; OY .t ^ O�//
#

D v.t0 � �; s; x/

for .s; x/ 2 Œ0; T � � Rd , t 2 Œ0; t0/, and  > 0. Let us observe that

lim
!1

Z

f O��tg
v.t � O�; OY . O�//d OP D 0

and

v.t0; s; x/ D
Z

f O��tg

"

exp

 

�
Z O�

0

c. OY .�//d�
!

v.t0 � O�; OY . O�//
#

d OP

C
Z

f O�>tg



exp

�

�
Z t

0

c. OY .�//d�
�

v.t0 � t; OY .t//
�

d OP :

Therefore,

OE


exp

�

�
Z t

0

c. OY .�//d�
�

v.t0 � t; OY .t//
�

D v.t0; s; x/
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for .s; x/ 2 Œ0; T ��Rd , t 2 Œ0; t0/. Passing to the limit in the last equality as t0 ! t ,
we get

v.t; s; x/ D OE


exp

�

�
Z t

0

c. OY .�/d�
�

v.0; OY .t//
�

;

which by virtue of (6.3), can be written in the form

v.t; s; x/ D OE


exp

�

�
Z sCt

s

c.�; OXs;x.�//d�
�

Qh.s C t; OXs;x.s C t//

�

for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�. �

Theorem 6.5. Assume that conditions (i), (iii), (iv0), and (v) of .A/ are satisfied.
Let T > 0, let D be a bounded domain in Rd , and let ˆ 2 C..0; T / � @D;R/.
Assume that u 2 C..0; T / �D;R/ is bounded. If v 2 C1;2

0 .RdC1/ is bounded such
that

�
u.t; x/ � v0

t .t; x/ 2 .LFGv/ .t; x/ for .t; x/ 2 .0; T / �D;
limD3x!y v.t; x/ D ˆ.t; y/ for .t; y/ 2 .0; T � � @D; (6.6)

then for every .s; x/ 2 Œ0; T / � D, there exists OXs;x 2 Xs;x.F;G/ defined on the
probability space . O�; OF ; OP/ such that

v.s; x/ D OEŒˆ. O�D; OXs;x. O�D//�� OE
"Z O�D

s

u.t; OXs;x.t//dt
#

for .s; x/ 2 Œ0; T / �D, where O�D D inffr 2 .s; T � W OXs;x.r/ 62 Dg.

Proof. By virtue of Theorem 2.6, for every k;m � 1, there are fk 2 C.F / and
gmk 2 C.G/ such that �mk D gmk � .gmk /� is uniformly positive definite and

lim
m!1 ju.t; x/� v0

t .t; x/ � .Lfkgmk v.t; �//.t; x/j � 1=k (6.7)

uniformly with respect to .t; x/ 2 .0; T / � D. Similarly as in the proof of
Theorem 6.4, we can verify that for every .s; x/ 2 Œ0; T / � D and k;m � 1,
there is a unique in law weak solution .Pm

k ;X
m
k ; B

m
k / of the stochastic differential

equation dxt D fk.t; xt /dt C gmk .t; xt /dBt with initial condition xs D x a.s.
such that the process Y ks;x D .s C t; Xk

s;x.s C t//0�t�T�s is an Itô diffusion with
infinitesimal generator Afkg

m
k

satisfying .Afkg
m
k
v/.t; x/ D v0

t .t; x/C.Lfkgmk v/.t; x/
for .t; x/ 2 Œ0; T � � D and v 2 C1;2

0 .RdC1/. Then (6.7) can be written as the
inequality

lim
m!1 ju.t; x/� .Afkg

m
k
v/.t; x/j � 1=k; (6.8)

which has to be satisfied uniformly with respect to .t; x/ 2 .0; T / � D. By
the weak compactness of the set Xs;x.F;G/ of (equivalence classes of) weak
solutions of SFI.F;G/ with initial condition xs D x a.s., we can select an
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increasing subsequence .mr/
1
rD1 of the sequence .m/1mD1, a probability space QPk D

. Q�k; QFk; QPk/, and continuous processes QXmr
k , QXk on QPk such that P.Xmr

k /�1 D
P. QXmr

k /�1 for k; r � 1 and such that limr!1 sups�t�T j QXmr
k .t/ � QXk.t/j D 0. By

virtue of Theorem 5.1 of Chap. 4, it follows that limr!1 j Q�mrk � Q�kj D 0 QPk-a.s.,
where Q�mrk and Q�k denote the first exit times of QXmr

k and QXk from the domain D,
respectively.

Similarly as above, we can verify that QXmr
k is a weak solution of SDE.fk; g

mr
k /,

because Pmr
k .fXmr

k .s/ D xg/ D QPk.f QXmr
k .s/ D xg/ for k;m D 1; 2; : : :,

where Pmr
k D .�

mr
k ;F

mr
k ;F

mr
k ; P

mr
k / is a filtered probability space such that

.Pmr
k ; X

mr
k ; B

mr
k / is a weak solution of SDE.fk; g

mr
k / with initial condition xs D x

a.s. Then QXmr
k 2 Xs;x.F;G/;which by the weak compactness of Xs;x.F;G/ implies

that also QXk 2 Xs;x.F;G/ for every k � 1. Similarly as above, by the weak
compactness of the set Xs;x.F;G/, there are an increasing subsequence .kr /1rD1 of
the sequence .k/1kD1, a probability space OP D . O�; OF ; OP/, and continuous stochastic
processes OXkr and OX on OP such that P. QXkr /�1 D P. OXkr /�1 for r D 1; 2; : : :,
limr!1 sups�t�T j OXkr .t/ � OX.t/j D 0 OP -a.s., and limr!1 OEj O�kr � O� j D 0, where

O�kr and O� denote the first exit times of OXkr and OX from the domainD, respectively.
Denote by Y mrk , QY mrk , QYk , OYk , and OY the Itô diffusions processes defined, similarly

as in the proof of Theorem 6.4, by Xmr
k , QXmr

k , QXk , and OX , respectively, and let �mrk ,
Q�mrk , Q�k , and O� be their first exit times, respectively, from the domain .0; T / � D.
We have �mrk D �

mr
k � s Q�mrk D Q�mrk � s Q�k D Q�k � s and O� D O� � s for k � 1, where

�
mr
k , Q�mrk , Q�k , and O� denote the first exit times of Xmr

k , QXmr
k , QXk, and OX , respectively

from the domainD. By Dynkin’s formula, for every k D 1; 2; : : :, we obtain

E
mr
k

�
v.Y

mr
k .�

mr
k //

� D v.s; x/C E
mr
k

"Z �mr

0

.Afkg
mr
k
v/.Y

mr
k .t//dt

#

:

By the definition of Y mrk and the equality �mrk D �
mr
k � s, the last relation can be

written in the form

v.s; x/ D E
mr
k

�
v.�

mr
k ; X

mr
k .�

mr
k //

� �Emr
k

"Z �
mr
k

s

.Afkg
mr
k
v/.t; X

mr
k .t//dt

#

:

Hence, by virtue of Theorem 5.2 of Chap. 4 and Corollary 5.1 of Chap. 4, it follows
that

v.s; x/ D QEk
�
v. Q�mrk ; QXmr

k . Q�mrk //
� � QE

"Z Q�mrk
s

.Afkg
mr
k
v/.t; QXmr

k .t//dt

#

:

Let umrk .t; x/ D .Afkg
mr
k
v/.t; x/ for .t; x/ 2 .0; T / � D and k;m D 1; 2; : : :.

By virtue of (6.8), we get limr!1
ˇ
ˇu.t; QXmr

k .t// � umrk .t; QXmr
k .t//

ˇ
ˇ � 1=nk a.s.
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uniformly with respect to 0 � t � T . Therefore,

lim
r!1

ˇ
ˇ
ˇ
ˇ
ˇ
v.s; x/ � QEk

�
v. Q�mrk ; QXmr

k . Q�mrk //
�C QEk

"Z Q�mrk

s

u.t; QXmr
k .t//dt

#ˇˇ
ˇ
ˇ
ˇ

� lim
r!1

QEk
"Z Q�mrk

s

jumrk .t; QXmr
k .t// � u.t; QXmr

k .t//jdt
#

� T

k

for k � 1 uniformly with respect to t 2 Œ0; T /. Hence it follows that

ˇ
ˇ
ˇ
ˇ
ˇ
v.s; x/ � QEkŒv. Q�k; QXk. Q�k//�C QEk

"Z Q�k

s

u.t; QXk.t//dt
#ˇˇ
ˇ
ˇ
ˇ

� T

k
:

By Theorem 5.2 of Chap. 4, Corollary 5.1 of Chap. 4, and the properties of
sequences . QXk/1kD1 and .kr /1rD1, one obtains

ˇ
ˇ
ˇ
ˇ
ˇ
v.s; x/ � OEŒv. O�kr ; OXkr . O�kr //�C OE

"Z O�kr

s

u.t; QXkr .t//dt
#ˇˇ
ˇ
ˇ
ˇ

� T

kr
;

for every r � 1 and t 2 Œ0; T /. Therefore,

lim
r!1

ˇ
ˇ
ˇ
ˇ
ˇ
v.s; x/ � OEŒv. O�kr ; OXkr . O�kr //�C OE

"Z O�kr

s

u.t; QXkr .t//dt
#ˇˇ
ˇ
ˇ
ˇ

D 0;

which implies that

v.s; x/ D OEŒˆ. O�D; OXs;x. O�D//�� OE
"Z O�D

s

u.t; OXs;x.t//dt
#

for .s; x/ 2 Œ0; T / �D, where O�D D inffr 2 .s; T � W OXs;x.r/ 62 Dg. �

Quite similarly, we obtain the following result.

Theorem 6.6. Assume that conditions (i), (iii), (iv0), and (v) of .A/ are satisfied. Let
T > 0 and let D be a bounded domain in Rd . Assume thatˆ 2 C..0; T /� @D;R/,
c 2 C.Œ0; T ��D;R/, and u 2 C..0; T /�D;R/ are bounded. A bounded function
v 2 C1;2

0 .RdC1/ is a solution of the boundary problem
�

u.t; x/� v0
t .t; x/ 2 .LFGv/.t; x/ � c.t; x/v.t; x/ for .t; x/ 2 .0; T / �D;

limD3x!y v.t; x/ D ˆ.t; y/ for .s; y/ 2 .0; T � � @D;
if and only if for every .s; x/ 2 Œ0; T / �D, there exists QX 2 Xs;x.F;G/ defined on
the probability space . Q�; QF ; QP/ such that
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v.s; x/ D QE
"

ˆ. Q�D; QX. Q�D// exp

 

�
Z Q�D

s

c.t; QX.t//dt
!#

� QE
(Z Q�D

s



u.t; QX.t// exp

�

�
Z sCt

s

c.z; QX.z//dz

��

dt

)

for .s; x/ 2 Œ0; T / �D, where Q�D D inffr 2 .s; T � W QX.r/ 62 Dg. �

The following results follow immediately from Theorems 5.1 and 5.3.

Theorem 6.7. Assume that conditions (i), (iii), (iv0), and (v) of .A/ are satisfied.
Let T > 0, let D be a bounded domain in Rd , and let ˆ W .0; T / � @D ! R be
measurable and bounded. For every .s; x/ 2 .0; T /�D, there exists a weak solution
.PF; Xs;x; B/ of SFI.F;G/ satisfying the initial condition Xs;x.s/ D x a.s. such
that the function u.s; x/ D Es;xŒˆ.�D;Xs;x.�D//� is a solution of the set-valued
stochastic Dirichlet problem

�
0 2 .LFGu/ .t; x/ for .t; x/ 2 Œ0; T / �D;
limt!�D u.t; Xs;x.t/ D ˆ.�D;Xs;x.�D// for .s; x/ 2 .0; T / � @D;

where �D D inffr 2 .s; T / W Xs;x.r/ 62 Dg.

Proof. By the properties of F and G, we can select f 2 C.F / and g 2 C.G/
such that for every .s; x/ 2 .0; T / � D, there is a unique in law weak solution of
SDE.f; g/ satisfying initial condition Xs;x.s/ D x a.s. By virtue of Theorem 5.1,
the function u.s; x/ D Es;xŒˆ.�D;Xs;x.�D//� is a solution of the stochastic Dirichlet
problem (5.3), where Lfg is the characteristic operator of the Itô diffusion Ys;x D
.Ys;x.t//t�0 defined by Ys;x.t/ D .s C t; Xs;x.s C t// for fixed 0 < s < T and
t 2 Œ0; T �s�. By the definition of LFG , it follows that .Lfgu/.s; x/ 2 .LFGu/.s; x/
for every .s; x/ 2 .0; T / � D, which proves that u is a solution of the above set-
valued stochastic Dirichlet problem. �

Theorem 6.8. Assume that conditions (i), (iii), (iv0), and (v) of .A/ are satisfied.
Let T > 0, let D be a bounded domain in Rd , and let ' W .0; T / � @D ! R

be continuous and bounded. For every .s; x/ 2 .0; T / � D, there exist a weak
solution .PF; Xs;x; B/ of SFI.F;G/ satisfying the initial condition Xs;x.s/ D x

a.s. such that the function v.s; x/ D Es;x
�R �D
0
'.�D;Xs;x.�D//

�
is a solution of the

set-valued stochastic Poisson problem

� �'.s; x/ 2 .LFGv/ .t; x/ for .t; x/ 2 Œ0; T / �D;
limt!�D v.t; Xs;x.t// D 0 for .s; x/ 2 .0; T / � @D;

where �D D inffr 2 .s; T / W Xs;x.r/ 62 Dg.
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Proof. The proof follows immediately from Theorem 5.3, similarly as in the proof
of Theorem 6.7, because by the properties of the function ' and the boundedness
of the domain D, we have Es;x

�R �D
0
'.t; Xs;x.t//dt

� � M � Es;xŒ�D� < 1, where
M > 0 is such that j'.t; x/j � M for .t; x/ 2 .0; T / �D. �

Theorem 6.9. Assume that conditions (i), (iii), (iv0), and (v) of .A/ are satisfied. Let
T > 0 and letD be a bounded domain in Rd . Assume thatˆ W .0; T /� @D ! R is
measurable and bounded and that ' W .0; T /�@D ! R is continuous and bounded.
For every .s; x/ 2 .0; T /�D, there is a weak solution .PF; Xs;x; B/ of SFI.F;G/
satisfying the initial condition Xs;x.s/ D x a.s. such that the function

w.s; x/ D Es;xŒˆ.�D;Xs;x.�D//�C Es;x

Z �D

0

'.t; Xs;x.t//dt

�

is a solution of the set-valued stochastic Dirichlet–Poisson problem
� �'.s; x/ 2 .LFGw/ .t; x/ for .t; x/ 2 Œ0; T / �D;

limt!�D w.t; Xs;x.t// D ˆ.�D;Xs;x.�D// for .s; x/ 2 .0; T / � @D ; a:s:;

where �D D inffr 2 .s; T / W Xs;x.r/ 62 Dg.

Proof. Similarly as in the proof of Theorem 6.7, we can select f 2 C.F / and
g 2 C.G/ such that for every .s; x/ 2 .0; T / � D, there is a unique in law
weak solution of SDE.f; g/ satisfying initial condition Xs;x.s/ D x a.s. Let u
and v be defined as above, i.e., let u.s; x/ D Es;xŒˆ.�D;Xs;x.�D/� and v.s; x/ D
Es;x

�R �D
0
'.t; Xs;x.t//dt

�
for .s; x/ 2 .0; T / � D. By virtue of Theorems 5.1 and

5.3, one has

� �
Lfgu

	
.t; x/ D 0 for .t; x/ 2 Œ0; T / �D;

limt!�D u.t; x/ D ˆ.�D;X
t;g
s;x .�D// for .s; x/ 2 .0; T / �D a:s:;

and
( �

Lfgv
	
.t; x/ D �'.s; x/ for .t; x/ 2 Œ0; T / �D;

limt!�D v.t; X
fg
s;x .t// D 0 a:s: for .s; x/ 2 .0; T / �D;

where �D D inffr 2 .s; T / W Xs;x.r/ 62 Dg. By the definition of Lfg , it follows
that

�
Lfg.u C v/

	
.s; x/ D .Lfgu/.s; x/C .Lfgv/.s; x/ for every .s; x/ 2 .0; T /�

D. Then the function w D u C v satisfies .Lfgw/.s; x/ D �'.s; x/ for .s; x/ 2
.0; T / �D. Quite similarly, we obtain that limt!�D w.t; x/ D ˆ.�D;X

t;g
s;x .�D// for

.s; x/ 2 .0; T / �D a.s. Hence, similarly as in the proof of Theorem 5.4, it follows
that the function w is a solution of the Dirichlet–Poisson problem. �
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7 Notes and Remarks

The results of this chapter dealing with partial differential equations are based on
A. Friedman [31] and B. Øksendal [86]. In particular, Theorem 3.1, Remark 3.2,
and Theorem 3.2 are taken from A. Friedman [31]. Their proofs can be found in
A. Friedman’s book dealing with partial differential equations. All extensions of
the above results to the case of partial differential inclusions are due to Kisielewicz
[60,61]. The extensions of Feynman–Kac formulas to the set-valued case have been
published in Kisielewicz [60]. Some results dealing with the Cauchy and Dirichlet
set-valued problems are contained in Kisielewicz [61]. The stochastic characteristics
of solutions of partial differential inclusions given above are good enough for
solving some optimal control problems for systems described by some partial
differential equations. This is a consequence of the weak compactness of the set
Xs;x.F;G/ of (equivalence classes of) all weak solutions of the stochastic functional
inclusion SFI.F;G/ satisfying initial condition xs D x a.s. This property of the set
Xs;x.F;G/ is the basic one for solving some optimal control problems for systems
described by stochastic functional and partial differential inclusions. Such optimal
control problems are considered in the next chapter of the book. Example 5.1 and
Fig. 6.1 are taken from B. Øksendal [86].



Chapter 7
Stochastic Optimal Control Problems

This chapter contains some optimal control problems for systems described by
stochastic functional and partial differential inclusions. The existence of optimal
controls and optimal solutions for such systems is a consequence of the weak
compactness of the set Xsx.F;G/ of all weak solutions of (equivalence classes of)
SFI.F;G/ satisfying an initial condition xs D x, measurable selection theorems,
and stochastic representation theorems for solutions of partial differential inclusions
presented in Chap. 6. We begin with introductory remarks dealing with optimal
control problems of systems described by stochastic differential equations.

1 Optimal Control Problems for Systems Described
by Stochastic Differential Equations

Assume that the state of a dynamical system starting from a point .s; x/ 2 RC �Rd

is described at time t � s by a weak solution of the stochastic differential equation

�
dxt D f .t; xt ; ut /dt C g.t; xt ; ut /dBt a:s: for t � s ;

xs D x a:s:;
(1.1)

depending on a control process u D .ut /t�0, where f W RC � Rd � U ! Rd and
g W RC � Rd � U ! Rd�m are given functions with U � Rk . Given a domain
D � Rd and an initial point .s; x/ 2 RC �D, a system .PF; u; Xs;x; B/ consisting
of a filtered probability space PF D .�;F ;F; P /, F-nonanticipative processes u
and Xs;x; and an m-dimensional F-Brownian motion B D .Bt /t�0 defined on PF

satisfying (1.1) and such that �XD < 1 a.s. is called an admissible system for the
stochastic control system described by (1.1). As usual, �XD denotes the first exit time
ofXs;x from the setD. For every .s; x/ 2 RC �D, we are also given a performance

M. Kisielewicz, Stochastic Differential Inclusions and Applications,
Springer Optimization and Its Applications 80, DOI 10.1007/978-1-4614-6756-4 7,
© Springer Science+Business Media New York 2013
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functional J u;X
D .s; x/ defined for given functions ˆ W RC � Rd � U ! R and

K W RC � Rd ! R and an admissible system .PF; u; Xs;x; B/ by the formula

J
u;X
D .s; x/ D Es;x

"Z �XD

s

ˆ.t; Xs;x.t/; u.t//dt CK
�
�XD ;Xs;x

�
�XD
		
#

; (1.2)

whereEs;x denotes the mean value operator with respect to the lawQs;x ofXs;x . For
every admissible system .PF; u; Xs;x; B/, a pair .u; Xs;x/ is said to be an admissible
pair for (1.1). The set of all admissible pairs for the control system (1.1) is denoted
byƒfg.s; x/. For every .u; Xs;x/ 2 ƒfg.s; x/, a processXs;x is called an admissible
trajectory corresponding to an admissible control u. The performance functional
J u;X
D .s; x/ can be regarded as a functional defined on the set ƒfg.s; x/.

An admissible pair .Nu; NXs;x/ 2 ƒfg.s; x/ is said to be optimal for an optimal

control problem (1.1) and (1.2) if J Nu; NX
D .s; x/ D supfJ u;X

D .s; x/ W .u; Xs;x/ 2
ƒfg.s; x/g for every .s; x/ 2 RC � D. If .Nu; NXs;x/ is the optimal pair for (1.1)
and (1.2), then Nu is called the optimal control, and NXs;x the optimal trajectory for the
optimal control problem described by (1.1) and (1.2). The function v W RC�D ! R

defined by v.s; x/ D supfJ u;X
D .s; x/ W .u; Xs;x/ 2 ƒfg.s; x/g for every .s; x/ 2

RC � D is said to be the value function associated to the optimal control problem

(1.1) and (1.2). An admissible pair .Nu; NXs;x/ is optimal if v.s; x/ D J
Nu; NX
D .s; x/ for

every initial condition .s; x/ 2 RC �D. The problem consisting in finding for each
.s; x/ 2 RC �D the number v.s; x/ for the optimal control problem (1.1) and (1.2)
will be denoted by

8
<̂

:̂

dxt D f .t; xt ; ut /dt C g.t; xt ; ut /dBt a:s: for t � s ;

xs D x a:s: ;

J
u;X
D .s; x/

ƒfg�! max :

(1.3)

Let us observe that if the optimal pair .Nu; NXs;x/ 2 ƒfg.s; x/ exists and
.f . �; �; z/; g. �; �; z// is such that SDF.f . �; �; z/; g. �; �; z// possesses for every fixed
z 2 U a unique in law weak solution X z

s;x satisfying initial condition X z
s;x.s/ D x

a.s. for .s; x/ 2 RC � Rd , then the standard approach to determine an optimal pair
is to solve the Hamilton–Jacobi–Bellman (HJB) equation

(
supz2U fˆ.s; x; z/C .Az

fgv/.s; x/g D 0 for .s; x/ 2 RC �D ;

v.s; x/ D K.s; x/ for .s; x/ 2 RC � @D;

where Az
fg is the infinitesimal generator of a .d C 1/-dimensional Itô diffusion

defined, similarly as in Sect. 11 of Chap. 1, by X z
s;x for every fixed z 2 U . If the

above supremum is attained, i.e., if there exists an optimal control Nu.s; x/, then
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(
ˆ.s; x; Nu.s; x//C .A Nf Ngv/.s; x/ D 0 for .s; x/ 2 RC �D ;

v. N�D; NXs;x/ D K. N�D; NXs;x/ for .s; x/ 2 RC � @D;

where Nf .s; x/ D f .s; x; Nu.s; x//, Ng.s; x/ D g.s; x; Nu.s; x// for .s; x/ 2 RC � D,
A Nf Ng is an infinitesimal generator defined by a unique in law weak solution NXs;x
of SDE. Nf ; Ng/ satisfying an initial condition NXs;x.s/ D x a.s. for .s; x/ 2 RC �
Rd , and N�D denotes the first exit time of NXs;x from the set D. Immediately from
Theorem 5.5 of Chap. 6, it follows that if v 2 C1;2

0 .Œ0; T � �D;R/ and NXs;x is such

that NEs;xŒ
R N�D
0 ˆ.t; NXs;x.t//dt � < 1 and there exists a number C > 0 such that

jv.t; x/j � C.1C NEs;xŒ
R N�D
0
ˆ.t; NXs;x.t//dt �/ for every .s; x/ 2 .0; T / � Rd , then

v.s; x/ D NEs;xŒK. N�D; NXs;x/�C NEs;x

"Z N�D

0

ˆ.t; NXs;x.t//dt
#

;

where NEs;x is a mean value operator taken with respect to a distribution of NXs;x.
We shall consider now the optimal control problem (1.3) with continuous

deterministic control parameters with values in a closed set U � Rk and a
strong solutionXs;x of (1.1) defined for a givenm-dimensional F-Brownian motion
B D .Bt /t�0 on a given complete filtered probability space PF D .�;F ;F; P /
with a filtration F D .Ft /t�0 satisfying the usual conditions. We consider a
control system (1.1) with measurable functions f W RC � Rd � U ! Rd and
g W RC � Rd � U ! Rd�m satisfying the following conditions .H/.
.H/: There exist k;m 2 L.RC;RC/ such that

(i) max.jf .t; x; z/j; kg.t; x; z/k/ � m.t/ for every .t; x; z/ 2 RC � Rd � U .
(ii) max.jf .t; x; z/�f .t; Nx; Nz/j2; kg.t; x; z/�g.t; Nx; Nz/k2/ � k.t/.jx� Nxj2 C jz �

Nzj2/ for every t � 0, x; Nx 2 Rd , and z; Nz 2 U .
(iii) g.t; x; z/ � g.t; x; z/� is positive definite on RC � Rd for every fixed z 2 U .

In what follows, by UT we denote a nonempty compact subset of the Banach
space .C.Œ0; T �;Rk/; k � kT / with the supremum norm k � kT such that ut 2 U for
every u 2 UT and t 2 Œ0; T �.
Remark 1.1. Similarly as in the proof of Theorem 1.1 of Chap. 4, by an appropriate
changing of the norm of the space X defined in the proof of Theorem 1.1 of Chap. 4,
we can verify that if conditions (i) and (ii) of .H/ are satisfied, then for every
.s; x/ 2 RC � Rd , T > s, a filtered probability space PF D .�;F ;F; P /; an
m-dimensionalF-Brownian motionB D .Bt /t�0, and u 2 UT , there exists a unique
strong solution Xu

s;x of (1.1) defined on Œs; T � ��.

Proof. Let .s; x/ 2 RC � Rd , T > s, a filtered probability space PF D
.�;F ;F; P /, and an m-dimensional F-Brownian motion B D .Bt /t�0 be given.
Define, for fixed u 2 UT , set-valued mappings F and G by taking F.t; x/ D
ff .t; x; ut /g and G.t; x/ D fg.t; x; ut /g for .t; x/ 2 Œ0; T � � Rd . Let X˛ˇ

s;x.t/ be
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defined by X˛ˇ
s;x.t/ D x C R t

s
˛�d� C R t

s
ˇ�dB� for every t 2 Œs; T � and .˛; ˇ/ 2 X .

Similarly as in the proof of Theorem 1.1 of Chap. 4, we define on X an operator
Q, which in the case of the above-defined multifunctions F and G, has the form
Q.˛; ˇ/ D f.f . � ; X˛ˇ

s;x ; u/; g. � ; X˛ˇ
s;x ; u//g for every .˛; ˇ/ 2 X .

Let us define on L2.Œ0; T � � �;†F;R
d / a family fk � kg>0 of norms k � k

equivalent to the norm j � j of this space by setting kwk2 D R T
0 expŒ�lK.t/�Ejwt j2dt

for w 2 L2.Œ0; T � � �;†F;R
d /; where l D 1=2 and K.t/ D R t

0
k.�/d� with

k 2 L.RC;RC/ satisfying conditions .H/. For every .˛; ˇ/; . Q̨ ; Q̌/ 2 X , one gets

kf . � ; X˛ˇ
s;x ; u/� f . � ; X Q̨ Q̌

s;x ; u/k2

D
Z T

0

expŒ�lK.t/�Ejf .t; X˛ˇ
s;x .t/; ut / � f .t; X Q̨ Q̌

s;x .t/; ut /j2dt

�
Z T

0

k.t/ expŒ�lK.t/�EjX˛ˇ
s;x.t/ � X Q̨ Q̌

s;x .t/j2dt:

Similarly as in the proof of Theorem 1.1 of Chap. 4, we get

EŒjX˛ˇ
s;x.t/ � X Q̨ Q̌

s;x .t/j2� D E

ˇ
ˇ
ˇ
ˇ

Z t

s

.˛� � Q̨� /d� C
Z t

s

.ˇ� � Q̌
� /dB�

ˇ
ˇ
ˇ
ˇ

2

� 2T

Z t

0

Ej˛� � Q̨� j2d� C 2

Z t

0

Ejˇ� � Q̌
� j2d�:

Therefore,

kf . � ; X˛ˇ
s;x ; u/� f . � ; X Q̨ Q̌

s;x ; u/k2

� 2T

Z T

0

Z t

0

k.t/ expŒ�lK.t/�Ej˛� � Q̨� j2d�dt

C 2

Z T

0

Z t

0

k.t/ expŒ�lK.t/�Ejˇ� � Q̌
� j2d�dt:

By interchanging the order of integration, we obtain
Z T

0

Z t

0

k.t/ expŒ�lK.t/�Ej˛�� Q̨� j2d�dt D
Z T

0

Z T

�

Ej˛�� Q̨� j2k.t/ expŒ�lK.t/�dtd�

D �2 e�lK.T /
Z T

0

Ej˛� � Q̨� j2d� C 2
Z T

0

k.�/ expŒ�lK.�/�Ej˛� � Q̨� j2d�

� 2 k˛ � Q̨k2:
In a similar way, we obtain

Z T

0

Z t

0

k.t/ expŒ�lK.t/�Ejˇ� � Q̌
� j2d�dt � 2 kˇ � Q̌k:
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Therefore,

kf . � ; X˛ˇ
s;x ; u/� f . � ; X Q̨ Q̌

s;x ; u/k2 � 2 2.1C T / k.˛; ˇ/ � . Q̨ � Q̌k2 ;

where k.˛; ˇ/ � . Q̨ ; Q̌/k D max.k˛ � Q̨k; kˇ � Q̌k/. In a similar way, for every
 > 0, we can define on the space L2.Œ0; T � ��;†F;R

d�m/ an equivalent norm,
denoted again by k � k; and get

kg. � ; X˛ˇ
s;x; u/� g. � ; X Q̨ Q̌

s;x ; u/k � 2 2.1C T / k.˛; ˇ/ � . Q̨ ; Q̌/k:

Therefore, for every  > 0 and .˛; ˇ/; . Q̨ ; Q̌/ 2 X , one has

d.Q.˛; ˇ/;Q. Q̨ ; Q̌// � 
p
2.1C T / k.˛; ˇ/ � . Q̨ ; Q̌/k;

where

d.Q.˛; ˇ/;Q. Q̨ ; Q̌//
D maxfkf . � ; X˛ˇ

s;x; u/� f . � ; X Q̨ Q̌
s;x ; u/k ; kg. � ; X˛ˇ

s;x ; u/� g. � ; X Q̨ Q̌
s;x ; u/kg:

Taking in particular  2 .0; 1=
p
2.1C T //, we obtain a contraction mapping Q

defined on the complete metric space .X ; d/. Then there exists a unique fixed point
.˛; ˇ/ 2 X of Q, which generates exactly one strong solution X˛ˇ

s;x of (1.1) defined
on Œs; T � ��. ut

Let Xu
s;x be the unique strong solution of (1.1) defined for given .s; x/ 2

RC � Rd , T > s, and u 2 UT on the interval Œs; T �. We can extend such a
solution to the whole interval Œ0; T � by taking Xu

s;x.t/ D x a.s. for 0 � t < s

and define on UT an operator s;x with values in CT
F by setting s;x.u/ D QXu

s;x;

where QXu
s;x D IŒ0;s/x C IŒs;T �X

u
s;x and .C T

F ; k � k/ denotes the space of all F-adapted
d -dimensional continuous square integrable stochastic processes X D .Xt /0�t�T
with norm kXk D fEŒsup0�t�T jXt j2�g1=2.
Lemma 1.1. Let B D .Bt /t�0 be an m-dimensional F-Brownian motion on a
filtered probability space PF, .s; x/ 2 RC � Rd , and T > s. If f and g are
measurable and satisfy (i) and (ii) of conditions .H/, then s;x is a continuous
mapping on UT depending continuously on .s; x/ 2 RC � Rd .

Proof. By virtue of Remark 1.1, for every u 2 UT , there exists a unique strong
solution of (1.1) defined on Œs; T � ��. Let u 2 UT , and let .un/1nD1 be a sequence
of UT such that kun � ukT ! 0 as n ! 1. By the definition of the mapping s;x ,
we have s;x.u/ D QXs;x and s;x.un/ D QXn

s;x for n D 1; 2; : : :. By Corollary 4.4 of
Chap. 1, for every n � 1 and s � t � T , we get
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E

"

sup
0�z�t

j QXn
s;x.z/ � QXs;x.z/j2

#

D E



sup
s�z�t

jXn
s;x.z/ �Xs;x.z/j2

�

� 2E

 

sup
s�z�t

ˇ
ˇ
ˇ
ˇ

Z z

s

Œf .�; Xn
s;x.�/; u

n
� / � f .�;Xs;x.�/; u� /�d�

ˇ
ˇ
ˇ
ˇ

2
!

C 2E

 

sup
s�z�t

ˇ
ˇ
ˇ
ˇ

Z z

s

Œg.�; Xn
s;x.�/; u

n
� /� g.�;Xs;x.�/; u� /�dB�

ˇ
ˇ
ˇ
ˇ

2
!

� 2TE

Z t

s

jf .�;Xn
s;x.�/; u

n
� / � f .�;Xs;x.�/; u� /j2d�

C 8E

Z t

s

jg.�;Xn
s;x.�/; u

n
� /� g.�;Xs;x.�/; u� /j2d�

� 2.T C 4/ kun � uk2T
Z T

0

k.t/dt

C 2.T C 4/

Z t

0

k.�/d� E



sup
s�z��

jXn
s;x.z/ �Xs;x.z/j2

�

d�;

which by Gronwall’s inequality (see [49], p. 22) implies that

k QXn
s;x � QXs;xk2 D E

"

sup
0�t�T

j QXn
s;x.t/ � QXs;x.t/j2

#

� 2.T C 4/

�Z T

0

k.t/dt

�

exp



2.T C 4/

Z T

0

k.t/dt

�

kun � uk2T :

Therefore, limn!1 ks;x.un/�s;x.u/kT D 0 for every u 2 UT and every sequence
.un/1nD1 of UT converging to u 2 UT . Finally, immediately from the definition of
s;x; for every .s; x/; .Ns; Nx/ 2 RC � Rd with s < Ns, one gets

supfjs;x.u/� Ns; Nx.u/j W u 2 UT g � 2

2

4jx � Nxj C .
p
T C 1/

sZ Ns

s

m2.t/dt

3

5 ;

which implies that the mapping RC � Rd 3 .s; x/ ! s;x.u/ 2 Rd is uniformly
continuous with respect to u 2 UT . Similarly, this is true for the case Ns < s. ut

Now we can prove the following existence theorem.

Theorem 1.1. Let f and g be measurable and satisfy conditions .H/. If K W
RC � Rd ! R and ˆ W RC � Rd � U ! R are continuous and bounded,
then for every bounded domain D; filtered probability space PF, m-dimensional
F-Brownian motion B D .Bt /t�0 defined on PF, and .s; x/ 2 RC � Rd , there
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exists Nu 2 UT such that IDs;x.Nu; NX Nu
s;x/ D supfIDs;x.u; Xu

s;x/ W u 2 UT g, where

IDs;x.u; X
u
s;x/ D J u;X

D .s; x/ and Xu
s;x is the unique strong solution of (1.1) on the

filtered probability space PF corresponding to the Brownian motion B and u 2 UT .

Proof. Similarly as above, by virtue of Remark 1.1, for every u 2 UT , there exists a
unique strong solution of (1.1) defined on Œs; T ���. Observe that supfIDs;x.u; Xu

s;x/ W
u 2 UT g D supfIDs;x.u; s;x.u// W u 2 UT g. Let ˛ D supfIDs;x.u; s;x.u// W u 2 UT g,
and let .un/1nD1 be a sequence of UT such that ˛ D limn!1 IDs;x.un; s;x.un//. By
the compactness of UT , there exist an increasing subsequence .nk/1kD1 of .n/1nD1 and
Nu 2 UT such that kunk�NukT ! 0 as k ! 1. By virtue of Lemma 1.1, it follows that
ks;x.unk / � s;x.u/kT ! 0 as k ! 1. By the definitions of the operator s;x and
the norm k�k, it follows that there exists a subsequence, still denoted by .Xnk

s;x/
1
kD1, of

the sequence .Xnk
s;x/

1
kD1 such that sup0�t�T j QXnk

s;x � NXs;x j ! 0 a.s. as k ! 1, where
NXs;x D s;x.Nu/. By virtue of Lemma 10.1 of Chap. 1 and Theorem 5.1 of Chap. 4, we

have Q�nkD ! N�D a.s. as k ! 1, where Q�nkD and N�D denote the first exit times of QXnk
s;x

and NXs;x, respectively, from the domain D. Hence, by the continuity of ˆ and K;
it follows that ˛ D limk!1 IDs;x.unk ; s;x.unk // D IDs;x.Nu; s;x.Nu// D IDs;x.Nu; NXs;x/.
Thus .Nu; NXs;x jŒs;T �/ is an optimal pair for (1.3).ut

We can consider the above optimal control problem with a special type of
controls u D .ut /t�0 of the form ut D '.t; Xt / a.s. for t � 0 and a measurable
function ' W RC � Rd ! U � Rk . Such controls are called Markov controls,
because with such u, the corresponding process X D .Xt/t�0 becomes an Itô
diffusion, in particular a Markov process. In what follows, the above Markov control
will be identified with a measurable function ', and this function will be simply
called a Markov control. The set of all such Markov controls will be denoted by
M.U /. The set of all restrictions of all ' 2 M.U / to the set Œ0; T ��Rd is denoted
by MT .U /. Immediately from Theorem 1.1, it follows that for all measurable
functions f and g satisfying conditions .H/, there exists an optimal control for
(1.3) in the set ST consisting of all bounded and uniformly Lipschitz continuous
Markov controls ' 2 MT .U /, i.e., with the property that there exists a number
L > 0 such that j'.t; z/ � '.s; v/j � L.jt � sj C jz � vj/ for every ' 2 ST ,
t; s 2 Œ0; T �, and z; v 2 Rd : Indeed, for functions f , g, and '; 2 ST � MT .U /

as given above, we have

jf .t; x; '.t; x// � f .t; z;  .t; z//j2 � 2jf .t; x; '.t; x// � f .t; z; '.t; z//j2

C 2jf .t; z; '.t; z//�f .t; z;  .t; z//j2 � 2k.t/
�
.1CL2/jx�zjC2L2k'� k2T

�

and

kg.t; x; '.t; x// � g.t; z;  .t; z//k2 � 2k.t/
�
.1CL2/jx � zj C 2L2k' �  k2T

�

for every t 2 Œ0; T � and x; z 2 Rd , where k � kT denotes the supremum norm of the
space C.Œ0; T ��Rd ;Rk/ of all continuous bounded functions v W Œ0; T ��Rd!Rk .
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Hence, similarly as in the proof of Lemma 1.1, it follows that the mapping s;x W
ST 3 u ! QX'

s;x 2 CT
F with QX'

s;x and CT
F as above is continuous. Here X'

s;x is
a strong solution of (1.1) corresponding to the Markov control ' 2 ST . Therefore,
immediately from Theorem 1.1, we obtain the existence in ST of the optimal control
for (1.3).

2 Optimal Control Problems for Systems Described
by Stochastic Functional Inclusions

We shall now extend the above optimal control problem (1.3) on the case in which
the dynamics of a control system is described by stochastic functional inclusions
SFI.F;G/ of the form

�
Xt �Xs 2 R ts F .�;X�/d� C R t

s G.�;X�/dB� for t � s ;

Xs D x a:s:
(2.1)

with the performance functional depending only on the weak solution .PF; X;B/

of SFI.F;G/, i.e., with the performance functional JXD .s; x/ of the form

JXD .s; x/ D Es;x

Z �D

s

‰.t; Xt/dt CK.�D;X�D /

�

; (2.2)

where D is a bounded subset of Rd , and ‰ W RC � Rd ! R and K W RC �
Rd ! R are given continuous functions. By a solution of such a stochastic optimal
control problem we mean a weak solution . QP QF; QX; QB/ of (2.1) such that J QX

D .s; x/ D
supfJXD .s; x/ W X 2 XD

s;xg, where XD
s;x denotes the set of all weak solutions of

(equivalence classes of) the stochastic functional inclusion SFI.F;G/ satisfying
an initial condition X.s/ D x and such that �D D infft > s W Xs;x.t/ 62 Dg < 1.
Such an optimal control problem will be denoted by

8
<̂

:̂

Xt �Xs 2 R ts F .�;X�/d� C R t
s G.�;X�/dBt� for t � s ;

Xs D x a:s: ;

J XD .s; x/
XD
s;x�! max;

(2.3)

and called an optimal control problem for the control system described by the
stochastic functional inclusion SFI.F;G/. In this case, the set XD

s;x is said to be an
admissible set for the optimal control problem (2.3). If there is . QP QF; QX; QP / 2 XD

s;x

such that J QX
D .s; x/ D supfJXD .s; x/ W X 2 XD

s;xg, then . QP QF; QX; QP / is called
the optimal solution of the optimal control problem (2.3). Similarly as above, it
will be simply denoted by QX . We shall consider the optimal control problems
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of the form (2.3) with set-valued mappings F W RC � Rd ! Cl.Rd / and
G W RC � Rd ! Cl.Rd�m/ such that the set Xs;x.F;G/ of all weak solutions
of SFD.F;G/ satisfying the initial condition X.s/ D x is weakly compact in
distribution and such that XD

s;x.F;G/ ¤ ;. Hence, immediately from Theorem 5.1
of Chap. 4, it will follow that XD

s;x is also weakly compact. We apply the result
obtained to the case of F and G defined by F.t; x/ D ff .t; x; z/ W z 2 U g and
G.t; x/ D fg.t; x; z/ W z 2 U g. Hence in particular, the existence of optimal pairs
for the optimal control problems of the system described by (1.1) and performance
functionals of the form

JXD .s; x/ D Es;x

Z �D

s

sup
u2U

ˆ.t; Xt ; u//dt CK.�D;X�D /

�

(2.4)

and

JXD .s; x/ D Es;x

"Z �D

s

sup
n�1

ˆ.t; Xt ; '
n.t; Xt //dt CK.�D;X�D /

#

(2.5)

will follow, where .'n/1nD1 is a dense sequence of a bounded set U�C.RC�Rd ; U /.
In what follows, we shall still denote by .P/ and .A/ the assumptions defined in
Sect. 1 of Chap. 6.

Theorem 2.1. Let F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�m/
be convex-valued, continuous, and bounded, and let ‰ W RC � Rd ! R be a
uniformly integrally bounded Carathéodory function. Assume that G is diagonally
convex and satisfies item (iv0) of conditions .A/. LetD be a bounded domain in Rd .
If K W RC � Rd ! R is continuous and bounded, then for every .s; x/ 2 RC �D,
the optimal control problem (2.3) possesses an optimal solution.

Proof. Let us observe that XD
s;x is nonempty and weakly compact in distribution.

Indeed, similarly as in the proof of Theorem 4.1 of Chap. 4, we can verify that
Xs;x.F;G/ is weakly compact in distribution for every .s; x/ 2 RC � Rd . By
property .P/ of G, for every .f; g/ 2 C.F / � C.G/, there exists a unique in
law solution . QP QF; Qx; QB/ of SDE.f; g/ with initial condition Qxs D x a.s., which
by the properties of functions f and g, implies that . QP QF; Qx; QB/ 2 Xs;x.F;G/.
By Remark 10.4 of Chap. 1, we have Q�D < 1 a.s., where Q�D is the first exit
time of Qx from the set D. Then . QP QF; Qx; QB/ 2 XD

s;x . To verify that XD
s;x is weakly

compact, let us observe that by the weak compactness of Xs;x.F;G/ and the relation
XD
s;x � Xs;x.F;G/, it is enough to verify that XD

s;x is weakly closed.
Let .xr /1rD1 be a sequence of XD

s;x convergent in distributions. Then there exists a
probability measure P on ˇ.C.RC;Rd // such that P.xr /�1 ) P as r ! 1.
By virtue of Theorem 2.3 of Chap. 1, there exist a probability space . Q�; QF ; QP /
and random variables Qxr W Q� ! C.RC;Rd / and Qx W Q� ! C.RC;Rd / for
r D 1; 2; : : : such that P.xr /�1 D P. Qxr/�1 for r D 1; 2; : : : ; QP . Qx/�1 D P and
limr!1 �. Qxr ; Qx/ D 0 with . QP :1/, where � is the metric defined in C.RC;Rd / as
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in Theorem 2.4 of Chap. 1. For every r � 1, one has �rD < 1 a.s., where �rD is the
first exit time of xr from the set D, which by Theorem 5.2 of Chap. 4, implies that
Q�rD < 1 a.s., where Q�rD denotes the first exit time of Qxr from the set D. Hence, by
the properties of the sequence . Qxr /1rD1; it follows that Q�D < 1 a.s., where Q�D;
is the first exit time of Qx from D. Similarly as in the proof of Theorem 4.1 of
Chap. 4, we can verify now that by virtue of Theorem 1.3 of Chap. 4, there exist
a standard extension OP OF D . O�; OF ; OF; OP / of . Q�; QF ; QF; QP / and an m-dimensional
Brownian motion OB such that . OP OF; Ox; OB/ is a weak solution of SFI.F;G;	/; with
	 D P Qx�1

s and such that xr ) Ox. Furthermore, we have P Ox�1 D P Qx�1; which by
Theorem 5.2 of Chap. 4, implies that P O��1

D D P Q��1
D . Hence in particular, it follows

that O�D < 1. Thus XD
	 is weakly closed with respect to weak convergence in the

sense of distributions.
By (2.2) and the properties of the functions‰ andK , one has ˛ WD supfJXD .s; x/ W

X 2 XD
s;xg < 1, because

Z �XD

s

‰.t; X.t//dt �
Z �XD

s

j‰.t;X.t//jdt �
Z �XD

0

m.t/dt �
Z 1

0

m.t/dt < 1;

where m 2 L.RC;RC/ is such that j‰.t; x/j � m.t/ and there is M > 0 such that
jK.t; x/j � M for x 2 Rd and t � 0. Let .Pn

Fn
; Xn; Bn/ 2 XD

s;x be for n D 1; 2; : : :

such that ˛ D limn!1 J nD.s; x/, with

J nD.s; x/ D Es;x

"Z �nD

s

‰.t; Xn.t//dt CK.�nD;X
n.�nD//;

#

where Es;x
n denotes the mean value operator with respect to the probability law

Qs;x
n of Xn and �nD D inffr > s W Xn.r/ 62 Dg for n D 1; 2; : : :. By the

weak compactness of XD
s;x and Theorem 2.3 of Chap. 1, there are an increasing

subsequence .nk/1kD1 of the sequence .n/1nD1, a probability space . Q�; QF ; QP/, and
continuous processes QXnk and QX on . Q�; QF ; QP/ such that P.Xnk /�1 D P. QXnk/�1
for k D 1; 2; : : : and �. QXnk ; QX/ ! 0, QP -a.s. as k ! 1; which by Corollary 3.3 of
Chap. 1, implies that P.Xnk

s /
�1 ) P QX�1

s as k ! 1. Let QFt D T
">0 �.f QX.u/ W

s � u � t C "g/ for t � s and put QF D . QFt /t�s . It is clear that QX is QF-adapted.
By virtue of Lemma 1.3 of Chap. 4, we have M QX

FG ¤ ;, and therefore, there exist
Qf 2 S QF.F ı QX/ and Qg 2 S QF.G ı QX/ such that for every h 2 C2

0 .R
d /, a stochastic

process ' QX
h D ..'

QX
h /t /t�s with .' QX

h /t D h. QXt/�h. QXs/�
R t
s
.L

QX
Qf Qgh/�d� for t � s is a

continuous local QF-martingale on the filtered probability space QP QF D . Q�; QF ; QF; QP /.
Hence, by Theorem 1.3 of Chap. 4, it follows that there exists a standard extension
of QP QF; still denoted by QP QF; and anm-dimensional QF-Brownian motion QB D . QBt/t�0
such that . QP QF; QX; QB/ is a weak solution of SFI.F;G;	/ with an initial distribution
	 D P QX�1

s . Immediately from the properties of the stochastic processes QXnk and
QX , it follows that eXnk

s D x, P-a.s., and P.eXnk
s /

�1 ) P.eXs/
�1 as k ! 1, which

implies that eXs D x, QP-a.s. Therefore, . QP QF; QX; QB/ 2 Xs;x.F;G/. Similarly as
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above, we can verify that . QP QF; QX; QB/ 2 XD
s;x . On the other hand, By (2.2) and

the properties of processes Xnk and QXnk and Theorem 5.2 of Chap. 4, it follows
that P.�kD/

�1 D P. Q�kD/�1 for k D 1; 2; : : :. Then J nkD .s; x/ D QJ nkD .s; x/ for every
k D 1; 2; : : :, where

QJ nkD .s; x/ D QEs;x

"Z Q�kD

s

‰.t; QXnk.t//dt CK. Q�kD; QXnk. Q�kD//
#

for k D 1; 2; : : : with Q�kD and �kD defined as above with eX
nk
t D eX

nk
.t/. Hence, by

Theorem 5.1 of Chap. 4, it follows that

lim
k!1

QJ nkD .s; x/ D QEs;x

"Z Q�D

s

‰.t; QX.t//dt CK. Q�D; QX. Q�D//
#

;

where Q�D D inffr > s W QX 62 Dg. But ˛ D limk!1 J
nk
D .s; x/ D limk!1 QJ nkD .s; x/:

Therefore,

˛ D QEs;x

"Z Q�D

s

‰.t; QX.t//dt CK. Q�D; QX. Q�D//
#

:

ut
Remark 2.1. Similarly as above, we can consider the following viable optimal
control problem:

8
<̂

:̂

Xt � Xs 2 R ts F .�;X�/d� C R t
s G.�;X�/dBt�; for t � s ;

Xt 2 �.t/ a:s: for t � s;

J.X/
X �
D�! max;

where � is a given target set mapping and X �
D denotes the set of all weak �-viable

solutions .PF; X;B/ of the stochastic functional inclusion SFI.F;G/ such that
�XD D infft > s W X.t/ 62 Dg < 1. �

We shall consider now the existence of the optimal control problem (1.3) with a
performance functional JXD .s; x/ defined by (2.4) and (2.5) above. Let us recall that
for a given nonempty set U � Rk , a bounded domain D, an initial point .s; x/ 2
RC �D, and functions f W R C �Rd � U ! Rd , g W R C �Rd � U ! Rd�m,
‰ W RC � Rd ! R, and K W RC � Rd ! R, we are interested in the existence
of an admissible pair .Nu; NX Nu/ 2 ƒfg.s; x/ such that J NX

D .s; x/ D supfJXD .s; x/ W
.u; Xu/ 2 ƒfg.s; x/g. We shall show that such an optimal pair .Nu; NX/ 2 ƒfg.s; x/

exists if f W RC � Rd � U ! Rd and g W RC � Rd � U ! Rd�m satisfy the
following conditions .C /:

(i) f and g are continuous and bounded such that f .t; x; � /; g.t; x; � /, and .g �
g�/.t; x; � / are affine for every fixed .t; x/ 2 RC �Rd on the compact convex
set U � Rk.
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(ii) g is such that g � g� is uniformly positive definite.
(iii) ˆ W RC � Rd � U ! R is a uniformly integrally bounded Carathéodory

function and K W RC � Rd ! R is continuous and bounded.

Lemma 2.1. If f and g satisfy conditions .C /, then for every nonempty compact
convex set U � Rk , the set-valued mappings F and G defined by F.t; x/ D
ff .t; x; z/ W z 2 U g and G.t; x/ D fg.t; x; z/ W z 2 U g satisfy .P/ and conditions
(i), (iii), (iv0), and (v) of .A/.

Proof. Immediately from (ii) of conditions .C /, it follows that G satisfies the
condition .P/. Let TU be the induced topology in U . Then .U; TU / is a compact
topological space. Let .Nt ; Nx/ 2 RC�Rd and Nz 2 U be fixed and V an open set in Rd .
Suppose .Nt ; Nx; Nz/ is such that f .Nt ; Nx; Nz/ 2 V . By the continuity of f . �; � ; Nz/ at .Nt ; Nx/,
there is a neighborhood N of .Nt ; Nx/ such that f .t; x; Nz/ 2 V for every .t; x/ 2 N .
Therefore, for every .t; x/ 2 N , one has F.t; x/ \ V ¤ ;. Then F is l.s.c. In a
similar way, we can also verify that G is l.s.c. By the compactness of the set U and
continuity of f .t; x; � / and g.t; x; � /, it follows thatF.t; x/ andG.t; x/ are compact
subsets of Rd and Rd�m, respectively, for every .t; x/ 2 RC � Rd . Similarly, by
the convexity of U and affineness of f .t; x; � /, g.t; x; � /, and .g � g�/.t; x; � /, it
follows that F andG are convex-valued andG is diagonally convex. We shall verify
that F and G are also u.s.c. Indeed, similarly as above, let .Nt ; Nx/ 2 RC � Rd

be arbitrarily fixed and suppose V is an open neighborhood of F.Nt ; Nx/. By the
continuity of f , for every fixed z 2 U there exist neighborhoods W z and Oz of
.Nt ; Nx/ 2 RC � Rd and Nz 2 U; respectively, such that f .W z � Oz/ � V . By the
compactness of the topological space .U; TU /, there are z1; : : : ; zn 2 U such thatSn
iD1Ozi D U . For every i D 1; 2; : : : ; n, we have f .W zi � Ozi / � V . Therefore,Sn
iD1 f .W zi � Ozi / � V . But

n[

iD1
f

 "
n\

iD1
W zi

#

� Ozi

!

D f

 "
n\

iD1
W zi

#

�
"

n[

iD1
Ozi

#!

D f

 "
n\

iD1
W zi

#

� U
!

�
n[

iD1
f .W zi � Ozi / � V:

Therefore, F.
Tn
iD1 W zi / D f .Œ

Tn
iD1 W zi � � U / � V . Then F is u.s.c. at .Nt ; Nx/ 2

RC � Rd . In a similar way, we can verify that also G is u.s.c.
Let � 2 C.l.G// be a continuous selector of D.G/ D l.G/, where l.u/ D u � u�

for every u 2 Rd�m, and let .t; x; z/ D l.g.t; x; z// D g.t; x; z/ � g�.t; x; z/ for
.t; x; z/ 2 RC � Rd � U . We have �.t; x/ 2 .t; x; U / for .t; x/ 2 RC � Rd .
Therefore, by virtue of Theorem 2.2 of Chap. 2, there exists a sequence .zn/1nD1 of
continuous functions zn W RC �Rd ! U such that sup.t;x/ j�.t; x/� l.gn.t; x//j !
0 as n ! 1, where gn.t; x/ D g.t; x; zn.t; x// 2 G.t; x/ for n D 1; 2; : : : and
.t; x/ 2 RC � Rd . Then there exists a sequence .gn/1nD1 of continuous selectors of
G such that l.gn/ ! � uniformly in .t; x/ 2 RC � Rd as n ! 1. Thus (iv0) of
conditions .A/ is also satisfied. ut



2 Optimal Control Problems for Systems Described: : : 265

We can now prove the existence of an optimal pair for the optimal control
problem (1.3) with the performance functionals defined by (2.4) and (2.5).

Theorem 2.2. Let D be a bounded domain in Rd and assume that conditions .C /
are satisfied. There exists an optimal pair of the optimal control problem (1.3) with
a performance functional defined by (2.4).

Proof. Let F and G be defined as above. By virtue of Lemma 2.1, the multi-
functions F and G satisfy the conditions of Theorem 2.1. Therefore, for every
.s; x/ 2 RC �Rd , there exists a weak solution . QP QF; QX; QB/ of SFI.F;G/ satisfying
the initial condition QX.s/ D x, QP -a.s., with QP QF D . Q�; QF ; QF; QP / such that

J
QX
D .s; x/ D supfJXD .s; x/ W X 2 Xs;xg, where

J
QX
D .s; x/ D QEs;x

"Z Q�D

s

‰.t; QX.t//dt CK. Q�D; QX. Q�D//
#

with ‰.t; x/ D supfˆ.t; x; u/ W u 2 U g and Q�D D inffr > s W QX.r/ 62 Dg.
By virtue of Theorem 1.5 of Chap. 3, there are Qf 2 S QF.F ı QX/ and Qg 2
S QF.G ı QX/ such that QX.t/ D x C R t

s
Qf�d� C R t

s
Qg�d QB� , QP -a.s. for t � s. Let

�.t; x/ D f.f .t; x; z/; g.t; x; z// W z 2 U g for .t; x/ 2 RC � Rd . Similarly
as in the proof of Lemma 2.1, we can verify that � is a continuous and bounded
set-valued mapping with compact values in Rd � Rd�m. Therefore, the set-valued
process Q� D . Q�t /t�s defined by Q�t D �.t; QX.t// is QF-nonanticipative and such
that . Qft ; Qgt / 2 Q�t , QP -a.s. for t � s. By virtue of Theorem 2.5 of Chap. 2, there
exists an QF-nonanticipative process Qu D .Qut /t�s with values in the set U such
that . Qft ; Qgt / D .f .t; QX.t/; Qut /; g.t; QX.t/; Qut //, QP -a.s. for t � s. Then an optimal
solution QX of the optimal control problem (1.3) with the performance functional
(2.4) can be expressed by the formula

QX.t/ D x C
Z t

s

f .�; QX.�/; Qu� /d� C
Z t

s

g.�; QX.�/; Qu� /d QB�

QP -a.s. for t � s. Therefore, .Qu; QX/ 2 ƒfg.s; x/. In a similar way, we deduce that
for every weak solution .PF; X;B/ of SFI.F;G/ satisfying the initial condition
X.s/ D x a.s. with the above-defined set-valued mappings F and G, there exists
an F-nonanticipative stochastic process u D .ut /t�s with values in U such that
.u; X/ 2 ƒfg.s; x/. By the properties of the performance functional JXD .s; x/
defined by (2.4), one has

J
QX
D .s; x/ D supfJXD .s; x/ W X 2 CDs;xg D supfJXD .s; x/ W .u; X/ 2 ƒf;g.s; x/g

with CDs;x D �.ƒf;g.s; x//; where �.u; X/ D X for .u; X/ 2 ƒfg.s; x/. Then
.Qu; QX/ is the optimal pair for the optimal control problem (1.3) with the performance
functional defined by (2.4). ut
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In a similar way, we can prove the following existence theorem.

Theorem 2.3. Let D be a bounded domain in Rd , U a bounded subset of C.RC �
Rd ; U /, and .'n/1nD1 a dense sequence of U . Assume that conditions .C / are
satisfied and that f and g are such that f .t; x; � / and g.t; x; � / are linear. There
exists an optimal pair .Qu; QX/ for the optimal control problem (1.3) with the perfor-

mance functional JXD .s; x/ defined by (2.5) and Qu D limw
j!1

Pmj
kD1 ICjk '

nkj .�; QX�/,
where limw denotes the weak limit of sequences in the space L.RC � �;†F;R

k/,

fCj
1 ; : : : ; C

j
mj g is a finite †F-partition of RC � �, and f'n1j ; : : : ; 'n

mj
j g � f'n W

n � 1g for every j � 1.

Proof. Let F and G be defined by F.t; x/ D ff .t; x; '.t; x// W ' 2 Ug
and G.t; x/ D fg.t; x; '.t; x// W ' 2 Ug for .t; x/ 2 RC � Rd . By virtue
of Lemma 2.1, F and G satisfy the conditions of Theorem 2.1. Therefore, for
every .s; x/ 2 RC � Rd , there exists a weak solution . QP QF; QX; QB/ of SFI.F;G/
satisfying the initial condition QX.s/ D x, QP -a.s., with QP QF D . Q�; QF ; QF; QP/ such that

J
QX
D .s; x/ D supfJXD .s; x/ W X 2 Xs;xg. By virtue of Theorem 1.5 of Chap. 3, there

are Qf 2 S QF.F ı QX/ and Qg 2 S QF.G ı QX/ such that QXt D x C R t
s

Qf�d� C R t
s

Qg�d QB� ,
QP -a.s. for t � s. By the properties of the sequence .'n/1nD1, it follows that
F.t; x/ D clff .t; x; 'n.t; x// W n � 1g and G.t; x/ D clfg.t; x; 'n.t; x// W n � 1g
for .t; x/ 2 RC � Rd . Therefore, by virtue of Lemma 4.1 of Chap. 2, it
follows that S QF.F ı QX/ D decff .�; QX�; 'n.�; QX�// W n � 1g and S QF.G ı
QX/ D decfg.�; QX�; 'n.�; QX�// W n � 1g. Hence it follows that . Qf ; Qg/ 2

decf.f; g/.�; QX�; 'n.�; QX�// W n � 1g. Thus there exists a sequence .˛j /1jD1 of

decff; g/.�; QX�; 'n.�; QX�// W n � 1g converging to . Qf ; Qg/ in the metric topology
of L2.RC � �;†F;R

d � Rd�m/. But decf.f; g/.�; QX�; 'n.�; QX�// W n � 1g D
.f; g/.�; QX�; decf'n.�; QX�/ W n � 1g/. Therefore, for every j � 1, there exist a

finite †F-partition fCj
1 ; : : : ; C

j
mj g of RC � � and a family of f'n1j ; : : : ; 'n

mj
j g �

f'n W n � 1g such that ˛j D .f; g/.�; QX�;
Pmj

kD1 ICjk '
nkj .�; QX�// for j � 1. By the

boundedness of the set U , it follows that the sequence .
Pmj

kD1 ICjk '
nkj .�; QX�//1jD1 is

relatively sequentially weakly compact. Then there exist Qu 2 L.RC � �;†F;R
k/

and a subsequence, still denoted by .
Pmj

kD1 ICjk '
nkj .�; QX�//1jD1; weakly converging

to Qu. Hence, by the properties of the functions f and g, it follows that . Qf ; Qg/ D
.f .�; QX�; Qu/; g.�; QX�; Qu//. Similarly as in the proof of Theorem 2.3, it follows that
.Qu; QX/;with the optimal control Qu described above, is the optimal pair for the optimal
control problem (1.3) with the performance functional JXD .s; x/ defined by (2.5). ut
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3 Optimal Problems for Systems Described by Partial
Differential Inclusions

Let F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�m/ be such that the
following conditions .D/ are satisfied:

(i) F andG are bounded, continuous, and convex-valued, and for every g 2 C.G/,
the matrix-valued mapping l.g/ D g � g� is uniformly positive definite.

(ii) G is diagonally convex, i.e., for every .t; x/ 2 RC �Rd , the set D.G/.t; x/ D
fv � v� W v 2 G.t; x/g is convex.

(iii) For every � 2 C.D.G//, there exists a sequence .gn/1nD1 of C.G/ such that
sup.t;x/2RC�Rd j�n.t; x/��.t; x/j ! 0 as n ! 1, where �n D l.gn/ for n�1.

For a bounded domain D � Rd , T > 0, .s; x/ 2 RC � Rd , Qh 2 C2
0 .R

dC1/,
u 2 C.Œ0; T � � D;R/, and a continuous function ˆ W .0; T / � @D ! R, we shall
consider the initial and boundary values problems (6.3) and (6.4) of Chap. 6 of the
form:

8
<

:

v0
t .t; s; x/ � v0

s.t; s; x/ 2 .LFGv.t; �// .s; x/ � c.s; x/v.t; s; x/
for .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s�;

v.0; s; x/ D Qh.s; x/ for .s; x/ 2 Œ0; T / � Rd ;

and

�
u.t; x/� v0

t .t; x/ 2 .LFGv/ .t; x/ � c.t; x/v.t; x/ for .t; x/ 2 .0; T / �D;
limD3x!y v.t; x/ D ˆ.t; y/ for .t; y/ 2 .0; T � � @D:

Let H W Œ0; T �� Rd ! R be measurable and uniformly integrably bounded and let
ƒFG.c; Qh/ and �FG.c; u; ˆ/ denote the sets of all solutions of the above initial and
boundary value problems, respectively. For every .s; x/ 2 Œ0; T /� Rd , let Hs;x and
Zx denote the mappings defined on ƒFG.c; Qh/ and �FG.c; u; ˆ/; respectively, by
setting

Hs;x.v/ D
Z T

0

H.t; v.t; s; x//dt for v 2 ƒFG.c; Qh/

and

Zx.w/ D
Z T

0

H.t;w.t; x//dt for w 2 �FG.c; u; ˆ/:

For every fixed .s; x/ 2 Œ0; T / � Rd , we shall look for Qv 2 ƒC
FG.c;

Qh/ and Qv 2
�C
FG.c; u; ˆ/ such that Hsx. Qv/ D inffHs;x.v/ W v 2 ƒC

FG.c;
Qh/g and Zx. Qv/ D

inffZx.u/ W u 2 �C
FG.c; u; ˆ/g, whereƒC

FG.c;
Qh/ D ƒFG.c; Qh/\C1;1;2

b .RdC2/ and
�C
FG.c; u; ˆ/ D �FG.c; u; ˆ/ \ C1;2.RdC1/.
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Theorem 3.1. Assume that conditions .D/ are satisfied. Let c 2 C.Œ0; T ��Rd ;R/

be bounded, Qh 2 C1;2.RdC1/, and let H W Œ0; T � � R ! R be measurable
and uniformly integrally bounded such that H.t; �/ is continuous. If F and G are
furthermore such that for Qh and c as given above, the set ƒC

FG.c;
Qh/ is nonempty,

then there is QX 2 Xs;x.F;G/ such that the function Qv 2 ƒC
FG.c;

Qh/ defined by

Qv.t; s; x/ D QE


exp

�

�
Z sCt

s

c.�; QX.�//d�
�

Qh.s C t; QX.s C t//

�

for every .s; x/ 2 Œ0; T / � Rd and t 2 Œ0; T � s� satisfies Hs;x. Qv/ D inffHs;x.v/ W
v 2 ƒC

FG.c;
Qh/g .

Proof. Let .s; x/ 2 Œ0; T / � Rd be fixed. The set fHs;x.v/ W v 2 ƒC
FG.c;

Qh/g is
nonempty and bounded, because there is k 2 L.Œ0; T �;RC/ such that jHs;x.v/j �R T
0
k.t/dt for every v 2 ƒC

FG.c;
Qh/. Therefore, there exists a sequence .vn/1nD1 of

ƒC
FG.c;

Qh/ such that ˛ DW inffHs;x.v/ W v 2 ƒC
FG.c;

Qh/g D limn!1 Hs;x.v
n/. By

virtue of Theorem 6.4 of Chap. 6, for every n D 1; 2; : : : and .s; x/ 2 Œ0; T / � Rd ,
there is Xn

s;x 2 Xs;x.F;G/ such that

vn.t; s; x/ D Es;x



exp

�

�
Z sCt

s

c.�; Xn
s;x.�//d�

�
Qh.s C t; Xn

s;x.s C t//

�

for .t; x/ 2 Œ0; T�s��Rd . By the weak compactness ofXs;x.F;G/ and Theorem 2.3
of Chap. 1, there are an increasing subsequence .nk/1kD1 of .n/1nD1, a probability
space . Q�; QF ; QP /, and stochastic processes QXnk and QX on . Q�; QF ; QP/ such that
P.Xnk

s;x/
�1 D P. QXnk /�1 for k D 1; 2; : : : and sup0�t�T j QXnk.t/ � QX.t/j ! 0

a.s. Hence in particular, it follows that

vnk .t; s; x/ D Es;x



exp

�

�
Z sCt

s

c.�; Xnk
s;x.�//d�

�
Qh.s C t; Xnk

s;x.s C t//

�

D QE


exp

�

�
Z sCt

s

c.�; QXnk .�//d�

�
Qh.s C t; QXnk .s C t//

�

;

where QE is the mean value operator taken with respect to the probability measure QP .
By the properties of processes QXnk , QX and functions c and Qh, it follows that

lim
k!1 vnk .t; s; x/ D QE



exp

�

�
Z sCt

s

c.�; QX.�//d�
�

Qh.s C t; QX.s C t//

�

:

By virtue of Theorem 6.3 of Chap. 6, it follows that the function Qv.t; s; x/ DW
limk!1 vnk .t; s; x/ belongs to ƒC.F;G; Qh; c/, because .AFGv.t � //.s; x/ �
v0
s.t; s; x/ C .LFGv.t � //.s; x/ for .s; x/ 2 Œ0; T � � Rd and t 2 Œ0; T � s�. Hence,

by the properties of the functionH , we get ˛ D limk!1 Hs;x.v
nk / D Hs;x. Qv/. ut
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Theorem 3.2. Assume that conditions .D/ are satisfied, T > 0, andD is a bounded
domain in Rd . Let c 2 C.Œ0; T ��Rd ;R/, u 2 C..0; T /�D;R/, andˆ 2 C.Œ0; T ��
@D;R/ be bounded. Assume thatH W Œ0; T ��R ! R is measurable and uniformly
integrally bounded such thatH.t; �/ is continuous. If F andG are furthermore such
that forˆ, u, and c given above, the set �C

FG.c; u; ˆ/ belongs to Œ0; T /�Rd for every
.s; x/, then there is QXs;x 2 Xs;x.F;G/ such that the function Qv 2 �C

FG.c; u; ; ˆ/
defined by

Qv.s; x/ D Es;x



ˆ.�D; QXs;x.�D// exp

�

�
Z �D

s

c.t; QXs;x.t//dt
��

� Es;x

�Z �D

s



u.t; QXx.t// exp

�

�
Z sCt

s

c.z; QXs;x.z//dz

��

dt

�

with �D D inffr 2 .s; T � W QXs;x.r/ 62 Dg satisfies Zx. Qv/ D inffZx.v/ W v 2
�C
FG.c; u; ˆ/g.

Proof. Similarly as above, we can select a sequence .vn/1nD1 of �C
FG.c; u; ; ˆ/ such

that ˛ D supfZx.v/ W v 2 �C
FG.c; u; ; ˆ/g D limn!1 Zx.vn/ for fixed x 2 Rd .

By virtue of Theorem 6.6 of Chap. 6, for every .s; x/ 2 Œ0; T / � Rd , there exists a
sequence .Xn

s;x/
1
nD1 of Xs;x.F;G/ such that

vn.s; x/ D Es;x
n

"

ˆ.�nD;X
n
s;x.�D// exp

 

�
Z �nD

s

c.t; Xn
s;x.t//dt

!#

�En
(Z �nD

s



u.t; Xn
s;x.t// exp

�

�
Z sCt

s

c.z; Xn
s;x.z//dz

��

dt

)

for n � 1, where �nD D inffr 2 .s; T � W Xn
s;x.r/ 62 Dg. By virtue of Theorem 4.1

of Chap. 4 and Theorem 2.3 of Chap. 1, there are an increasing subsequence
.nk/

1
kD1 of .n/1nD1, a probability space . Q�; QF ; QP /, and stochastic processes QXnk

s;x

and QXs;x on . Q�; QF ; QP / such that P.Xnk
s;x/

�1 D P. QXnk
s;x/

�1 for k D 1; 2; : : : and
sups�t�T j QXnk

s;x.t/ � QXs;x.t/j ! 0 a.s. Hence by Theorem 5.2 of Chap. 4, it follows
that

vnk .s; x/ D Es;x
nk

"

ˆ.�
nk
D ;X

nk
s;x .�

nk
D // exp

 

�
Z �

nk
D

s

c.t; Xnk
x .t//dt

!#

�Es;x
nk

(Z �
nk
D

s

"

u.t; Xnk
s;xx.t// exp

 

�
Z sCt

s

c.z; Xnk
s;x .z//dz

!#

dt

)

D QE
"

ˆ. Q�nkD ; QXnk
s;x . Q�nkD // exp

 

�
Z

Q�
nk
D

s

c.t; QXnk
s;x .t//dt

!#

� QE
(Z

Q�
nk
D

s

"

u.t; QXnk
s;x .t// exp

 

�
Z sCt

s

c.z; QXnk
s;x .z//dz

!#

dt

)

D Qvnk .s; x/
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for .s; x/ 2 Œ0; T / � D and k � 1, where Q�nkD D inffr 2 .s; T � W QXnk
s;x.r/ 62 Dg.

Therefore, by Lemma 10.1 of Chap. 1, Theorem 5.1 of Chap. 4, and the properties
of the sequence . QXnk

s;x/
1
kD1, one obtains

lim
k!1 Qvnk .s; x/ D QE

"

ˆ. Q�D; QXs;x. Q�D// exp

 

�
Z Q�D

s

c.t; QXx.t//dt
!#

� QE
(Z Q�D

s



u.t; QXs;x.t// exp

�

�
Z sCt

s

c.z; QXs;x.z//dz

��

dt

)

;

where Q�D D inffr 2 .s; T � W QXs;x.r/ 62 Dg. Immediately from Theorem 6.6 of
Chap. 6, it follows that the function Qv defined by

Qv.s; x/ D QE
"

ˆ. Q�D; QXs;x. Q�D// exp

 

�
Z Q�D

s

c.t; QXx.t//dt
!#

� QE
( Z Q�D

s



u.t; QXs;x.t// exp

�

�
Z sCt

s

c.z; QXs;x.z//dz

��

dt

)

belongs to�C
FG.c; u; ˆ/. Finally, similarly as above, we get ˛ D limk!1 Zx. Qvnk / D

Zx. Qv/. ut
In a similar way, we can also prove similar theorems for control systems de-

scribed by set-valued stochastic Dirichlet, Poisson, and Dirichlet–Poisson problems.
To formulate them, let us recall the basic notation dealing with such problems.
Let T > 0 and let D � Rd be a nonempty bounded domain. Assume that
F W RC � Rd ! Cl.Rd / and G W RC � Rd ! Cl.Rd�m/ are measurable
and bounded, and let ˆ W .0; T / � @D ! R, ' W .0; T / � D ! R and
 W .0; T / � D ! R be continuous and bounded. Let DFG.ˆ/, PFG.'/ and
RFG.ˆ; / be defined by

DFG.ˆ/ D fu.s; x/ D Es;xŒˆ.�D;Xs;x.�D//� W Xs;x 2 Xs;x.F;G/g;

PFG.'/ D
�

v.s; x/ D Es;x

Z �D

0

'.�D;Xs;x.�D//

�

W Xs;x 2 Xs;x.F;G/
�

;

and

RFG.ˆ; / D
�

w W w.s; x/ D Es;xŒˆ.�D;Xs;x.�D//�

CEs;x

Z �D

0

'.�D;Xs;x.�D//

�

W Xs;x 2 Xs;x.F;G/
�

:
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Immediately from Theorem 6.7, Theorem 6.8, and Theorem 6.9 of Chap. 6,
it follows that DFG.ˆ/, PFG.'/, and RFG.ˆ; / are subsets of the sets of all
solutions of the following stochastic set-valued boundary value problems:

�
0 2 .LFGu/ .t; x/ for .t; x/ 2 Œ0; T / �D;
limt!�D u.t; Xs;x.t/ D ˆ.�D;Xs;x.�D// for .s; x/ 2 .0; T / �D a:s:;

� �'.s; x/ 2 .LFGv/ .t; x/ for .t; x/ 2 Œ0; T / �D;
limt!�D v.t; Xs;x.t// D 0// for .s; x/ 2 .0; T / �D a:s:;

and

� �'.s; x/ 2 .LFGw/ .t; x/ for .t; x/ 2 Œ0; T / �D;
limt!�D w.t; Xs;x.t// D ˆ.�D;Xs;x.�D// for .s; x/ 2 .0; T / �D a:s: ;

respectively. Similarly as above, we obtain the following results.

Theorem 3.3. Assume that conditions .D/ are satisfied, T > 0, andD is a bounded
domain in Rd . Let ˆ 2 C.Œ0; T ��@D;R/ be continuous and bounded. Assume that
H W Œ0; T � � R ! R is measurable and uniformly integrally bounded such that
H.t; �/ is continuous. For every .s; x/ 2 .0; T /�D, there is QXs;x 2 Xs;x.F;G/ such
that the function Qu.s; x/ D Es;xŒˆ. Q�D; QXs;x. Q�D//� satisfies Zx.Qu/ D supfZx.u/ W
u 2 DFG.ˆ/g, where Q�D D inffr 2 .0; T � W QXs;x.r/ 62 Dg.

Proof. Similarly as above, we can select a sequence .un/1nD1 of DFG.ˆ/ such
that ˛ D supfZx.u/ W u 2 DFG.ˆ/g D limn!1 Zx.un/. By the definition of
DFG.ˆ/, there exists a sequence .Xn

x /
1
nD1 of Xs;x.F;G/ such that un.s; x/ D

Es;xŒˆ.�nD;X
n
s;x.�

n
D//�, where �nD D inffr 2 .0; T � W Xn

x .r/ 62 Dg. By virtue
of Theorem 4.1 of Chap. 4 and Theorem 2.3 of Chap. 1, there are an increasing
subsequence .nk/1kD1 of .n/1nD1, a probability space . Q�; QF ; QP/, and stochastic
processes QXnk and QX on . Q�; QF ; QP/ such that P.Xnk

s;x/
�1 D P. QXnk /�1 for k D

1; 2; : : : and sup0�t�T j QXnk.t/ � QX.t/j ! 0 a.s. Hence, similarly as in the proof
of Theorem 3.2, it follows that ˛ D limn!1 Zx.unk / D Zx.Qu/, where Qu.s; x/ D
Es;xŒˆ. Q�D; QXs;x. Q�D//�.ut
Theorem 3.4. Assume that conditions .D/ are satisfied, T > 0, andD is a bounded
domain in Rd . Let ' W .0; T / � D ! R be continuous and bounded, and let
H W Œ0; T � � R ! R be measurable and uniformly integrally bounded such that
H.t; � / is continuous. For every .s; x/ 2 .0; T /�D, there is QXs;x 2 Xs;x.F;G/ such
that the function Qu.s; x/ D Es;xŒˆ. Q�D; QXs;x. Q�D//� satisfies Zx.Qu/ D supfZx.u/ W
u 2 PFG.'/g, where Q�D D inffr 2 .0; T � W QXs;x.r/ 62 Dg. �

Theorem 3.5. Assume that conditions .D/ are satisfied, T > 0, andD is a bounded
domain in Rd . Let ˆ 2 C..0; T /� @D;R/ and  W .0; T /�D ! R be continuous
and bounded, and let H W Œ0; T � � R ! R be measurable and uniformly integrally
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bounded such that H.t; � / is continuous. For every .s; x/2.0; T / � D, there
exists QXs;x 2 Xs;x.F;G/ such that the function Qu.s; x/ D Es;xŒˆ. Q�D; QXs;x. Q�D//�
satisfies Zx.Qu/ D supfZx.u/ W u 2 RFG.ˆ; /g, where Q�D D inffr 2 .0; T � W
QXs;x.r/ 62 Dg. �

4 Notes and Remarks

The results of this chapter are consequences of the properties of the set Xs;x.F;G/
of all (equivalence classes of) weak solutions for SFI.F;G/ and the representation
theorems presented in Chap. 6. It is possible to consider problems with weaker
assumptions. It is important to observe that such an approach reduces the opti-
mal control problems described by stochastic functional and partial differential
inclusions to the existence of optimal problems of functionals defined on weakly
compact subsets of the space M.X / of probability measures defined on a Borel �-
algebra ˇ.X / of a complete metric space X . Furthermore, this approach, together
with representation theorems, leads to the representation of optimal solutions of the
above type of optimal control problems by weak solutions of stochastic functional
inclusions. This allows us in some special cases to determine explicit solutions of
such optimal control problems. Some applications of weak solutions of multivalued
stochastic equations to optimal control problems are given by A. Zălinescu in
[97]. Some optimal control problems described by stochastic differential equations
depending on control parameters can be solved explicitly by solving appropriate
HJB equations. As pointed out (see B. Øksendal [86]) at the beginning of this
chapter, some solutions of these equations can also be represented by weak solutions
of stochastic differential equations. More information dealing with such problems
can be found in B. Øksendal [86] and J. Yong and X.Y. Zhou [96].

Let us observe (see [45]) that there are three major approaches to stochastic
optimal control: dynamic programming, duality, and the maximum principle.
Dynamic programming obtains, by means of the optimality principle of Bellman,
the Hamilton–Jacobi–Bellman equation, which characterizes the value function (see
[28, 29, 37, 64, 98]). Under some smoothness and regularity assumptions on the
solution, it is possible to obtain, at least implicitly, the optimal control. This is the
content of the so-called verification theorem, which appears in W.H. Fleming and
R.M. Rishel [28] or W.H. Fleming and H.M. Soner [29]. However, the problem of
recovering the optimal control from the gradient of the value function by means
of solving a static optimization remains, and this can be difficult to do. Duality
methods, also known in stochastic control theory as the martingale approach, have
become very popular in recent years, because they provide powerful tools for
studying some classes of stochastic control problems, usually connected with some
approximative procedures (see [73]). Martingale methods are particularly useful for
problems appearing in finance (see [26]), such as the model of R.C. Merton [74].
Duality reduces the original problem to one of finite dimension. The approach is
based on the martingale representation theorem and the Girsanov transformation.
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The stochastic maximum principle has been developed completely in recent years
in S. Peng [87]. It is a counterpart of the maximum principle for deterministic
problems. The distinctive feature is the use of the concept of forward–backward
stochastic differential equations, which arise naturally, governing the evolution of
the state variables. See H.J. Kushner [67], J.M. Bismut [19,20], or U.G. Haussmann
[36].

Control problems and optimal control problems for systems described by
stochastic and partial differential equations have been considered by many authors.
The classical optimal control problems for systems described by stochastic differ-
ential equations and inclusions were considered by, among others, N.A. Ahmed [1],
A. Friedman [30], W.H. Fleming and M. Nisio [27], and M. Michta [75]. Optimal
control problems for partial differential equations were considered by, for example,
W. Huckbusch in [34]
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13. Aubin, J.P., Pujol, D., Saint-Pierre, P.: Dynamical Management of Portfolios Under Contingent

Uncertainty. Cener Rech. Viabilité, Jeux, Contrôle (2000)
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