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Abstract In this chapter, we present some methods to construct interval type-2
membership functions from fuzzy membership functions and their applications in
image processing, classification, and decision making. First, we review some basic
concepts of interval type-2 fuzzy sets (IT2FSs). Next, we analyze three different
approaches to construct IT2FSs starting from fuzzy sets and their applications in
different fields.

1 Interval Type-2 Fuzzy Sets

From the beginning, it was clear that fuzzy set theory [30] was an extraordinary
tool for representing human knowledge. The use of linguistic labels enables the
acquisition of interpretable knowledge systems, and in this manner the choice of
the membership function plays an essential role in their success. The punctual
value set as membership degree is usually defined either by means of expert
knowledge or homogeneously over the input space. Nevertheless, Zadeh himself
established (see [31]) that sometimes, in decision-making processes, knowledge is
better represented by means of some generalizations of fuzzy sets.

Extensions of fuzzy sets are not as specific as their counter-parts of fuzzy sets,
but this lack of specificity makes them more realistic for some applications. Their
advantage is that they allow us to express our uncertainty in identifying a particular
membership function. This uncertainty is involved when extensions of fuzzy sets
are processed, making results of the processing less specific but more reliable.

The concept of type-2 fuzzy set was suggested by Zadeh in 1975 [31] as a
generalization of an ordinary fuzzy set. Type-2 fuzzy sets are characterized by a
fuzzy membership function, that is, the membership value for each element of the
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set is given by a fuzzy set defined in the reference set ½0; 1�. These sets were first
studied and analyzed in [20].

There is still some discussion about the notation for type-2 fuzzy sets. We shall
follow the standard mathematical notation in the following definitions (for equiva-
lences with other notations, see [1]). A good review of these sets can be found in [18].

Sometimes, it is appropriate to represent the membership degree of each ele-
ment to the fuzzy set by means of an interval. Hence, not only vagueness (lack of
sharp class boundaries), but also a feature of uncertainty (lack of information) can
be addressed intuitively.

A particular case of type-2 fuzzy sets called interval type-2 fuzzy sets (see [19]).
In May 1975 Sambuc (see [24]) presented in his doctoral thesis, the concept of an
interval-valued fuzzy set named a U-fuzzy set. That same year, Zadeh [31] discussed
the representation of type 2 fuzzy sets and its potential in approximate reasoning.
One year later, Grattan-Guinness [13] established a definition of an interval-valued
membership function. In that decade, interval-valued fuzzy sets appeared in the
literature in various guises and it was not until the 1980s, that the importance of these
sets, as well as their name, was definitely established. In [10, 16, 18], it is proved that
interval-valued fuzzy sets are a particular case of IT2FSs. It turns out that interval
type-2 fuzzy sets are isomorphic to interval-valued fuzzy set [24].

In this chapter, we work with finite, nonempty reference sets. We denote by
Lð½0; 1�Þ the set of all closed subintervals of the unit interval ½0; 1� in the following
way:

Lð½0; 1�Þ ¼ fx ¼ ½x; x�jðx; xÞ 2 ½0; 1�2 and x� xg: ð1Þ

We use bold letters to refer the elements x 2 Lð½0; 1�Þ and we denote with W the
length of an interval, that is, WðxÞ ¼ x� x.

Lð½0; 1�Þ is a partially ordered set with respect to the relation � L defined in the
following way: given x; y 2 Lð½0; 1�Þ,

x� Ly if andonly if x� y and x� y: ð2Þ

With this order relation, ðLð½0; 1�Þ; � LÞ is a complete lattice, where the smallest
element is 0L ¼ ½0; 0� and the largest is 1L ¼ ½1; 1�.

An interval type 2 fuzzy set ~A on U is defined by

~A ¼ fðu;AðuÞ; luðxÞÞju 2 U;AðuÞ 2 Lð½0; 1�Þg;

where AðuÞ ¼ ½AðuÞ;AðuÞ� is a closed subinterval of ½0; 1�, and the function luðxÞ
represents the fuzzy set associated with the element u 2 U obtained when x covers
the interval ½0; 1�; luðxÞ is given in the following way:

ðxÞ ¼ a if AðuÞ� x�AðuÞ
0 otherwise

(
ð3Þ
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where 0� a� 1. As we have said previously with a ¼ 1 an interval type 2 fuzzy
set is the same as an interval valued fuzzy set.

Mendel and others [17] defined IT2FSs using the footprint of uncertainty
(FOU). An IT2FS ~A for a primary variable ðx 2 XÞ is characterized by its footprint
of uncertainty, FOUð~AÞ, which in turn is completely described by its lower
membership function, LMFð~AÞ, also denoted by l~A

ðxÞ, and upper membership

function UMFð~AÞ, also denoted by l~AðxÞ, i.e., the lower and upper bounding

functions of FOUð~AÞ respectively.
Through the chapter we denote by IT2FSsðUÞ the set of all the interval type-2

fuzzy sets defined on U, and FSsðUÞ all the fuzzy sets on U.

2 Construction Methods of IT2FSs

When we will develop an application using IT2FSs, the first step is to define the
membership functions that will represent these sets. For example, if we use an
IT2FS system then we must define the rules and the lower and upper membership
functions of the linguistic labels. It is known that a key problem of the fuzzy
systems is the definition of the membership functions, as we have previously
stated.

Usually, IT2FS are defined manually or from data extracted [17]. Other typical
method to obtain a good definition of the membership functions is to optimize their
shape using genetic algorithms [14].

When we are working with IT2FSs, we must take into account that the FOU of
the IT2FSs represents the uncertainty in the membership degree. Therefore the
FOUs must represent the uncertainty that exists in the model.
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Fig. 1 a Triangular fuzzy membership function. b Triangular interval type-2 fuzzy membership
function
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In this work, we present three different methods to construct IT2FS from fuzzy
sets that try to generate FOUs adapted to the model’s uncertainty. We have studied
three different cases:

• Using several fuzzy membership functions.
• Using two fuzzy membership functions that represent opposite objects or

concepts.
• Using only one fuzzy membership function.

2.1 Construction of an IT2FS from Several Fuzzy
Membership Functions

When we define a fuzzy system one key problem is the definition of the mem-
bership functions. In the context of fuzzy rule-based systems, sometimes the expert
can choose between different functions (triangular, gaussian, etc.) and different
parameters. Therefore, the expert is not sure about which is the best membership
function, he can choose several adequate membership functions. If we want to
construct an IT2FS from different membership functions, the IT2FS should be
such that the lengths of the intervals represent the uncertainty that the expert has in
the selection of these fuzzy sets. That is, if the expert is absolutely sure of the
membership degree of an element, then the length of the interval associated to such
element is zero (a fuzzy set). On the other hand, if the expert does not know the
membership degree of an element at all, then the length of the interval associated
to this element should be the maximum possible.

U : FSsðUÞ� � � � �
zfflfflffl}|fflfflffl{k times

FSsðUÞ �! IT2FSsðUÞ given by

UðA1; � � � ;AkÞ ¼ fðu;UðA1; � � � ;AkÞðuÞÞju 2 Ug such that

UðA1; � � � ;AkÞðuÞ ¼ ½TðlA1ðuÞ; � � � ; lAkðuÞÞ SðlA1ðuÞ; � � � ; lAkðuÞÞ�;

ð4Þ

where T and S are a t-norm and a t-conorm, respectively, in ½0; 1�.

Remark The associativity of triangular norms and triangular t-conorms allows us
to extend these mappings to an arbitrary finite number of arguments in a unique
way, by means of a recursive definition. For example, n-ary triangular norms are
defined as follows. Let ðxi; � � � ; xnÞ be a finite family in ½0; 1�n. Then
Tðx1; � � � ; xnÞ ¼ TðTðx1; � � � ; xn�1Þ; xnÞ.

We denote by WTS the length of an interval constructed by the above method,
where T is a t-norm and S is a t-conorm.

As U is discrete, our method can be seen as a construction of the footprint of
uncertainty from several fuzzy sets. Suppose that the expert gives two different
opinions (or two different experts each giving a single opinion). We can use a t-norm
and a t-conorm to construct an IT2FS. Figure 2 depicted different IT2FSs
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constructed using different t-norms and t-conorms. We can also observe in Fig. 2
that the FOU generated with the t-norm product and the t-conorm probabilistic sum
is wider than the one generated with the t-norm minimum and the t-conorm
maximum.

Corollary 1 Under the conditions of the construction method described in Eq.
(4), the following statement is true:

If T and S are any t-norm and t-conorm in [0,1], then

WTSðUðQ1; � � � ;QkÞðuÞÞ�W^_ðUðA1; � � � ;AkÞðuÞÞ8u 2 U:

Proof It is enough to take into account the fact that ^ is the largest t-norm and _
is the smallest t-conorm. h

This corollary proves that the FOU constructed with the t-norm minimum and
t-conorm maximum is the smallest one. If other combination of t-norm and
t-conorm is used the FOU will be greater.

2.2 Construction of an IT2FS from Two Fuzzy Membership
Functions

Next we introduce the concept of Ignorance function and the way we use it to
construct IT2FS from two related fuzzy sets. In this case, the fuzzy sets must be
related with each other; they must represent opposite concepts. For example, one
set represents the concept near and the other the concept far, or the concepts small
and big. We have proposed this method in the context of image segmentation
where we have two sets, one to represent the object and another to represent the
background; but it can be used in any environment in which we have two different
sets that represent opposite concepts.

The concept of ignorance function [6] tries to model the lack of knowledge that
sometimes experts suffer when determining the membership degrees of some
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Fig. 2 (a) Three different fuzzy membership functions. (b) Interval type-2 fuzzy membership
function generated using the t-norm minimum and the t-conorm maximum. (c) Interval type-2
fuzzy membership function generated using the t-norm product and the t-conorm probabilistic sum
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pixels of an image Q to the fuzzy set representing the background (B) of the image
and to the fuzzy set representing the object (A) in the image.

For us, lBðxÞ
�
lAðxÞ

�
is the quantification of the expert knowledge that the

pixel with intensity x belongs to the background (object). In this sense, if
lBðxÞ ¼ 1 lAðxÞ ¼ 1ð Þ, then the expert has total knowledge (total sureness) that the
pixel belongs to the background (object). When lBðxÞ ¼ 0:5

�
lAðxÞ ¼ 0:5

�
, we

say that the expert is totally ignorant of whether the pixel belongs to the back-
ground (object) (total doubt). If the expert is totally sure that the pixel belongs to
the background (object), then he should take lBðxÞ ¼ 1 and in this case the
membership to the object (background) should be close to 0, (lAðxÞ � 0). In spite
of this, the simultaneous ignorance of a pixel’s membership to the background and
to the object will be given when the two membership functions are close to 0:5.

Evidently, there are pixels of the image for which the expert is absolutely sure
that the chosen representation is the correct one. Nevertheless, there are also pixels
for which the expert does not know if the representation taken is the best. We will
represent the expert’s ignorance in terms of lB and lA by means of what we denote
as ignorance functions.

Under this interpretation, the following conditions must be fulfilled by these
functions:

1. The ignorance function depends only on lBðxÞ and lAðxÞ.
2. The ignorance does not depend on whether we first consider the membership to

the background and then the membership to the object or we first consider the
membership to the object and then the membership to the background.

3. (Representation of total knowledge) The ignorance of the expert in the choice
of the membership of a pixel must be zero if and only if he is certain that the
pixel belongs to the object or the background.

4. (Representation of total doubt) If lBðxÞ ¼ 0:5 and lAðxÞ ¼ 0:5; that is if the
expert is not capable of distinguishing whether a pixel belongs to the back-
ground or to the object, then we will say that the expert’s ignorance of the
membership of this pixel to the background or to the object is one.

5. If the membership of the pixel to the background and its membership to the
object are greater than 0:5, then the greater both memberships are, the smaller
the ignorance should be.

6. If the membership of the pixel to the background and its membership to the
object are smaller than 0:5, then the greater both memberships are, the greater
the ignorance should be.

We just recall that these properties are equivalent for any problem in which there
are two objects that represent opposite things, and therefore the mathematical
definition is valid in those environments. The considerations above have led us to
present the following definition.
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Definition 1 A function Gi : ½0; 1�2 ! ½0; 1� is called an ignorance function, if it
satisfies the following conditions:

ðGi1Þ Giðx; yÞ ¼ Giðy; xÞ for all x; y 2 ½0; 1�;
ðGi2Þ Giðx; yÞ ¼ 0 if and only if x ¼ 1 or y ¼ 1;
ðGi3Þ If x ¼ 0:5 and y ¼ 0:5, then Giðx; yÞ ¼ 1;

ðGi4Þ Gi is decreasing in ½0:5; 1�2;

ðGi5Þ Gi is increasing in ½0; 0:5�2.

In some cases, it is advisable to require ignorance functionss to be continuous,
since the ignorance must not present a chaotic reaction to small changes in the
degree of knowledge that the experts possess regarding to the membership of the
pixel in question to the background or to object. If this is the case, we will say that
the ignorance functionss are continuous.

In the following theorem, we show a construction method of continuous
ignorance functions from t-norms.

Theorem 1 [6] Let T be a continuous t-norm such that
Tðx; yÞ ¼ 0 if and only if x � y ¼ 0.

Under these conditions, the function

Giðx; yÞ ¼

Tð1� x; 1� yÞ
Tð0:5; 0:5Þ if Tð1� x; 1� yÞ� Tð0:5; 0:5Þ

Tð0:5; 0:5Þ
Tð1� x; 1� yÞ otherwise

8>><
>>:

is a continuous ignorance function.

Example 1
(1) The t-norm minimum satisfies the conditions in Theorem 1, so

Giðx; yÞ ¼
2 �minð1� x; 1� yÞ if min ð1� x; 1� yÞ� 0:5

1
2 �minð1� x; 1� yÞ otherwise

8<
:

is a continuous ignorance function.
(2) The t-norm product satisfies the conditions in Theorem 1., so

Giðx; yÞ ¼
4 � ð1� xÞ � ð1� yÞ if ð1� xÞ � ð1� yÞ� 0:25

1
4 � ð1� xÞ � ð1� yÞ otherwise

8<
:

is a continuous ignorance function.

In [6], we developed a method to construct ignorance functions from functions
different than the t-norms. Next, we show an example.
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Example 2 If we take uðxÞ ¼
ffiffiffi
x
p

for all x 2 ½0; 1� we recover the following
ignorance function:

Giðx; yÞ ¼
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� xÞ � ð1� yÞ

p
if ð1� xÞ � ð1� yÞ� 0:25

1

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� xÞ � ð1� yÞ

p otherwise

8><
>:

Taking into account, the value of ignorance and the original fuzzy set we can
construct the IT2FS. First, we assign the value of the ignorance function to the
length W of the interval. Such a way the ignorance calculated represent the FOU:

WðxÞ ¼ GiðlAðxÞ; lBðxÞÞ:

The main problem is that the lower membership function must always be
greater than zero and the upper membership function must be lower than one.
Therefore in [21], we propose the following method to construct IT2FS for two
opposite fuzzy sets A and B:

~AðuÞ ¼ ½Sð0; lAðuÞ þ k�WðuÞ=2Þ Tð1; lAðuÞ þ k�WðuÞ=2Þ�; ð5Þ

where T and S are a t-norm and a t-conorm, respectively, in ½0; 1� and k[ 0.
With this method the interval generated is always within ½0; 1�. Also the

parameter k modifies the length of the intervals. If k ¼ 1 then the length of the
interval is the same as the value of the ignorance function Gi calculated.

One of the advantages of this method is that the shape of the FOU is related
with the shape of the membership functions, as we can see in Fig. 3.

2.3 Construction of an IT2FS from One Fuzzy Membership
Function

If we have a membership function that represents the fuzzy set that modelizes
certain concept, sometimes we know that there exist uncertainty in this mem-
bership. There exist several works that try to obtain from the proper membership
function a value of the uncertainty and from this value to construct an IT2FS.
Mainly two different approaches have been proposed. The first one intervals are
generated using one or two parameters, we denote this method as interval gen-
erators. The second approach intervals are constructed by means of a function that
only depends on the value of the membership function. This function gives an
ignorance value, related with the membership degree, allowing us to construct an
IT2FS.
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2.3.1 Interval Generators

If the uncertainty presented in the problem is due to a known cause, we can
modelize it with some functions [3], called generators, and construct an IT2FS
from the former fuzzy set.

In the following example we present an interval generator with two parameters.
Let A 2 FSsðUÞ and let the functions:

f : ½0; 1� ! ½0; 1� given by

f ðxÞ ¼ xa with a� 1:

g : ½0; 1� ! ½0; 1� given by

gðxÞ ¼ x
1
b with b� 1:

8>>><
>>>:

Under these conditions

~Aa;b ¼ fðu; ½la
AðuÞ l

1
b

AðuÞÞ�ju 2 Ug 2 IT2FSsðUÞ:
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Fig. 3 a Two different fuzzy membership functions. b IT2FS generated from the ignorance
function of example 1.1 and k ¼ 1. c IT2FS generated from the ignorance function of example
1.1 and k ¼ 0:5. d IT2FS generated from the ignorance function of example 1.2 and k ¼ 0:5

Construction of Interval Type-2 Fuzzy Sets From Fuzzy Sets 155



The verification that ~Aa;b 2 IT2FSsðUÞ is evident: 0� la
AðuÞ� l

1
b

AðuÞ� 1. The
parameters a and b can be related with the ignorance of the expert in the mem-
bership function selection. An specific case with only one parameter a is:

~Aa ¼ fðu; ½la
AðuÞ l

1
a
AðuÞÞ�ju 2 Ug 2 IT2FSsðUÞ: ð6Þ

Figure 4 depicted a fuzzy set and an IT2FS generated with values of a ¼ 2 and
b ¼ 2.

2.3.2 Weak Ignorance Function

The length of the IT2FSs can be seen as a representation of the ignorance when
assigning punctual values as membership degrees. In order to measure the igno-
rance degree, we define the concept of weak ignorance functions [26], which are a
particular case of ignorance functions depending on a single variable and
demanding a less number of properties.

Definition 2 [26] A weak ignorance function is a mapping g : ½0; 1� ! ½0; 1� that
satisfies:

• ðg1Þ gðxÞ ¼ gð1� xÞ for all x 2 ½0; 1�;
• ðg2Þ gðxÞ ¼ 0 if and only if x ¼ 0 or x ¼ 1;
• ðg3Þ gð0:5Þ ¼ 1:

Example 3 gðxÞ ¼ 2 �minðx; 1� xÞ is a weak ignorance function.

We also present in [26] the following construction method of IT2FSs. First, we
assign the length of the interval the value of ignorance of the membership degree
of the fuzzy set A, i.e., WðuÞ ¼ gðlAðuÞÞ and then we construct the IT2FSs ~A in the
following way:
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Fig. 4 a Original fuzzy set. b IT2FS generated from an interval generator with a ¼ 2 and b ¼ 2.
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~A ¼ fðu; ½lAðuÞð1� k�WðuÞÞ lAðuÞð1� k�WðuÞÞ þ k�WðuÞ�ju 2 Ug:
ð7Þ

Also the parameter k modifies the length of the intervals. If k ¼ 1 then the length
of the interval is the same as the value of the ignorance function g calculated.

Figure 5 depicted three different IT2FSs generated from different weak igno-
rance functions.

3 Applications

Next we present three different applications where we use IT2FSs constructed with
the methods presented in the previous section.
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Fig. 5 a Original fuzzy set. b IT2FS generated with weak ignorance function of equation
gðxÞ ¼ 2 �minðx; 1� xÞ and k ¼ 1. c IT2FS generated with weak ignorance function of
equation gðxÞ ¼ 4 � ðx � ð1� xÞÞ and k ¼ 1. d IT2FS generated with weak ignorance function of
equation gðxÞ ¼ 4 � ðx � ð1� xÞÞ and k ¼ 0:5
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3.1 Classification

Fuzzy rule-based classification systems (FRBCSs) are widely employed in clas-
sification tasks since they allow us to deal with noisy, imprecise or incomplete
information which is often present in many real world problems. They provide a
good trade-off between the empirical precision of traditional engineering tech-
niques and the interpretability achieved through the use of linguistic labels whose
semantic is close to the natural language.

However, FRBCSs can suffer a lack of system accuracy as a result of the
uncertainty related to the definition of the membership functions.

In [25], we propose a methodology in which we use IT2FSs to model the
linguistic labels of the classification system. To do so, we define a new parame-
trized IT2FSs construction method using triangular shaped membership IT2FSs.
Specifically, the amplitude of the support of the upper bound of the IT2FSs is
determined by the value of the parameter W , which establishes the relationship
between the length of the lower and the upper bounds of each IT2FS. In this
manner, we can build an IT2FSs model using the initial knowledge base generated
by any fuzzy rule learning algorithm. Furthermore, the representation of the lin-
guistic labels by means of IT2FSs leads to a natural extension of the classical
fuzzy reasoning method (FRM) [8]. Specifically, we modified the two first steps
out of the four, which compose the original FRM, in the following way:

• Matching degree: we apply a t-norm to the lower and upper bounds of the
interval membership degrees of the elements to the IT2FSs composing the
antecedent of the rules.

• Association degree: we take the mean between the product of the matching
degree by the rule weight associated with the lower bound and the product of the
matching degree by the rule weight associated with the upper bound.

In addition, we defined an evolutionary tuning in which we modified the value of
the parameter W for each IT2FS used in the system. In this way, we tried to
improve the system’s performance by looking for the best amount of uncertainty
that the FOU of each IT2FS represents.

In the experimental study, we used two well-recognized fuzzy rule learning
methods, i.e., the algorithm proposed by Chi et al. [9] and the fuzzy hybrid
genetics-based machine learning (FH-GBML) defined by Ishibuchi and Yamamoto
[11]. In both cases, the application of our methodology (to the knowledge base
generated by each algorithm) allowed to notably enhance the results provided by
the initial nonIT2 fuzzy methods.

In [26], using the concept of weak ignorance function, we formalize the IT2FSs
construction method introduced in [25] by establishing the relationship between
the uncertainty represented by the FOUs of the IT2FSs and the ignorance degree.
Specifically, we achieve that the length of the intervals, which are assigned as the
membership degree of the elements to the set, are proportional to the weak
ignorance degree computed by gðxÞ.
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The experimental study supported the suitability of our method, since we
outperformed the results of: (1) the original FH-GBML method; (2) the tuning
approach based on the linguistic 3-tuples representation applied to the original
fuzzy knowledge base, and (3) the lateral tuning applied to both the nonIT2 and the
IT2 fuzzy versions of the knowledge base.

3.2 Image Segmentation

In 2005, Tizhoosh [28] presented an image thresholding approach using interval
type 2 fuzzy sets (we must point out that he tries to use type 2 fuzzy sets, however
he only uses interval type 2 fuzzy sets [7]). His study is based on the modification
of the classical fuzzy algorithm of Huang and Wang [15], so that he applies an a
factor as an interval generator to the membership function. Starting from a
membership function, Tizhoosh obtains an interval type-2 fuzzy set that ‘‘con-
tains’’ different membership functions and is useful for finding the threshold of an
image. Tizhooh’s algorithm is applied directly to color segmentation using RGB in
[27] and it is also used to segment color image skin lesions [29]. Starting form the
idea of obtaining the uncertainty from the information given by the user, we have
proposed an approximation using interval type-2 fuzzy sets generated from
interval generators [3] (where the key point is to choose the correct parameters).
Also we have used interval type-2 membership functions within an algorithm of
stereo matching [12] (in this case we use the terminology of interval-valued fuzzy
sets). In said paper, we were interested in eliminating the sensitivity to the
radiometric gain, bias, and noise using IT2FSs to represent the images. In this way,
we managed the cited problems by splitting the image into two different areas
(background and objects), where the membership degree of each pixel to an object
or to the background is represented with an interval.We proposed a thresholding-
based segmentation to build these interval type-2 fuzzy sets. These works led us to
introduce the concept of ignorance function to try to model the lack of knowledge
from which experts may suffer when determining the membership degrees of some
pixels of a given image. This concept was presented in [5] and [6] where we
modified the classical fuzzy thresholding algorithm such way the user should pick
two functions, one to represent the background and another one to represent the
object, instead of using one membership function to represent the whole image;
that is, we proposed by means of ignorance functions to modelize the user’s
ignorance for choosing these two membership functions. From this value of
ignorance we constructed the IT2FSs. The rest of the algorithm remained similar
to the algorithm using IT2FS constructed from interval generators.

We evaluated the performance of the algorithm that uses ignorance functions in
natural images and prostate ultrasound images. We must take into account that,
since ultrasound images depend on the particular settings of the machine is very
important that our algorithm gives good solutions even if some membership
functions that do not represent accurately the background and the prostate are
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chosen. The IT2FS algorithm performance was compared with the classical fuzzy
algorithm and we can conclude that for the pairs of membership functions such
that the fuzzy algorithm solution is good (small error), the IT2FS algorithm does
not provide better results but if the error we get with the fuzzy algorithm begins to
be high (i.e., if we have used bad-chosen membership functions), then the result of
the IT2FS algorithm improves the other algorithm’s result.

3.3 Decision Making

Fuzzy preference relations have been widely used to model preferences for
decision-making problems due to their high expressiveness and their effectiveness
as a tool for modeling decision processes. In the fuzzy case, the experts express
their opinions using a difference scale [0,1]. In [2] we presented a generalization of
the nondominance criterion proposed by Orlovsky using interval preferences.

Our method starts from fuzzy preferences and by means of weak ignorance
functions we construct an interval type-2 fuzzy preference matrix (in the paper we
use the notation of interval valued fuzzy preference relation).

Let R	 2 FRðX � XÞ be a fuzzy preference relation over a set of alternatives
X ¼ fx1; . . .; xng; for each pair of alternatives xi and xj, R	ij ¼ R	ðxi; xjÞ represents a
degree of (weak) preference of xi over xj, namely the degree to which xi is
considered as least as good as xj.

Given R	 2 FRðX � XÞ we normalize it to ½0; 1� in such a way that for each
element of the new relation, denoted by R 2 FRðX � XÞ, holds that Rij ¼ 1� Rji.

Next, from R we must extract a set of nondominated alternatives as the solution
of the decision-making problem. Specifically, the maximal nondominated ele-
ments of R are calculated extending the nondominance criterion proposed by
Orlovsky in [22] to intervals.

The Non-dominance Interval Algorithm that we proposed [2] is the following:
Given a fuzzy preference relation R	 (without defined elements in the main
diagonal) and a weak fuzzy ignorance function g,

1. Construct R normalizing R	

2. Compute the fuzzy strict preference relation Rs in Orlovsky’s sense
3. Build the interval type-2 fuzzy relation r:

rij ¼
½Rs

ij � ð1� gðRijÞÞ;Rs
ij � ð1� gðRijÞÞ þ gðRijÞ� if Rij [ Rji

0; gðRijÞ
� �

otherwise

(
ð8Þ

4. Build the interval type-2 fuzzy set:
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NDIV ¼ fðxj;NDIVðxjÞÞjxj 2 Xg where

NDIVðxjÞ ¼ SðrijÞ ¼
_n
i¼1

ðrijÞ;
_n
i¼1

ðrijÞ
" #

ð9Þ

5. Build the interval type-2 fuzzy set:

NIVðNDIVÞ ¼ fðxj;NIVðNDIVðxjÞÞÞjxj 2 Xg where ð10Þ

NIVðNDIVÞðxjÞ ¼ 1�
_n
i¼1

ðrijÞ; 1�
_n
i¼1

ðrijÞ
" #

ð11Þ

6. Order the elements of NIVðNDIVÞ in a decreasing way in terms of accuracy and
score functions.

7. If there exist several alternatives occupying the firstplace, take as solution the
alternative with the biggest upper bound of its interval associated.

We must remark that if for a majority of the elements rij we have that gðRijÞ ! 0,
then the resulting intervals have a very small length and it is reasonable to assume
that the result obtained with the algorithm is the same than the result obtained with
the nondominance algorithm.

If for a majority of the elements rij we have that gðRijÞ ! 1, then the algorithm
allows us to distinguish better than the nondominance algorithm the alternative or
alternatives that we must take as solution.

4 Conclusions

A key problem of fuzzy systems and algorithms is the accurate election of the
membership function. In this chapter, we have presented three different methods to
generate interval type-2 fuzzy sets from fuzzy sets, such that they are very
goodtools to represent the uncertainty existing in the problem or specifically in the
election of the correct membership function. We have presented three different
applications in which these methods have been applied successfully. In some
cases, the IT2FS systems or algorithms achieved an improvement in the results of
the original fuzzy cases.

As future research we plan to study different methods to construct IT2FS from
data. Another interesting study is how to construct a general type-2 fuzzy set from
a fuzzy set.

Acknowledgments This research was partially supported by grant TIN2010-15505 from the
Government of Spain.

Construction of Interval Type-2 Fuzzy Sets From Fuzzy Sets 161



References

1. Aisbett, J., Rickard, J.T., Morgenthaler, D.G.: Type-2 fuzzy sets as functions on spaces. IEEE
Trans. Fuzzy Syst. 18(4), 841–844 (2010)

2. Barrenechea, E., Fernández, A., Herrera, F., Bustince, H.: Construction of Interval-valued
fuzzy preference relations using ignorance functions. Interval-valued Non Dominance
Criterion, Advances in Intelligent and Soft Computing 107, Eurofuse : Workshop on Fuzzy
Models and. Knowledge-Based Systems, 243–257 (2011)

3. Bustince, H., Kacpryzk, J., Mohedano, V.: Intuitionistic fuzzy generators—application to
intuitionistic fuzzy complementation. Fuzzy Sets Syst. 114, 485–504 (2000)

4. Bustince, H., Barrenechea, E., Pagola, M.: Image thresholding using restricted equivalence
functions and maximizing the measures of similarity. Fuzzy Sets Syst. 158, 496–516 (2007)

5. Bustince, H., Pagola, M., Barrenechea, E., Orduna, R.: Representation of uncertainty
associated with the fuzzification of an image by means of interval type 2 fuzzy sets.
Application to threshold computing. In Proceedings of Eurofuse Workshop: New Trends in
Preference Modelling, Eurofuse, (Spain) 73–78 (2007)

6. Bustince, H., Pagola, M., Barrenechea, E., Fernandez, J., Melo-Pinto, P., Couto, P., Tizhoosh,
H.R., Montero, J.: Ignorance functions. An application to the calculation of the threshold in
prostate ultrasound images. Fuzzy Sets Syst. 161(1), 20–36 (2010)

7. Bustince, H., Barrenechea, E., Pagola, M., Fernandez, J., Sanz, J.: Comment on: image
thresholding using type II fuzzy sets. Importance of this method. Pattern Recognit. 43(9),
3188–3192 (2010)

8. Cordón, O., del Jesus, M.J., Herrera, F.: A proposal on reasoning methods in fuzzy rule-based
classification systems. Int. J. Approximate. Reasoning. 20(1), 21–45 (1999)

9. Chi, Z., Yan, H., Pham, T.: Fuzzy Algorithms with Applications to Image Processing and
Pattern Recognition. World Scientific, singapore (1996)

10. Deschrijver, G., Kerre, E.E.: On the relationship between some extensions of fuzzy set
theory. Fuzzy Sets Syst. 133(2), 227–235 (2003)

11. Isibuchi, H., Yamamoto, T., Nakashima, T.: Hybridization of fuzzy GBML approaches for
pattern classification problems. IEEE Trans. Syst. Man Cybern. B 35(2), 359–365 (2005)

12. Galar, M., Fernandez, J., Beliakov, G., Bustince, H.: Interval-Valued fuzzy sets applied to
stereo matching of color Images. IEEE Trans. Image Process. 20, 1949–1961 (2011)

13. Grattan-Guinness I.:Fuzzy membership mapped onto interval and many-valued quantities.
Z. Math. Logik Grundlag. Mathe. 22, 149–160 (1976)

14. Hidalgo, D., Melin, P., Castillo, O.: An optimization method for designing type-2 fuzzy
inference systems based on the footprint of uncertainty using genetic algorithms. Expert Syst.
Appl. 39(4), 4590–4598 (2012)

15. Huang, L.K., Wang, M.J.: Image thresholding by minimimizing the measure of fuzziness.
Pattern recognit. 28(1), 41–51 (1995)

16. Klir, G.J., Yuan, B.: Fuzzy Sets and Fuzzy Logic: Theory and Applications. Prentice-Hall,
New York (1995)

17. Liu, F., Mendel, J.M.: Encoding words into interval type-2 fuzzy sets using an interval
approach. IEEE Trans. Fuzzy Syst. 16(6), 1503–1521 (2008)

18. Mendel, J.M., John, R.I.: Type-2 fuzzy sets made simple. IEEE Trans. Fuzzy Syst. 10(2),
117–127 (2002)

19. Mendel, J.M.: Uncertain Rule-Based Fuzzy Logic Systems. Prentice-Hall, Upper Saddle
River (2001)

20. Mizumoto, M., Tanaka, K.: Some properties of fuzzy sets of type 2. Inform. Control 31,
312–340 (1976)

21. Pagola, M.: Representation of uncertainty by interval-valued fuzzy sets. Application to image
thresholding. Ph.D. dissertation, Departamento de Automática y Computacin, Universidad
Pública de Navarra, Pamplona ( 2008)

162 M. Pagola et al.



22. Orlovsky, S.A.: Decision-making with a fuzzy preference relation. Fuzzy Sets Syst. 1(3),
155–167 (1978)

23. Pal, S.K., King, R.A., Hashim, A.A.: Automatic grey level thresholding through index of
fuzziness and entropy. Pattern Recognit. Lett. 1(3), 141–146 (1983)

24. Sambuc, R.: Function U- Flous. Application a l’aide au Diagnostic en Pathologie
Thyroidienne. These de Doctorat en Medicine, University of Marseille (1975)

25. Sanz, J., Fernandez, A., Bustince, H., Herrera, F.: Improving the performance of fuzzy rule-
based classification systems with interval-valued fuzzy sets and genetic amplitude tuning. Inf.
Sci. 180, 3674–3685 (2010)

26. Sanz, J., Fernandez, A., Bustince, H., Herrera, F.: A genetic tuning to improve the
performance of fuzzy rule-based classification systems with interval-valued fuzzy sets:
degree of ignorance and lateral position. Int. J. Approximate Reasoning 52(6), 751–766
(2011)

27. Tehami, S., Bigand, A., Colot, O.: Color image segmentation based on type-2 fuzzy sets and
region merging. Lect. Notes Comput. Sci. 4678, 943–954 (2007)

28. Tizhoosh, H.R.: Image thresholding using type-2 fuzzy sets. Pattern Recognit. 38, 2363–2372
(2005)

29. Yuksel, M.E., Borlu, M: Accurate segmentation of dermoscopic images by image
thresholding based on type-2 fuzzy logi. IEEE Trans. Fuzzy Syst. 976–982 (2009)

30. Zadeh, L.A.: Fuzzy sets. Inf. Control 8, 338–353 (1965)
31. Zadeh, L.A.: The concept of a linguistic variable and its application to approximate

reasoning-I. Inf. Sci. 8, 199–249 (1975)

Construction of Interval Type-2 Fuzzy Sets From Fuzzy Sets 163


	10 Construction of Interval Type-2 Fuzzy Sets From Fuzzy Sets: Methods and Applications
	Abstract
	1…Interval Type-2 Fuzzy Sets
	2…Construction Methods of IT2FSs
	2.1 Construction of an IT2FS from Several Fuzzy Membership Functions
	2.2 Construction of an IT2FS from Two Fuzzy Membership Functions
	2.3 Construction of an IT2FS from One Fuzzy Membership Function
	2.3.1 Interval Generators
	2.3.2 Weak Ignorance Function


	3…Applications
	3.1 Classification
	3.2 Image Segmentation
	3.3 Decision Making

	4…Conclusions
	Acknowledgments
	References


