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Preface

Topics in Dynamics of Bridges represents one of seven volumes of technical papers presented at the 31st IMAC,

A Conference and Exposition on Structural Dynamics, 2013, organized by the Society for Experimental Mechanics, and

held in Garden Grove, California, February 11–14, 2013. The full proceedings also include volumes on Nonlinear

Dynamics; Experimental Dynamics Substructuring; Dynamics of Civil Structures; Model Validation and Uncertainty

Quantification; Special Topics in Structural Dynamics; and Modal Analysis.

Each collection presents early findings from experimental and computational investigations on an important area within

Structural Dynamics. The Dynamics of Bridges is one of these areas.

This focus area seeks to provide a dedicated forum for researchers, designers, and bridge owners to exchange ideas and

concepts relating to the development, implementation, and application of efficient experimental and numerical tools for the

assessment, monitoring, and control of the dynamic behavior of roadway, railway, or pedestrian bridges, taking in mind

problems of human comfort, structural performance and durability, damage detection and location, or structural rehabilita-

tion. Particular attention is devoted to innovative applications in full-scale structures.

The organizers would like to thank the authors, presenters, session organizers, and session chairs for their participation in

this track.

Porto, Portugal Alvaro Cunha

v





Contents

1 Vibration Analysis and Structural Identification of a Seismically Isolated Bridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
C. Bedon and A. Morassi

2 Cable-Stayed Footbridge: Investigation into Superstructure and Cable Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Reto Cantieni

3 Analysis and Mitigation of Vibration of Steel Footbridge with Excessive Amplitudes . . . . . . . . . . . . . . . . . . . . . . . . . . 27
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Chapter 1

Vibration Analysis and Structural Identification

of a Seismically Isolated Bridge

C. Bedon and A. Morassi

Abstract This work is part of a current project developed in collaboration with the Local Highway Authority of the Friuli

Venezia Giulia, a region located in the North East of Italy. Aim of the project is to define a periodic structural-condition

monitoring of bridge structures based on dynamic measurements to ensure that they provide a continued and safe service.

The main objective of this paper is to present the results of structural identification based on dynamic data on a two-span

post-tensioned reinforced concrete bridge recently built in an area of high seismicity. The span length is 37.5 m and the deck

is simply supported by two multi-directional elastomeric seismic bearings on each abutment and on the central pier.

Harmonic forced vibration tests with vertical, transversal and longitudinal direction of the excitation were carried out to

determine the dynamic parameters of the lower vibration modes of the bridge. An identification procedure based on modal

analysis and finite element model updating is presented for the characterization of the bridge and, particularly, for the

identification of the stiffness of the bearing devices supporting the deck superstructure.

Keywords Base-isolated bridges • Dynamic tests • Finite-element modeling • Modal analysis • Structural identification

1.1 Introduction

Seismic isolation has become a fairly common technique to protect bridges from severe earthquakes. The use of this

technique was initially confined to large bridges. More recently, base isolation solution has been applied even to small and

medium-side bridges. This is the result of the imposition of more severe national seismic codes (such as in Italy, for

example) and of refined seismic zoning.

In this paper the results of a campaign of harmonically forced vibration tests conducted on a two-span post-tensioned

reinforced concrete bridge with deck supported on six elastomeric isolators are presented and discussed. The bridge is built

in an area of the Friuli Venezia Giulia Region (Northern Italy) with a high level of seismic activity.

One of the purposes of the investigation was to verify the reliability of numerical models to describe the linear dynamic

behavior of the bridge. It is well-known, in fact, that dynamic data (namely, natural frequencies, mode shapes, and damping

factors) can provide meaningful results if they are used to improve a finite element model of the bridge, enabling, for

example, to estimate mechanical properties of the materials and description of boundary conditions [1–7]. Incidentally, a

review of the literature in the field reveals that experimental research works on the dynamic behavior of isolated bridges of

this typology are few, see, for example, [8, 9].

Another important purpose of the present research was the definition of a baseline model of the bridge for future

investigation of diagnostic character. This issue is of great importance for the company who manages the local highway

network. In fact, a long-term plan of maintenance of the bridge cannot neglect possible changes of performances experienced

by the bearing devices. One possible way to check the functionality of these devices is the periodic removal of isolators from

bridge for a laboratory test campaign. This appears a not feasible approach, due to high economic impact, particularly since

C. Bedon

DICAR-University of Trieste, Trieste, Italy

A. Morassi (*)

DICA-University of Udine, Udine, Italy

e-mail: antonino.morassi@uniud.it

A. Cunha (ed.), Topics in Dynamics of Bridges, Volume 3: Proceedings of the 31st IMAC, A Conference
on Structural Dynamics, 2013, Conference Proceedings of the Society for Experimental Mechanics Series 38,

DOI 10.1007/978-1-4614-6519-5_1, # The Society for Experimental Mechanics, Inc. 2013

1

mailto:antonino.morassi@uniud.it


traffic interruption is required. A more reliable approach is to test periodically the response of the bridge with devices in

service, to localize and quantify global response changes as generated by local degradation of conventional structural

elements as well as by isolation devices. Most of the diagnostic methods for damage detection in bridges, in fact, are based

on a comparison between the structural response of the actual – possibly damaged – state and that associate to a reference

(say, undamaged) configuration of the bridge [10–12]. It follows that, in order to be able to give a proper interpretation of

the damage-induced changes on the dynamic characteristics of the construction, it is crucial to have at disposal an accurate

knowledge of the undamaged configuration of the bridge, and this was ultimately the main goal of this study.

Harmonic forced vibration tests with vertical, transversal and longitudinal direction of the excitation were carried out to

determine the dynamic parameters of the lower vibration modes of the bridge. The main results of an identification procedure

based on modal analysis and finite element model updating are presented for the characterization of the bridge and,

particularly, for the identification of the mechanical properties of the bearing devices supporting the deck superstructure.

1.2 Bridge Description

The main geometrical features and dimensions of Dogna Bridge are shown in Fig. 1.1. The structure is a two-span, two-lane

post-tensioned reinforced concrete (RC) bridge. The span length is 37.5 m and a single pier is present at the middle cross-

section. The abutments consist of vertical RC walls. The deck is continuous at the inner support on the pier and it is simply

supported by two multi-directional elastomeric seismic bearings on each abutment and on the pier, see Fig. 1.2. Pier and

abutments were built on cast-in-place concrete piles. The typical cross-section of the bridge is formed by a central rectangle,

Fig. 1.1 Dogna bridge: (a) plan; (b) elevation; transversal cross section at pier (c) and at mid-span (d) Length in meters

2 C. Bedon and A. Morassi



approximately 5.0 m in width and 1.3 m in thickness, which contains the pre-stressing tendons, and two lateral portions with

thickness varying from 0.5 to 0.2 m. The thickness of the central part of the deck cross-section gradually increases from mid-

span toward the pier support. The construction of the bridge was completed in the Spring of 2007. It was designed under the

Italian Standard Specifications for Highway Bridges in Seismic Areas. Dynamic tests were carried out in April and May

2007, respectively.

1.3 Dynamic Testing: Results and Comments

In May 2007 the bridge underwent an extensive series of harmonic forced-vibration tests with low levels of excitation.

Steady-state harmonic vibrations were induced on the bridge by means of the stepped-sine technique in order to measure the

frequency response function (FRF) in the range from 1 to 15 Hz. The maximum amplitude of the force generated by

the mechanical exciter during the tests was equal to 20 kN. The exciter was mounted on the bridge deck approximately at one

third of the span of the Dogna side, near the downstream sidewalk, see Fig. 1.3.

Structural response was simultaneously measured by 18 seismic accelerometers ICP (Series 393B12), having sensitivity

equal to 10 V/g. Based on the experimental layout shown in Fig. 1.3, the response of the bridge was separately measured

under excitation parallel to the vertical (V), longitudinal (L) and transverse (T) direction. The tests were carried out in

absence of the asphalt layer on the deck. FRF measurements were carried out with a frequency step increment of 0.05 Hz.

A smaller step, equal to 0.02 Hz, was adopted in the two bands (1.8, 3.4) Hz, (6.5, 8.5) Hz in order to improve the

identification of vibration modes under vertical excitation. A data acquisition unit was used for data acquisition, control of

the force actuator, and automated signal processing.

Experimental Modal Analysis (EMA) techniques based on multiple curve-fitting have been applied to estimate the

dynamic parameters of the bridge, namely natural frequencies, damping ratios and related mode shapes. A careful analysis of

experimental FRF curves suggested the use of responses to excitation parallel to the transversal (T), longitudinal (L) or

vertical (V) direction for the reconstruction of the dynamic properties of the vibrating modes with prevailing amplitudes

along the T, L or V-direction, respectively. The experimental FRF curves are rather regular in the low frequency range, say

from 1 to 6 Hz. Some difficulties have been encountered in the analysis of the FRFs at high frequencies, especially from 12 to

15 Hz, for the presence of a more pronounced irregularity and low amplitude levels. In these cases, it was appropriate to

Fig. 1.2 Elastomeric bearings of Dogna bridge: (a) vertical cross-section; (b) detail. Length in meters
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Fig. 1.3 Instrumental layout
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repeat several curve-fitting runs by varying both the modal order and the frequency interval. Figure 1.4 shows a comparison

between some measured and synthesized point inertance function of the bridge.

Vibration modes have resonance frequencies well separated, with the exception of the pairs of modes (2,3) and (6,7). The

identification of Modes 2 and 3 was made easy by the fact that their modal shape corresponds to vibrations with prevailing

amplitudes in the horizontal plane and along the vertical direction, respectively. Modes 6 and 7 are both primarily vertical

modes and, in order to identify them, it is found convenient to analyze the FRFs obtained as the half-difference and the half-

sum of the FRFs measured in points belonging to the same cross-section of the deck in order to separate the flexural and

torsional contribution on these modes. Table 1.1 summarizes the results of the EMA.

Deviations of the natural frequency values from their average value can be considered negligible for modes at low

frequency and, generally, differences increase with the mode order. The estimation of the damping ratios is equally good,

even if, as expected, differences are important for some modes, particularly for higher order modes. Moreover, mode shapes
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Fig. 1.4 Example comparisons between measured (continuous line) and synthesized (dashed line) point inertance for Dogna bridge:

(a) accelerometer A11T; (b) accelerometer A10L

Table 1.1 Experimental Modal Analysis results: mean value of natural frequencies pr and damping ratios ξr, with their

maximum deviations. T ¼ Torsional; B ¼ Bending; RB ¼ (almost) rigid-body motion

Mode order r
–

Description

–

Natural frequency pr
[Hz]

Damping ratio ξr
[%]

1 1st B 2.022 � 0.001 0.88 � 0.03

2 RB Transversal 3.053 � 0.003 2.88 � 0.05

3 2nd B 3.180 � 0.002 0.89 � 0.05

4 RB Longitudinal 3.605 � 0.002 4.33 � 0.07

5 RB Torsional 4.831 � 0.011 3.93 � 0.13

6 3rd B 6.887 � 0.046 Not available

7 1st T 6.934 � 0.015 1.15 � 0.20

8 2nd T 7.995 � 0.005 0.88 � 0.10

9 4th B 9.107 � 0.020 1.78 � 0.44

10 Coupled B-T 12.910 � 0.025 1.66 � 0.20

11 Coupled B-T 14.228 � 0.081 0.66 � 0.12

12 Coupled B-T 14.433 � 0.100 0.77 � 0.27
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components can be considered real-valued with good approximation. Mode shapes in Fig. 1.5 correspond to linear

interpolation of measured modal components and are normalized to the maximum amplitude component.

The presence of the elastomeric supports on abutments and pier produces a decoupling of the dynamic response of the

bridge. In fact, the experimental vibration modes (EMA modes) are grouped into two classes: the vibration modes with

modal shape corresponding to a (quasi) rigid-body deformation of the whole deck, and the vibration modes associated with

flexural/torsional deformation of the deck in the vertical plane. The first class includes EMAModes 2, 4 and 5, see Table 1.1.

Mode 1 (2.02 Hz) corresponds to the fundamental bending mode of a two-span beam. The torsional effects of the deck are

almost absent and the vertical modal components evaluated on a pair of transversally aligned points differ from each other by

about 10 %, with amplitudes of oscillation that are bigger on the upstream side. The two spans show in-phase vibrations in

Mode 3 (3.18 Hz), with a spatial shape which is similar to the second bending mode of a simply supported continuous two-

span beam. A loss of symmetry in the longitudinal direction emerged in this mode, with amplitude of vibration at mid-span

of Dogna side which is about 20 % bigger than the corresponding amplitude measured on the other span. Mode 6 (6.89 Hz) is

reminiscent of the third bending mode of a two-span continuous beam, even if the sparsity of the measurement points on the

left span makes difficult the reconstruction of the complete mode shape. Next two modes, Mode 7 (6.93 Hz) and Mode

8 (8.00 Hz), are the first (fundamental) and second torsional modes of the bridge deck. A significant coupling between

bending and torsional deformation of the deck is present in higher modes.
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Mode 9 Mode 11
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Mode 2
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Upstream
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Fig. 1.5 3D view of first 12 experimental mode shapes
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1.4 Interpretation of the Experiments and a Preliminary FE Model

The objective of the interpretation of dynamic tests was to determine a FE model of the bridge able to accurately predict its

dynamic behavior within the frequency range of interest for seismic analysis. A 2D-version of this FE model is used in [13]

to carry out a seismic analysis of the bridge.

A 3D Preliminary FE model was constructed based on the geometric details of the structure, see Fig. 1.6. The simulations

are performed within the SAP2000 package. The FE model is created using solid FEs to model the deck and the pier. Typical

FE dimension for deck structure is of order 0.25 and 0.50 m in the transverse and longitudinal direction of the bridge,

respectively. The FE mesh has been refined to model the change in geometry of the deck near the central pier and near the

lateral footway.

The inertial/stiffening effects of the footways were neglected in this model. The abutments are considered as non-

deformable (rigid foundations), whereas the pier is assumed to be rigidly connected to the foundation, ignoring soil-structure

interaction effects to the dynamics of the bridge system.

Concerning the effect of prestressing, many studies agree that it tends to decrease the natural frequencies. Other

researches report that prestressing has no or negligible effect on the natural frequencies, see [14] for a recent account on

this issue. Here, the prestress force effect has been neglected in the eigenvalue analysis.

Base on material tests carried out during construction, the Young modulus of the concrete Ec was assumed equal to

43.20 GPa, both for deck and pier. The mass density of concrete was 2,500 kg/m3.

Bearing devices were modeled by 3D solid FEs, see Fig. 1.6. In order to ensure a perfect correspondence between nodes

of the bearing devices and deck FE mesh, each isolator has been described by a parallelepiped with base dimension

1.20 � 1.00 m, and a mesh of 6 � 4 FEs in plan and 6 FEs in thickness has been introduced. Bearing devices are assumed to

be made by an “equivalent” linearly elastic orthotropic material, with Young moduli Ex, Ey, shear moduli Gx, Gy, and

Poisson coefficient ν ¼ νx ¼ νy, where X and Y are the transverse and longitudinal directions of the bridge deck. The

identification of effective elastic characteristics of the isolators represents a crucial point of identification. It is well known,

in fact, that nominal value of the (global) stiffness supplied by the manufacturer generally is significantly less than the

effective shearing stiffness under testing or ordinary traffic conditions. The reason for this large difference lies in the fact that

the strain experienced by the bearing during testing was much lower than the one associated with the mechanical

characterization under static or quasi-static load conditions in the laboratory, see, for example, [9].

A first mechanical characterization of the bearing devices, leading to the Preliminary FEModel of the bridge, has been carried

out assuming rigid-body motion of the deck. Therefore, isolator stiffness Kx, Ky associated to transverse (X-direction) and

longitudinal (Y-direction) shear displacements, have been determined by imposing a perfect matching between analytical

and experimental natural frequency values associated to RB Transverse and RB Longitudinal modes. Considering a total mass

of the deck equal to M ¼ 1,612 t, the stiffness turn out to be equal to Kx ¼ 98.8 MN/m, Ky ¼ 137.8 MN/m. Based on these

values, the Young and shear moduli of the material forming each isolator have been determined and insert into the FE model.

Note that the nominal value of the shearing stiffness of the isolator is Knom ¼ 71.25MN/m. The axial stiffness of the bearingwas

taken coincident with the nominal value Kz ¼ 7631 MN/m.

Table 1.2 lists the values of the natural frequencies predicted by the Preliminary FE model of the bridge. A direct

comparison between vibration modes obtained experimentally and analytically revealed that all the measured mode shapes

have their counterparts in the Preliminary FE model, with the exception of EMA Modes 10 and 12. As it can be seen in

Table 1.2, the order of the sequence is partially changed since EMA Modes 6,7,8,11 have correspondence to the set of

analytical Modes 7,8,10,16, respectively. The lack of correspondence to FEA Mode 6, which is the first horizontal “elastic”

Fig. 1.6 Preliminary FE model: (a) FE mesh of deck; (b) modeling of transversal cross section; (c) detail of the isolator

6 C. Bedon and A. Morassi



bending mode of the bridge deck, can be explained by observing that this mode is weakly excited during testing, even along

the transverse X-direction, because the position of the shaker was near a nodal region of this mode. To confirm the

correspondence based on visual comparison, the Modal Assurance Criterion (MAC) matrix between experimental and

analytical mode shapes has been evaluated [15]. MAC values collected in Table 1.2 have been evaluated with reference to

the horizontal or vertical modal components for rigid-body and bending/torsional vibration modes, respectively. The

correlation generally is extremely good, with MAC values higher than 0.85. Correlation becomes worse for experimental

Mode 11 and EMA modes 10,12 have no analytical counterpart.

Comparing with the measured modal frequency values, it can be seen that the analytical FEM-based frequencies of the

rigid-body vibration modes are appreciably lower than the corresponding experimental values for EMAModes 2 and 5, with

differences of about 17% and 20%, respectively. Experimental natural frequencies associated to bending/torsional vibration

modes of the deck are overestimated, and errors generally are of order of few points per cent, with the exception of large

discrepancies on higher order modes, namely about 28% and 38% on EMA Modes 8 and 11, respectively.

1.5 A Refined FE Model of the Bridge

An analysis of the differences in the numerical and experimental natural frequencies of the Preliminary FE Model implied

that there was a problem with uncorrected modeling of the bridge. Moreover, the fact that experimental frequency values of

rigid-body modes are underestimated and that natural frequencies of bending and torsional deck modes are overestimated,

suggests that simultaneous underestimates and overestimates of inertia/stiffness properties may be present in the Preliminary

FE model of the bridge. In addition, the large difference between transverse Kx and longitudinal Ky stiffness of the isolators

(that, in principle, should be approximately equal) is hardly justified.

An extensive numerical/analytical investigation has been carried out in order to give an interpretation of the experimental

results and, ultimately, to find an Refined FE model of the bridge. Referring to the paper [13] for a detailed description of the

steps and results of the identification procedure, here the main improvements made on the Preliminary FE model and a

discussion on their quantitative effects are summarized.

One of the improvements concerns the influence of the footways, which were neglected in previous stage. A numerical

investigation performed on the basis of the Preliminary FE Model, in fact, showed that the footway mass, although marginal

in comparison with the total mass of the bridge deck (about the 7%), cause no negligible reduction in natural frequencies,

especially on torsional modes. It can be shown that this follows from the fact that the additional mass is located on regions of

high sensitivity for those modes, or, equivalently, on regions with large modulus of modal displacement. The total mass of

the bridge deck, footways included, is now M0 ¼ 1,735 t. Conversely, the stiffening contribution offered by the footways

can be considered negligible, due to the presence of large longitudinal voids in the downstream side and because of the small

size dimensions of the footway located on upstream side, see Fig. 1.1.

Another important point is connected with the influence of the in-plane transverse deformability of the deck and of the

deformability of the pier on the estimate of the isolator stiffness. These two phenomena were neglected in previous stage and

the assumption of rigid-body motion of the deck for fixed supports of the isolators was assumed. Actually, the analysis of the

Table 1.2 Correspondence between experimental (EMA) and analytical (FEA) mode shapes of the Preliminary FE Model. Natural frequency

errors. Δ ¼ 100 � (pFEA�pEMA)/pEMA; w.c. ¼ without correspondence

EMA mode order r
EMA frequency pr
[Hz] FEA mode order r

FEA frequency pr
[Hz] Δ

MAC

[%]

1 2.022 � 0.001 1 2.062 1.99 99.4

2 3.053 � 0.003 2 2.530 �17.13 92.8

3 3.180 � 0.002 4 3.301 3.80 89.6

4 3.605 � 0.002 3 3.246 �9.96 100.0

5 4.831 � 0.011 5 3.862 �20.06 95.8

6 6.887 � 0.046 7 7.129 3.51 98.0

7 6.934 � 0.015 8 7.693 10.94 85.2

8 7.995 � 0.005 10 10.259 28.31 89.7

9 9.107 � 0.020 9 9.367 2.85 83.5

10 12.910 � 0.025 w.c. – – –

11 14.228 � 0.081 16 19.585 37.75 53.3

12 14.433 � 0.100 w.c. – – –

1 Vibration Analysis and Structural Identification of a Seismically Isolated Bridge 7



deformed shape of the FEA transverse rigid-body mode shows a not negligible transverse deformability of the deck in the

horizontal plane. Moreover, experimental FRF measurements show appreciable flexibility of the top section of the pier in

the global dynamic behavior of the bridge, both for transverse and longitudinal vibrations. Therefore, it is reasonable to

assume that this additional flexibility may affect the procedure used in previous section to estimate the shearing stiffness

Kx, Ky of the isolators.

Taking into account the above considerations, the longitudinal stiffness of the isolators Ky was estimated by considering

the influence of the compliance introduced by the pier and assuming rigid-body motion along the longitudinal direction of

the bridge. The pier was described by a Timoshenko beam and, by imposing the EMA frequency value 3.61 Hz, it was found

Ky ¼ 172.4 MN/m. Concerning the transverse direction, the in-plane vibrations of the bridge were modeled by a flexible

beam under three elastic supports, two at the abutments and one at the pier. By imposing the coincidence of the EMA

frequency value 3.05 Hz it was found Kx ¼ 151.2 MN/m.

The difference between the identified stiffness values for motions along the longitudinal and transverse direction is

significantly reduced with respect to the previous estimate, and it is around 12%. This result corroborates the assumption of

considering a unique value for both Kx and Ky, corresponding to the average value of about 161.8 MN/m. This optimal value

is about 2.2 the nominal value, in agreement with the results found in [9]. Table 1.3 shows the correspondences between

EMA and FEA vibration modes of the Refined FEModel of the bridge, and corresponding natural frequency values. It can be

seen that there is a rearrangement of the modes with respect to the Preliminary FE Model, and that EMA Modes 6,7,8,9,11

now correspond to FEA Modes 7,6,9,10,15, respectively. Modeling errors are generally of order of few points per cent for

the lower vibration modes. Underestimates are of order 4–6% for rigid-body motions, and errors on EMA Modes 8 and 11

are about 10 and 16%, respectively. We refer to the paper [13] for a further improvement of this model.

1.6 Conclusions

The results of a series of harmonic forced vibration tests on an isolated bridge have been presented and interpreted in this

paper. An identification procedure based on modal analysis and finite element modeling has been adopted for the

characterization of the bridge and, particularly, for the identification of the stiffness of the bearing devices supporting the

deck superstructure. The research allowed to identify a baseline model of the bridge that will be useful for long-term

maintenance plans and for possible future investigation of diagnostic character.
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Chapter 2

Cable-Stayed Footbridge: Investigation into Superstructure

and Cable Dynamics

Reto Cantieni

Abstract A 35 year’s old cable-stayed footbridge was investigated into analytically and experimentally to becoming able to

rate it’s state of health. The paper presents the dynamic tests performed on this twin-32-m-span prestressed concrete

structure and the respective results. Besides the main girder the bridge exhibits an A-shaped pylon as well as eight cables

consisting of posttensioned parallel wire tendons. On the one hand, the tests covered experimental modal analyses of the

whole structure including main girder, pylon and cables as well as of two of the cables as isolated structures under ambient

excitation conditions. In addition, the structure was loaded with a jogger crossing the bridge and the maximum cable

response to manual excitation was determined. The latter is not discussed here. The bridge state of health could be rated

“satisfying”.

Keywords Ambient excitation • Dynamic behavior • Footbridge • Jogger excitation • Modal analysis

2.1 Introduction

Considering the fact of a cable-stayed footbridge cable having failed in the northern part of Switzerland, the owner of

Oberwies Footbridge, the Swiss Federal Roads Office, FEDRO, decided to check the state of health of this 35 years old

bridge (Fig. 2.1). The reason for being concerned is straightforward: Oberwies Footbridge is crossing Motorway A1, one of

the main motorway arteries in Switzerland, in the Zürich neighborhood. A collapse of Oberwies Footbridge would close all

eight lanes of this motorway. Already today, traffic jams occur in both directions on a regular basis, every morning and

afternoon/evening.

Visual inspection of the bridge did not reveal any significant damage. This also included close-up inspection of the

tendons in the anchoring points vicinity. In addition, analytically checking the bridge’s load carrying capacity under static

loads showed one minor weak point only (pylon cross girder carrying the main girder). However, visual inspection also

revealed that the bridge is vibrating significantly when trucks pass underneath at a speed of between 60 km/h and the allowed

maximum, 100 km/h. Also, passing joggers excited the structure to perceptible vibrations. It was therefore decided to

perform an experimental investigation to becoming able to rate the bridge dynamic behavior.

2.2 The Bridge

Oberwies Footbridge consists of a cast in-situ and posttensioned main girder, a reinforced concrete pylon and eight cables

(Fig. 2.2). The cables are of the BBRV parallel wire type with the fixed anchor being covered by a concrete slab at the main

girder and the mobile anchor being located at the pylon. The long cables consist of 55 wires 7 mm, the short ones of 36 wires

7 mm. The cable free length is some 24 and 11 m respectively. The pylon and the two abutments are supported by two large

piles each.
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Fig. 2.1 Oberwies footbridge

Fig. 2.2 Oberwies footbridge geometry
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2.3 Experimental Modal Analysis of the Complete Structure Under Ambient Excitation

2.3.1 Strategy

The goal was to include main girder, pylon and cables in the modal analysis campaign. The main problem to be dealt with

when defining the test strategy: How can we reach all desired measurement points without disturbing the heavy traffic?

Furthermore, the final instrumentation layout should allow performing the modal test in 1 day using the 24-channel sensor/

frontend capacity available. One of the main parameters to consider here was: How long should we choose the time window

per setup to be? To decide this, we need to know the bridge fundamental natural frequency. If we don’t want to exclusively

rely on an FE-analysis we have to perform a pilot test.

2.3.2 Pilot Test

To determine the bridge fundamental frequencies, one 3D- and one 1D-sensor (PCB 393B31, 10 V/g) were installed

(Fig. 2.3). The sampling rate chosen was sR ¼ 200 Hz, the time window length T ¼ 1,800 s. The bridge fundamental

natural frequency could be determined to f ¼ 1.22 Hz (Fig. 2.4). It became also clear that the first four modes as identified in

Fig. 2.4 were of the vertical bending type and No. 4–8 were of the torsion type respectively. Figure 2.5 indicates the shape of

Mode No. 1 as derived from the two measurement point signals.

In addition, the opportunity was taken to optimize the instrumentation to be chosen to measure cable vibrations. As a

result, PCB 393A03 (1 V/g) sensors were chosen because their low-frequency stability is better than the one of B&K 4508B

(100 mV/g) sensors. The longer cable fundamental natural frequency was estimated to f ¼ 2.9 Hz.

2.3.3 Logistics

To reach measurement points at the pylon and cables, a lifting device was necessary. The only place available for this was

one of the motorway lanes adjacent to the pylon (Fig. 2.6). Stressing the Cantonal Highway Administration possibilities to

the max left a time window for the lifting device being operational from 9.30 a.m. to 3.30 p.m.

Fig. 2.3 Pilot test: main girder instrumentation chosen
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Fig. 2.5 Pilot test: shape of mode 1, f ¼ 1.22 Hz

Fig. 2.6 How to reach pylon and cable measurement points

0

0 3 6 9
Frequency [Hz]

Frequency Domain Decomposition - Peak Picking
Singular Values of Spectral Density Matrices

of Test Setup: setup 1

12 15

−30

−60

−90

−120

Fig. 2.4 Pilot test: FDD SVD diagram
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2.3.4 Modal Analysis Test Instrumentation

Considering the fundamental frequency being f ¼ 1.22 Hz, the time window length per setup was chosen to 30 min. As a

result of several optimization steps, it was decided to use five setups with 16 DOF’s on the bridge girder and pylon and eight

DOF’s on one of the cables. Reference DOF’s were located at the pylon tip (3D), at a main girder 0.33 L point Zürich side

(3D) and at a main girder 0.66 L point Winterthur side (1D-vertical). Figure 2.7 presents the measurement section layout,

Fig. 2.8 the instrumentation of Setup 1. The roving procedure from Setup 1 to Setup 5 is illustrated in Fig. 2.9.

This instrumentation schedule was possible through installing of the reference DOF’s at the pylon tip, the rover at the

pylon cross girder (902) and the points on the cables 240/230 the day before the tests only. The remaining installation:

Measurement center, rovers at the concrete girder, cabling of everything, was performed the test day between 7 a.m. and

9.30 a.m. This allowed starting with Setup 1 the test day as early as possible: 09.30 a.m.

2.3.5 Modal Analysis Test Performance

Fortunately, everything could be performed as planned and the five setup signals were acquired August 25, 2011, 3.30 p.m.

(Figs. 2.10 and 2.11).

Fig. 2.7 Measurement

sections. Red: main girder and

pylon, green/blue: cables
Zürich/Winterthur side

Fig. 2.8 Setup 1: black:
references, red: rovers on
main girder/pylon, Green:
Rovers on cables
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Fig. 2.10 Sensors at the pylon tip (left) and at a cable (right)

Fig. 2.11 Twenty four cable rolls (left), the measurement van (middle) and the frontend and laptop (right)

Fig. 2.9 Roving procedure. Black: references (2 � 3D, 1 � 1D). Red: Track of the rovers on main girder and pylon from Setup 1 to Setup 5

(3 � 3D). Green: The eight DOF’s on cables 240/230, two on each cable, located at 2 m above bridge deck and at 0.4 L respectively, were moved

to cables 140/130, 120/110 and 210/220 (see Fig. 2.7) for the setups 2–4. Setup 5 was performed without measurement points on the cables
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2.3.6 Modal Analysis Test Results

Data processing was performed using the Artemis Extractor EFDD routines. The results are presented in Figs. 2.12, 2.13,

2.14, and 2.15. SSI did not properly identify the low frequency modes. The raw data was decimated by a factor of 2.

Reduction of the number of projection channels, e.g. to the number of the references used, seven, proved to be a bad idea. As

no reference was located on a cable, this decreased the importance of the cable signals significantly and resulted in bad mode

shapes in respect to the cable’s shapes. The analysis frequency resolution was put to 4 K which resulted in a resolution

Δf ¼ 0.012 Hz. This allowed nice separation of the bridge and cable modes and also resulted in nice SVD diagram’s shapes.

However, the effort to optimize all parameters mentioned is definitely different from zero.

Checking the respective shape, it was easily possible to distinguish between bridge girder/pylon modes, modes of the long

cables and modes of the short cables. Figure 2.12 gives the EFDD SVD-diagram raw version, Fig. 2.13 includes the results of

the mode shape visual analysis for a zoomed-in frequency range. It is nice to see that the cable mode SVD lines pop up from

the bottom lines indicating that (under ambient excitation) the bridge superstructure vibration is forced through cable

vibrations at such frequencies.
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Fig. 2.12 EFDD SVD-

diagram, raw version
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Fig. 2.15 (a) Mode 1, f ¼ 1.19 Hz, ζ ¼ 1.9 %. (b) Mode 2, f ¼ 2.73 Hz, ζ ¼ 0.6 %. (c) Mode 3, f ¼ 3.04 Hz, ζ ¼ 0.9 %. (d) Mode 4,

f ¼ 4.06 Hz, ζ ¼ 0.7 %. (e) Mode 5, f ¼ 5.03 Hz, ζ ¼ 0.6 %. (f) Mode 6, f ¼ 5.64 Hz, ζ ¼ 0.4 %. (g) Mode 7, f ¼ 9.43 Hz, ζ ¼ 0.5 %. (h) Mode

8, f ¼ 9.99 Hz, ζ ¼ 0.5 %

Mode Frequency
[Hz]

Std. dev. Frequency
[Hz]

Damping
[%]

Std. dev. Damping
[%]

B1 1.193 0.0073 1.89 0.14

B2 2.734 0.0029 0.63 0.062 

B3 3.044 0.0083 0.88 0.13

B4 4.06 0.0053 0.74 0.20

B5 5.029 0.0065 0.58 0.079 

B6 5.635 0.010 0.41 0.028

B7 9.433 0.035 0.53 0.18

B8 9.991 0.016 0.49 0.051

B9 10.72 0.015 0.74 0.10

Fig. 2.14 Nine bridge natural modes could be identified in the range f ¼ 1.19. . .10.7 Hz. Damping of mode B1 and, to a lesser extent, of mode B3,

is comparatively large. This is most probably due to the pylon modal motion being relatively large for these modes (see Chap. 7)
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2.3.7 Modal Test Result Discussion, Bridge

The first modeB1 is dominated by a horizontal longitudinal pylonmovement and an out-of-phase verticalmotion of the twomain

girder spans. Its frequency f ¼ 1.19 Hz is too low to be excited by walking people but it seems to be well suited to be excited by

trucks passing underneath the bridge. This is quite straightforward. A truck of 20m length travelling with 20m/s (about 80 km/h)

will produce an impulsewith a length td ¼ 1 s. In his famous book [1] from1964,MIT-Professor JohnM.Biggs tells us that this is

a very nice situation to produce a maximum system response of the Oberwies Footbridge exhibiting a fundamental period

T ¼ 0.84 s (Fig. 2.16).

Checking the bridge modes for susceptibilities versus pedestrian actions yields that, on the one hand, the bridge natural

frequencies lie outside of the critical range for walking people (1.6. . .2.4 Hz) but, on the other hand, that modes B2 and B3

might be susceptible versus the action of joggers (2.5. . .3.5 Hz). As this had already become clear from the Pilot Test, jogger

tests were planned to be included into the modal tests (see Chap. 5).

2.4 Experimental Modal Analysis of a Long and a Short Cable

Of course, it would have been possible to derive cable natural frequencies from the tests described in Chap. 3. In an attempt

to determine the actual cable force through dynamic methods, special modal tests under ambient excitation were performed

the day after the modal tests described in Chap. 3. The instrumentation is shown in Fig. 2.17. The sampling rate was again

sR ¼ 200 Hz, the time window length per setup started at 20 min and had to be reduced to 15 min due to the tight time

schedule. The time pressure arose because the bottom point (No. 3 in Fig. 2.17) was measured in three different positions: at

Fig. 2.15 (continued)
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distances of 0.4, 0.8 and 1.2 m from the concrete slab end point. It was tried to identify the cable clamping conditions at the

cable bottom end.

It can be seen from Fig. 2.18 that the cable modes between 0 and 40 Hz can easily be identified (of course, we know now

the bridge modes) and that they all appear in an in-plane and an out-of-plane version. Data analysis was therefore performed

for (X + Y), (X only) and (Y only). Due to space restrictions, this cannot be discussed here.

There is however a reason why we report the cable modal tests here (see below). Thus, for the sake of completeness, the

numbers related to the first cable modes are given in Fig. 2.19 and some related mode shapes in Fig. 2.20.
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Fig. 2.17 Experimental Modal Analysis of the cables. Blue: References, Green. Rovers. Setups 1 (left) and 2

Fig. 2.16 Response of an undamped 1 DOF system with a period T to an impulse of length td (from [1])
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Fig. 2.18 EFDD SVD diagram for the long cable with the bottom point at 0.4 m
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Short CableLong Cable

Mode Frequency 

[Hz] 

Damping 

[%] 

Mode Frequency 

[Hz] 

Damping 

[%] 

1 2.915 0.26 1 7.547 0.18 

2 5.912 0.14 2 15.24 0.14 

3 8.928 0.12 3 23.41 0.22 

4 12.08 0.20 4 32.31 0.27 

5 15.57 0.13 5 43.18 0.22 

6 18.91 0.09 6 54.01 0.26 

Fig. 2.19 First six long and short cable mode values. (X + Y) data processing

Fig. 2.20 Shapes of the long cable first four modes; (X + Y) data processing
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2.5 Jogger Tests, Performance and Results

After each of the five Experimental Modal Test setups on the complete structure as described in Chap. 3, a series of jogger

tests were performed. This was stretching the test time schedule to the max because the measurement chain sensitivity of 24

channels had to be adapted to the necessities and back. And the frontend software used in combination with the very slow

Windows 7 operating system is not really up-to-par to cope with such a problem in an efficient way. However, we survived,

loosing a lot of blood, sweat and tears (the outside temperature being some 30� Celsius). Figure 2.21 gives the jogger

instrumentation as used to making the jogger keep a step pace of f ¼ 2.73 Hz (B2) and to getting rid of Doppler Effects.

Firstly, there is one thing we can learn from the deflection signals (derived through double integration of the acceleration

signals) and spectrum given in Fig. 2.22: The bridge does not like an input with f ¼ 2.73 Hz, because this is not its

Fig. 2.21 Jogger test instrumentation. The frequency generator transforming the electronic sinus wave to an acoustic impulse signal is not visible

Fig. 2.22 Time signal and PSD-spectrum, point 202 (0.33 L), vertical. Jogger running over the bridge and back
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fundamental frequency B1, f ¼ 1.19 Hz. As long as the jogger is loading the bridge with f ¼ 2.73 Hz, we can notice this in

the vertical bridge response. As soon as the jogger stops, he was instructed to run over the bridge, wait for 30 s and run back,

the bridge goes in the B1-mood, f ¼ 1.19 Hz, it likes most. Just check the respective mode shapes to confirm this bridge-

state-of-mood-philosophy.

Secondly, it was simply a consequence of being stubborn and also having a look at the cable vibration signals that the

following fact was reckognized (Fig. 2.23): The jogger running at a little bit too high pace excited the long cable

fundamental mode to a significant intensity. With a very slow decay after the jogger having left the bridge.
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Fig. 2.23 The jogger crossing the bridge, and back, at a little too high pace. Red: Long cable out-of-plane displacement at 0.4 L, Black: Bridge
vertical deflection at 0.33 L
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2.6 Cross Checks

Based on the experimental data, several checks were performed. These covered (stress, fatigue) behavior of main girder,

pylon and cables under ambient and jogger loading conditions. We were not directly involved in the respective analytical

procedures but we delivered data like relative cable motion (displacement). This was possible for the cases where the motion

of the pylon fix-point, cable 0.4 L point and bridge deck at the lower cable fix point had simultaneously been measured only.

No stress or fatigue problems could be identified.

2.7 Health Monitoring Using Dynamic Methods?

A commonly promoted procedure to monitor a structure’s health is, a least for a level 1 damage detection, to monitor its

natural frequencies. The fact of having “identified” Oberwies Footbridge twice, at the pilot and and the main tests, offers the

opportunity to check the natural frequencie’s stability versus temperature. The respective information is presented in

Fig. 2.24. Temperature effects on natural bridge frequencies are significant for modes where the shape indicates significant

connection of structural elements to soil. This is also discussed in [2].

2.8 Summary

Experimental Modal Analysis under ambient excitation is well suited for the identification of a 32-m-twin-span cable-stayed

footbridge with a lot of highway traffic travelling underneath the bridge. Using 10 V/g sensors and choosing a long enough

time window results in a very nice signal-to-noise-ratio. To measure the vibrations of stay cables with a 10–25 m length

under ambient excitation, 1 V/g sensors are well suited.

Oberwies Footbridge exhibits a fundamental natural frequency B1, f ¼ 1.19 Hz. This is not critical when it comes to

pedestrian dynamic action. This mode is however well excited through trucks and trailers passing underneath the bridge with

a speed v ¼ 60. . .100 km/h. The headway is about 1 m which produces a nice air pressure wave during the vehicle passage.

Cross-checks however revealed that the bridge response to such action may be clearly perceptible by humans but is of no

danger to the bridge.

Oberwies Footbridge exhibits a second natural mode B2, f ¼ 2.73 Hz. This is a frequency being nicely excited by

joggers. However, respective tests showed that the bridge response to jogger excitation with f ¼ 2.73 Hz is not critical

because the respective frequency is not related to the first but to the second bridge mode. This means: Really critical states

may occur if the exciting frequency corresponds to the structure’s fundamental frequency and if the mode shape is similar to

the static deflection shape forced by the exciter only.

Oberwies Footbridge long stay cables exhibit a fundamental natural frequency SL1, f ¼ 2.9 Hz. This vibration is easily

excited through a jogger’s action. However, the excitation duration is too short to produce a “real” resonance problem.

Finally: The test proved that Oberwies Footbridge is a dynamically active structure without touching some critical limits.

This may also be the reason for the bridge safely surviving 35 years without showing signs of distress.

Due to space restrictions we cannot discuss the attempts undertaken to deriving cable forces from dynamic measurements

here. This is however a very interesting topic. Especially for cables where the clamping conditions are far from those

applying to a string model.
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Chapter 3

Analysis and Mitigation of Vibration of Steel Footbridge

with Excessive Amplitudes

S. Pospı́šil, S. Hračov, S. Urushadze, and D. Jermoljev

Abstract The article analyses the dynamics response of a footbridge crossing the Morava River between Slovak and

Austrian border. After the construction, the bridge with very flexible construction showed excessive acceleration amplitudes

in both vertical and horizontal direction when excited by usual pedestrians. Main footbridge part of 180 m length across

waterway is a three span suspended steel structure. The longest middle span of 120 m length is hanged by four prestressed

tendons over pylons, which are the part of prestressed lateral portals. Footbridge deck is made using triangular lattice girder

with the top orthotropic plate. The bridge has a vertically curved shape. The adverse vibration has been successfully

suppressed by multiple tuned dampers with the adjustable friction elements installed beneath the bridge deck. The

experimental modal analysis comprising both forced vibration as well as ambient vibration from wind was carried out

before and after the installation of vibration absorbers. The results of experimental tests were confronted with the outputs of

numerical analysis.

Keywords Steel footbridge • Human induced vibration • Pedestrian comfort criteria • Tuned mass dampers

3.1 Introduction

Long-span footbridges rank among engineering structures with a high social significance. Their architecture design must in

general satisfy matters such as attractive look, reliability and low weight. These requirements determine the bridge to

be sensitive to the wind effects and the assessment against the wind becomes crucial. According to the character and the

intensity of excitations, the adequate treatment to reduce or avoid the oscillations should be carried out also in cases when

the vibration amplitudes could lead to the pedestrian discomfort or panic. In the terminal years of the last and the initial years

of this century the number of footbridges has increased fast, as they provide shortcuts enabling pedestrians and cyclists to

reach easily their destinations. While bridge structures are designed to withstand permanent load increased by a dynamic

coefficient and not assessed with reference to user’s comfort, the footbridge structure must resist both static and particularly

dynamic loads. Moreover, its dynamic response must satisfy also the requirements of pedestrians’ comfort usually expressed

by response acceleration. From 1970 to the present the Central laboratory of the Institute of Theoretical and Applied

Mechanics of the Academy of Sciences has tested some 15 footbridges of various type, either in situ or on their dynamic/

aeroelastic models. The tests verified in particular the magnitude of dynamic response; the model tests provided also

information on wind effect.

Regulations and standards, e.g. [1–4], recommend the avoidance of such structures, the vertical natural frequencies of

which vary from between 1.6 and 2.4 to between 3.5 and 4.5 Hz (this second range is connected with the danger of second

harmonic response excitation). However, these requirements cannot be fulfilled in all cases. The hatched zone in Fig. 3.1 is a

zone through which the curves pass expressing the probable upper and lower limits of the vertical footbridge natural
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frequency. The points of intersection of these curves with the zone reveal that the footbridges with the span (of the main

opening) between 23 and 89 m are unable to fulfill the aforementioned requirement. Most tested footbridges did lie within

these span limits and, therefore, had to be subjected not only to theoretical, but also to experimental analysis.

The article analyses the dynamics response of a footbridge crossing the Morava River between Slovak and Austrian

border. After the construction, the bridge with very flexible construction showed high acceleration amplitudes in both

vertical and horizontal direction when excited by pedestrians. Tuned mass dampers were installed into the bridge deck for

suppressing of excessive vibrations. The experimental modal analysis comprising both forced vibration as well as ambient

vibration from wind was carried out before and after the installation of vibration absorbers. The numerical analysis was also

performed and results were compared with output data from measurements of a real structure.

3.2 Bridge Description

Footbridge body is made using triangular lattice girder with the top orthotropic plate deck. The bridge has a vertically curved

shape, see Fig. 3.2. Main footbridge part of 180 m length across waterway is a three span suspended steel structure. The longest

middle span of 120 m length is hanged by four prestressed tendons over pylons, which are the part of prestressed lateral portals.

The axes of the bridge form an triangle cross-section with a vertical plane of symmetry and the lower vertex lying in that

plane. Three main longitudinal tubes pass through the vertices of the triangle (upper tubes with dimensions 178 � 10 mm,

lower tube with dimensions 356 � 12.5 (20) mm). The side walls form a triangular tubular diagonals and verticals (133 � 8,

133 � 10, 133 � 16). The upper deck wall forms a triangle with the crossbeams 2.5 m distant mutually. The crossbeams

with the axial distance 2.5m support orthotropic deck plate reinforced by longitudinal ribs 100 � 10 with the distance of

400 mm. The main bridge deck has 120 m and it is supported with tree-like bearing. The bridge deck is supported by the

Macalloy hangers (type 460 M100) at the quarters of the main field, two pairs of these rods are connected with outer fields.

Portals are complemented by four rods forming the lateral support platform while increasing its lateral stiffness. Details

about the construction can be seen in the reference [5].

3.3 Numerical Model, Load Model

For dynamic analysis a computational model of the footbridge has been created in the software SCIA Engineer 2009, which

is designed for calculations of structures using a finite element method. The model was built in three-dimensional space

using bar, beam and plane elements, see Fig. 3.3. Damping matrix was considered in all calculations of response as

proportional to a combination of mass and stiffness matrix. The damping ratio was chosen by low value 0.5 % due to steel

structure for all eigen-modes, which were taken into the consideration.

In this paragraph the calculated modal parameters of model i.e. eigen-frequencies and eigen-modes are given and

depicted respectively. Table 3.1 showed the first ten relevant natural frequencies lying in the range 0–5 Hz. The eigen-
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Fig. 3.2 (a) Bridge view; (b) Diagram of the bridge and the location of measurement points and orientation of sensors; (c,d) View on the bridge

from the deck during measurements and from the left bank

Fig. 3.3 Computational model of the footbridge
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frequencies, which lie in the critical vertical (1–5 Hz) and horizontal (0.5–2.5 Hz) range of the pedestrian step frequencies

are typed with bold. These eigen-frequencies and relevant mode shapes were analyzed with respect to the unacceptable

vibration. Five modes shapes of the first ten are identified as a combination of torsion and bending, the prevailing direction is

typed with italic. The first two eigen-modes are presented in Fig. 3.4 both in axonometry and in the plane view.

3.3.1 Comfort Criteria and Analysis of Human Induced Vibration

The effects of vibration on the human organism are usually expressed in terms of velocity as a function of frequency. This

approach is suitable especially for higher frequency oscillation. For lower frequencies that are characteristic for flexible

structures, the criterions are given in codes and hygienic regulations in the units of accelerations. The maximum accepted

Table 3.1 Calculated eigen-frequencies and eigen-modes

Mode no. f [Hz] Character of eigen-mode

1 1.10 Torsion + Horizontal bending

2 1.63 Vertical bending

3 2.15 Vertical bending

4 2.49 Vertical bending

5 2.53 Torsion + Horizontal bending

6 3.12 Torsion + Horizontal bending

7 3.73 Torsion + Horizontal bending

8 3.76 Vertical bending

9 3.98 Torsion + Horizontal bending

10 4.69 Vertical bending

Fig. 3.4 First two eigen-modes of structure; (a) – axonometry and (c) – horizontal displacement of 1. lateral mode (f ¼ 1.1 Hz); (b) – axonometry

and (d) – vertical displacements of 1. Vertical mode (f ¼ 1.63 Hz)
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accelerations of bridge deck, which are recommended by Eurocode [4] are for vertical vibrations avert,max ≦ 0.7 ms�2 and

for horizontal vibrations ahor,max ≦ 0.2 ms�2 when normal traffic is considered or ahor,max ≦ 0.4 ms�2 for the exceptional

traffic cases. Comfort classes in terms of acceleration can be found in guidelines [2, 6] the latter are presented in Table 3.2.

According to the code [4], the comfort of pedestrians is not necessary to be assessed if the natural frequency of footbridge

is higher than 5 Hz for vertical vibrations and 2.5 Hz for horizontal vibration respectively. According to [6] a critical range of

natural frequency of bridges for possible excessive human induced oscillations is for vertical direction from 1.25 to 4.6 Hz

and for horizontal direction 0.5–1.2 Hz. The natural frequencies of analyzed footbridge fall into these ranges and therefore

the structure should be assessed from the point of view of the comfort criteria.

3.3.2 Model of the Pedestrian Induced Dynamic Load and Dynamic Analysis

The dynamic response of numerical model of footbridge was analyzed for load cases presented in guidelines [6]. Load cases

are defined separately for horizontal and vertical direction and for individual natural frequency in a form of surface load:

pv;hðtÞ ¼ P � Ψ � η � sinð2πfv;h � tÞ ½Nm�2� (3.1)

where, P is the component of the force due to a single pedestrian with the step frequency fv,h which is assumed equal to the

footbridge natural frequency (v. . .vertical direction: P ¼ 280 N; h. . . horizontal direction: P ¼ 35 N).

Ψ is the reduction coefficient taking into account the probability that the footfall frequency approaches the critical range

of natural frequencies under consideration (0 � 1).

η is the equivalent number of total number of pedestrians n on the loaded surface S:

η ¼ 10:8
ffiffiffiffiffi

ςn
p

=S ½m�2�:::::::::: for traffic density d < 1 person=m2 (3.2)

η ¼ 1:85
ffiffiffi

n
p

=S ½m�2� :::::::::: for traffic density d≧ 1 person=m2 (3.3)

ζ is the structural damping ratio

The load (3.1) respects different phase of individual point of bridge deck. To assess the bridge according to [4] and [6],

three traffic density d were analyzed after consultation with a client:

(a) Weak traffic: d ¼ 0.2 person/m2 (14 kg/m2)

(b) Dense traffic: d ¼ 0.5 person/m2 (35 kg/m2)

(c) Very dense traffic: d ¼ 1.0 person/m2 (70 kg/m2)

The calculated maximum acceleration of the steady state response of the bridge deck to load given by (3.1) are

summarized for each natural frequency and traffic density in Table 3.3. Frequency fm+ represents the updated eigen-

frequency of the structure that takes into account the added mass of pedestrians. Only resonant response for the first two

vertical eigen-modes and first lateral eigen-mode were analyzed due to reduction coefficient Ψ equal or close to zero for all

remaining modes. The above limits of acceleration with respect to code [4] are in Table 3.3 typed in bold. The limit values of

acceleration in guidelines [6] are not given as strictly as those in [4]. The authors recommend an adapting of the degree of

comfort to real traffic and requirements of the client.

The calculated vertical acceleration of resonant vibration in the first vertical mode was very high for all considered traffic

densities. Thus it is the case, when pedestrians moving on the bridge would experience significant discomfort. In case of the

second vertical eigen-mode, the limit [4] was exceeded only for very high traffic density. In case of resonant vibration in the

first horizontal natural frequency the maximum acceleration are above limit for both dense and very dense traffic. However

the lock-in effect should be taken into account for the lateral vibration. A significant synchronization between pedestrians

Table 3.2 Comfort classes with acceleration ranges [6]

Comfort class Degree of comfort Vertical acceleration a [ms�2] Horizontal acceleration a [ms�2]

1 Maximum < 0.50 < 0.10

2 Medium 0.5–1 0.1–0.3

3 Minimum 1–2.5 0.3–0.8

4 Unacceptable discomfort > 2.5 > 0.8
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could occur and it could lead to an increase in amplitudes of vibration. In the document [6] the acceleration range of

0.1–0.15 ms�2 at which the appearance of the lock-in effect is given. This interval was achieved for all analyzed traffic cases.

More details about analysis of response can be found in report [7], which contains also the assessment of the footbridge on

a more conservative load model suggested in article [8].

3.3.3 Design of Tuned Mass Dampers

The numerical analysis revealed that the footbridge is very sensitive to the excitation by the pedestrians. Therefore, damping

should be increased by means of dynamic absorbers. In the present case, the design was complicated due to necessity of

considering two “dangerous” modes to be damped out (the first vertical and the first horizontal mode). Moreover, the design

dimensions, construction and the placement of the absorbers were limited by the space available under the bridge deck. Also

environmental aspects of the design had to be reflected. Therefore, the robust tuned mass dampers with mechanical gadgets

(springs and friction plates) were used to reduce the vibration associated with the first vertical and horizontal mode. The total

weight of absorbers, their frequency and damping ratios were determined according to [9], see Table 3.4.

The total weight of absorbers is 1/22 of generalized mass of the structure vibration in respective mode shape, which meets

the recommendation of optimal mass given in [10]. It has been calculated considering the case of weak traffic. The location

of absorbers for vertical as well as for horizontal direction was proposed to be the most effective at half span, where both

mode shapes have their maximal components. The layout and pictures of absorbers in the deck are presented in Fig. 3.5.

3.4 Measurement Description and Results

Measurements were carried out in two phases: before and after the installation of the tuned mass dampers. In the first phase,

the frequencies and mode shapes were identified and compared to the calculation, see Table 3.5. To identify the eigen-

frequencies (resonant frequencies), the bridge was excited by simple jumping. Also, the ambient vibration has been recorded

on the bridge because of very strong wind that prevailed on the bridge during the measurement. We also conducted the

measurement on the structure with an electrodynamic exciter placed on the construction in one-third of the span. Several

cases of usual pedestrian traffic were finally modeled according to code [11] and the response was recorded, see Table 3.6.

Vibration of the bridge was measured by the accelerometers (WILCOXON) that were placed on portable supports and

moved along the bridge.

Figures 3.6a, b comprise the spectra of recorded horizontal and vertical vibration of bridge respectively which was loaded

by the wind with mean wind speeds of about 10 m/s. The graphs of spectra give evidently the resonant frequencies, which

Table 3.4 Dynamic parameters of tuned mass dampers

Direction

Frequency

f [Hz]

Gen. mass Meff

[t]

Freq. fTMD

[Hz]

Mass mTMD

[kg]

Stiffness kTMD

[N/m]

Damping cTMD

[Ns/m]

Number

[/]

Vertical 1.63 50.67 1.52 1,200 109,179 2,981 2

Horizontal 1.1 68.92 1.02 800 33,021 1,326 4

Table 3.3 Calculated maximum acceleration of resonant vibration of bridge deck in horizontal and vertical eigen-modes

Eigen-mode n. f0 [Hz] d [person/m2] fm+ [Hz] amax [ms�2] alim [4] [ms�2] alim [6] [ms�2] Degree of comfort [6]

1 (hor) 1.1 0.2 1.07 0.136 < 0.2 0.1–0.3 Medium

1 (hor) 1.1 0.5 1.03 0.217 < 0.2 0.1–0.3 Medium

1 (hor) 1.1 1 0.98 0.968 < 0.2 > 0.8 Unacceptable

2 (ver) 1.63 0.2 1.59 1.020 < 0.7 1–2.5 Minimum

2 (ver) 1.63 0.5 1.54 0.925 < 0.7 0.5–1 Medium

2 (ver) 1.63 1 1.46 1.861 < 0.7 1–2.5 Minimum

3 (ver) 2.15 0.2 2.14 0.148 < 0.7 < 0.5 Maximal

3 (ver) 2.15 0.5 2.12 0.310 < 0.7 < 0.5 Maximal

3 (ver) 2.15 1 2.09 0.990 < 0.7 0.5–1 Medium
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Fig. 3.5 (a,b) Part of the bridge drawing with tuned mass dampers; (c) tuned mass damper for horizontal direction; (d) tuned mass damper for

vertical direction

Table 3.5 Values of the calculated and measured frequencies

Shape f – numerics [Hz] Mode shape f – experiment I [Hz] f – experiment II [Hz]

1 1.10 Torsion and horizontal bending 1.17 1.05

2 1.63 Vertical bending 1.72 1.53

Table 3.6 Values of the acceleration of the response

Load description

Limits [4] Measurement I Measurement II

a [m/s2] a [m/s2] a [m/s2]

Wind horizontal 0.2 0.08 0.01

Wind vertical 0.7 0.20 0.03

Two pedestrians crossing – horizontal 0.2 0.03 0.04

Two pedestrians crossing – vertical 0.7 0.50 0.05

Four pedestrians crossing – horizontal 0.2 0.08 0.05

Four pedestrians crossing – vertical 0.7 0.95 0.08

Crossing 2 + 2 pedestrians – horizontal 0.2 0.06 –

Crossing 2 + 2 pedestrians – vertical 0.7 1.81 0.10

Group crossing (seven persons) – horizontal 0.2 0.16 0.06

Group crossing (seven persons) – vertical 0.7 2.96 0.10
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can be compared with the calculation. The bridge was oscillating in the horizontal direction predominantly in resonance

frequency f ¼ 1.05 Hz with a shape corresponding to the first horizontal eigen-mode. Also in vertical direction one

dominant resonant frequency peak f ¼ 1.53 Hz was observed. The bridge vibrated in this case similar to a shape of the

first vertical natural mode.

The slight decrease in frequency when compared to the first measurement was naturally due to the added mass dampers

(5.6 t total), their supporting structures and temporarily mounted scaffolding. Mass of the bridge also increased due to mass

of railing spanning in eight fields (20 m), which was not mounted during the first measurements. The overall increase in the

weight of the bridge was 9.1 t including the absorbers. The graphs in Fig. 3.6c, d, e, f show selected examples of recorded

excessive response for the same load case before and after insertion of absorbers respectively. In the Table 3.6, typical results

are summarized, represented by the maximal value of the acceleration stationary response. It has to be noticed, that the

response was very strong, especially for two following cases:

(a) The crossing of two person followed by another two pedestrians with the distance about 10 m having typical frequency

around 1.2 Hz. In this case, a lock-in effect has been observed, when the pedestrians adapted their step frequency to

match the frequency of the bridge.

(b) The group of 7 pedestrians, also with the usual step frequency, see Fig. 3.6c, d.

After installation of the TMDs, the response acceleration was suppressed to the accepted level, see e.g. Fig. 3.6e, f and

Table 3.6.

Fig. 3.6 (a) Spectral density of the horizontal response of mid-span of deck to the wind (without absorbers) (The first horizontal eigen-frequency

is apparent – f1 ¼ 1.17 Hz). (b) Spectral density of the vertical response of mid-span of deck to the wind (without absorbers) (The first vertical

eigen-frequency is identified – f1 ¼ 1.72 Hz). (c) Typical horizontal acceleration time histories of bridge deck (1/2 of span (point 25, 26 – see

Fig. 3.2)) during a crossing by group of 7 people (without absorbers). (d) Typical vertical acceleration time history of bridge deck [1/2 (point 25)

and 1/3 (point 17) of span] during a crossing by group of 7 people (without absorbers). (e) Typical horizontal acceleration time history of mid-span

during a crossing by group of 7 people (with absorbers). (f) Typical vertical acceleration time history of mid-span during a crossing by group of 7

people (with absorbers)
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3.5 Conclusions

The article presented a case study which deals with the dynamics response of a steel footbridge of a vertically curved shape

and with a span 120 m. The bridge had very flexible construction and showed very high acceleration amplitudes in both

vertical and horizontal direction when excited by usual pedestrians or even with a strong wind. In some circumstances –

particularly when the bridge was crossed by two pairs of pedestrians with the distance between them approximately 10 m

and by the group of people the accelerations reached almost triple of limit and acceptable values recommended by Eurocode

[4]. The adverse vibrations have been successfully suppressed by the installation of multiple tuned mass dampers with the

adjustable friction elements and with the low maintenance cost. They were mounted beneath the bridge deck.

The experimental modal analysis comprising both the forced vibration as well as the ambient vibration from wind was

carried out before and after the installation of vibration absorbers and compared with the numerical analysis. The footbridge

is nowadays in permanent use for pedestrians and cyclists.
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Chapter 4

Change in Mass and Damping on Vertically Vibrating

Footbridges Due to Pedestrians

Christos T. Georgakis and Nina G. Jørgensen

Abstract Pedestrian-induced footbridge vibrations are an issue that bridge designers often have to contend with. A plethora

of research in recent years has led to the development of load models and procedures that allow for the determination of

footbridge response. Nonetheless, measured footbridge responses often deviate from those predicted. One of the main

deficiencies of the existing models and guidelines is the exclusion of the effect of changes in the footbridge’s dynamic

properties due to the presence of pedestrians. More specifically, any change in mass and/or damping that a pedestrian might

introduce to a bridge will affect the bridges overall dynamic response. This effect is an element of what is often referred to as

human-structure interaction. In this paper, the results of an experimental study to determine the change in mass and damping

of a vertically vibrating footbridge due to traversing pedestrians are presented.

Keywords Vertical footbridge vibrations • Mass • Damping

4.1 Introduction

The majority of footbridges designed during the twentieth century were designed in a purely utilitarian manner, with the goal

being the creation of a path for pedestrians to traverse between two points, without the impediment of e.g. vehicle traffic or

bodies of water. Towards the end of the twentieth century this changed, as footbridge construction began to be viewed by

architects and city planners as a tool for urban regeneration and as a means to create landmark structures and large-scale

“sculptures”. This shift in design philosophy, together with a reassessment our energy-intensive transportation infrastructure,

has lead to a change in the perceived importance of footbridges. As a consequence, designers and engineers are paying greater

attention to the aesthetic details and the servicability of footbridges, making sure that they are both beautiful and “comfortable”.

Although footbridge comfort is often difficult to define, vibration comfort criteria within international codes and

guidelines do exist [1, 2]. More often than not, the same codes and guidelines offer a means to assess the level of footbridge

vibrations. Nevertheless, even though these codes and guidelines have often existed and been used, in some cases, for

decades, it is not until recently that researchers and engineers have produced load models and procedures that allow for a

more reasoned determination of footbridge response [3]. Still, even with the recent advances in load models and response

prediction, measured footbridge responses often deviate from those predicted.

One of the main deficiencies of the new generation of models and guidelines is the exclusion of the effect of changes in

the footbridge’s dynamic properties due to the presence of pedestrians. Any change in mass and/or damping that a pedestrian

might introduce to a footbridge will affect the footbridges overall dynamic response. This effect is an element of what is

often referred to as human-structure interaction.

To the authors’ knowledge, there has only been one other reported systematic attempt to determine the change of a footbridge’s

dynamic properties due to the presence of walking humans. Zivanovic et al. [4] showed an increase in damping of a 11.3 m long

concrete footbridge, as a function of the number of traversing pedestrians. Unfortunately, the study was unsuccessful in

generalizing the results in manner that would allow for their use on any footbridge or similar structure. Furthermore, no attempt

was made to quantify a potential change in equivalent structural mass, due to the presence of pedestrians.
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In this paper, the authors present the results from an experimental campaign, aimed at determining the changes in mass

and damping of a vertically vibrating footbridge due to pedestrians. The results are presented in a generalized manner, i.e. as

the added/subtracted mass or concentrated damping per single pedestrian, at varying amplitudes of vibration and for varying

probabilities of occurrence.

4.2 Methodology

The methodology used for the determination of the changes in mass and damping of a footbridge due to pedestrians is

conceptually simple. First, a detailed experimental modal analysis of the laboratory footbridge without pedestrians

is undertaken. From this, eigenmodes, frequencies, modal mass and damping of the empty footbridge are determined.

Next, a hydraulic actuator is attached to the center of the footbridge; the purpose of this being the displacement- and

frequency-controlled excitation of the footbridge at mid-span. The dynamic properties of the footbridge are once

again determined through vertical dynamic actuation of the footbridge at mid-span. An excitation frequency sweep

around the first natural frequency of the empty footbridge reveals the frequency at which minimum effort is needed

for the actuator to excite the footbridge vertically. Once it is established that the footbridge’s dynamic properties have

not changed due to the introduction of the actuator, streaming pedestrians with varying flow rates are introduced to the

footbridge. Longer measurements of the pedestrian-induced loads ensure that the excitation is stationary in nature. For

the experiments reported herewith, vertical excitation was undertaken at predetermined bridge mid-span amplitudes of

1, 5 and 10 mm. The observed shift in frequency can be attributed to two separate effects, a change in structural mass

and/or a change in damping.

If the vibration of the footbridge is restricted to motion in the first eigenmode, then the damped circular frequency of the

empty footbridge will be:

ωD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kð1� ξ2Þ
m

s

(4.1)

where k is the modal stiffness, m is the modal mass and ξ is the modal damping ratio of the footbridge’s first eigenmode.

When pedestrians are traversing over the footbridge, a change in the footbridge’s dynamic properties leads to a new damped

circular frequency:

ω0
D ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k0ð1� ξ02Þ
m0

s

(4.2)

where k 0 is the modified modal stiffness, m 0 is the modified modal mass and ξ 0 is the modified modal damping ratio of the

footbridge’s first eigenmode. As the footbridge’s modal stiffness is expected to remain constant, it is assumed that k 0 ¼ k.
By solving (4.2) for k 0 and substituting into (4.1), the footbridge’s new modal mass as a result of the traversing pedestrians

can be expressed as:

m0 ¼ m
ω2
D ð1� ξ02Þ

ω0
D
2ð1� ξ2Þ (4.3)

The footbridge’s modified damped circular frequency is readily determined by performing an excitation frequency

sweep, at predetermined displacement levels, close to the original circular frequency of the unloaded footbridge. The

frequency at which the work required by the actuator is minimized is the modified natural frequency for the excited

eigenmode.

The modified damping can be determined indirectly by computing the energy dissipated per vibration cycle by the

footbridge. The energy dissipated per cycle by the footbridge is a function of the load imparted by the actuator and the

velocity of the footbridge at the point of load application, so that [5]:

ED ¼
Z

T

0

FðtÞνðtÞdt (4.4)
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where F(t) is the dynamic load from the hydraulic actuator, v(t) it the vertical velocity of the footbridge at mid-span, and T is

the period of one cycle. The modified footbridge damping, expressed as an equivalent viscous damping ratio as a percentage

of critical, is then found as [5]:

ξ0 ¼ ED

2πm0ω0
D
2X2

(4.5)

Where X is the maximum mid-span displacement of the footbridge. It can be seen from (4.5) that the equivalent viscous

damping ratio is a function of the modified mass and, as such, the modified modal mass of the footbridge cannot be

determined without employing an iterative approach.

4.2.1 Pedestrian Mass and Damping Coefficient

To generalize the findings, the individual contributions of each pedestrian to any potential change in footbridge mass and

damping are determined. The change in the footbridge’s damping ratio attributable to the pedestrians will be:

ξA ¼ ξ0 � ξ (4.6)

The cumulative damping coefficient for all pedestrians can be written as:

CA ¼ 2m0ξAω
0
D (4.7)

Assuming a uniform distribution of the pedestrian population on the footbridge, cA can also be written as:

cA ¼
Z

L

0

cpNϕðyÞ2dy (4.8)

where cp is the damping coefficient of the individual pedestrian, N is the number of pedestrians on the footbridge, and ϕ(y) is
the mode shape of the eigenmode under examination. From (4.7) to (4.8), the damping coefficient of the individual

pedestrian is found as:

cp ¼ 2m0ξAω0
D

N
R

L

0

ϕðyÞ2dy
(4.9)

Similarly, it can be found that the mass contribution of the individual pedestrian is:

mp ¼ m0 � m

N
R

L

0

ϕðyÞ2dy
(4.10)

4.2.2 Experimental Setup

A simply-supported 16 m-long steel double U-beam footbridge, located in the Structures Laboratory of the Department of

Civil Engineering at DTU (Figs. 4.1 and 4.2) was used as the basis structure for the experiments. The longitudinal beam

profiles were UNP 350, with UNP 200 crossbeams placed at 1,400 mm intervals. For the experiments described herewith,

masses were added to the footbridge crossbeams and to the center of the footbridge to increase the modal mass and thus

decrease the footbridge’s frequency to a level close to the expected mean pacing frequency of the pedestrians. The total mass

of the footbridge was 5,224 kg.
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The platform on which the pedestrians walked was made of medium density fiberboard (MDF) plates with a width of

1,840 mm. The plates were attached to the footbridge steel frame with screws. Wooden platforms of approximately

1.5 � 1.5 m2 were constructed on either side of the footbridge to act as pedestrian launching platforms and turn-around

areas. Stairs were made leading up to the platforms. The footbridge walking level was approximately 1.2 m above the

laboratory floor. There was no hand railing on the footbridge.

Actuation of the footbridge during the tests was provided by a 100 kN Instron 8,500 hydraulic actuator, placed vertically

beneath the center of the bridge (see Fig. 4.3). A calibrated Instron 8,516 load cell was used to measure the force between the

actuator and the footbridge throughout the tests.

4.3 Experiments

4.3.1 Footbridge Modal Analysis

Amodal analysis of the empty footbridge was undertaken to determine the modal mass, stiffness, damping, and mode shapes

for the first several eigenfrequencies of the footbridge. The modal analysis was performed through a series of free-decay

tests. For each test, a set of DC accelerometers were placed as reference accelerometers in the center of the bridge on either

side and another set was moved along the bridge, from the center towards the supports. The accelerometers used were Bruel

& Kjær 4575 with a 2 g range.
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Fig. 4.1 (a) Elevation and (b) cross-section of the laboratory footbridge structure

Fig. 4.2 Pedestrians traversing the 16 m long DTU laboratory footbridge
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Figure 4.4 shows the normalized power spectral density (PSD) of a set of bending and torsional accelerations measured

during the modal excitation. From this, the footbridge frequencies can be identified, for both bending and torsional modes. A

finite element analysis of the footbridge identified the same modes, with small deviations in frequency. The first bending

eigenmode was found to be near perfectly sinusoidal in shape.

The modal frequency and damping were both found to be amplitude dependent. Figure 4.5 shows the dependency of

frequency on vibration amplitude, whilst Fig. 4.6 shows the amplitude dependency of the damping of the empty bridge. The

plotted points are a result of five independent vibration tests.

Frequency response curves were also established for the empty footbridge, once the actuator of Fig. 4.3 was installed, but

no discernable change in the structures modal properties could be measured.

Fig. 4.3 Actuator at footbridge mid-span with hinged load cell

Fig. 4.4 Normalized PSD of bending and torsional signals measured during the footbridge modal analysis
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4.3.2 Pedestrian Tests

A series of Monte Carlo simulations were run to evaluate the minimum number of pedestrians and time that would be needed

to ensure loading stationarity. The minimum number of pedestrians was found to be four, whilst the minimum test duration

was found to be 180 s. During the tests, mean pedestrian flow rates were varied, but it was subsequently found that the

change in footbridge mass and damping from each pedestrian was flow-independent. To vary the flow rates, tests were

repeated with 4, 7 and 10 pedestrians, leading to mean flow rates of approximately λ ¼ 0.35, 0.62 and 0.88 ped/s.

Pedestrians were allowed to walk in both directions along the bridge.

A frequency sweep was undertaken for each distinct mean flow rate and mid-span amplitude, to determine the natural

frequency of the footbridge with the moving pedestrians on it. Tables 4.1, 4.2 and 4.3 show the excitation frequencies for

each flow rate, respectively.

Fig. 4.5 Amplitude dependent first natural frequency for the empty footbridge

Fig. 4.6 Amplitude dependent damping for the empty footbridge
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The distribution between male and female participants was 50/50 for the lowest and highest flow rates and 86/17 for

λ ¼ 0.62. Participants for the first two flow rates wore mainly comfortable athletic shoes (trainers). For the highest flow rate,

flip-flops or heals were worn mainly, instead of trainers. The mean pacing frequency of fp ¼ 1.38 Hz for all the tests was

much lower than might be expected for the Danish population, where fp is closer to 1.83 Hz. This is mostly likely due to the

test environment and the physical and psychological constraints imposed by the narrow deck without handrails.

4.4 Results

Intuitively, it might be expected that the average added mass per pedestrian is equivalent to the mass of each individual

pedestrian. This is in fact what was found from the tests, with the average added mass per pedestrian being 102 % their total

individual mass. This value was found to be constant, regardless of flow rate and vibration amplitude or frequency tested.

In contrast to what has been previously reported for vibrations in the lateral direction [6], the pedestrians here were found

to always add damping vertically to the bridge when walking across it. The measured added damping had some level of

scatter in it, due to the stochastic nature of the pedestrian loading. Therefore, a statistical analysis of the damping per cycle

was performed to evaluate the probability of occurrence of varying magnitudes of added pedestrian-attributable damping.

For all vibration amplitudes and flow rates, it was found that the Weibull distribution was a best fit to the data. The Weibull

probability density function for the pedestrian damping, P(cp), can be written as:

Pðcp; μ; κÞ ¼ κ

μ

cp
μ

� �κ�1

e�ðcp=μÞκ (4.11)

where μ and κ are the scale and shape parameters of the distribution. The mean, standard deviation and fractile values of the

distributions describing the pedestrian damping coefficients for each flow rate and mean floor displacement (above 1 mm)

are presented in Tables 4.4, 4.5, and 4.6. The scale and shape parameters of the distributions are also provided.

An examination of the distributions revealed similarities in the pedestrian damping coefficients from one flow rate to

another. Therefore, it was found that an exponential fit could be made to the data to reveal amplitude-dependent and flow-

independent pedestrian damping coefficients, cp, for varying fractile levels. The exponential fit is of the form:

cp ¼ a � ebx þ c � edx (4.12)

where x represents the mean floor displacement in millimeters and a, b, c, d are coefficients that are determined based on a

least square fit. The coefficients are provided in Table 4.7. Substitution of the coefficients of Table 4.7 into (4.12) leads to

Fig. 4.7, in which the amplitude-dependent pedestrian damping coefficient is plotted for each fractile.

Table 4.1 Excitation frequencies versus amplitude for λ ¼ 0.35

Amplitude [mm] Frequency [Hz]

1 2.086 2.136 2.155 2.174 2.192 2.211 2.230 2.280

5 2.073 2.123 2.142 2.162 2.182 2.201 2.220 2.270

10 2.029 2.079 2.097 2.115 2.134 2.152 2.170 2.220

Table 4.2 Excitation frequencies versus amplitude for λ ¼ 0.62

Amplitude [mm] Frequency [Hz]

1 2.022 2.072 2.104 2.135 2.167 2.198 2.230 2.280

5 2.009 2.059 2.091 2.123 2.156 2.188 2.220 2.270

10 1.965 2.015 2.046 2.077 2.108 2.139 2.170 2.220

Table 4.3 Excitation frequencies versus amplitude for λ ¼ 0.88

Amplitude [mm] Frequency [Hz]

1 1.980 2.030 2.074 2.118 2.162 2.206 2.225 2.300

5 1.970 2.020 2.064 2.108 2.152 2.196 2.240 2.290

10 1.950 2.000 2.044 2.088 2.132 2.176 2.220 2.270

4 Change in Mass and Damping on Vertically Vibrating Footbridges Due to Pedestrians 43



As only three distinct vibration amplitudes were tested, it should be reasonable to suggest that the exponential fit of (4.12)

could be substituted with a linear fit, which might also be more conservative for design purposes for lower vibration

amplitudes. Finally, Fig. 4.7 reveals a reduction in pedestrian damping with amplitude of vibration. This indicates a change

in the way pedestrians interact with a footbridge for larger vibrations.

For design purposes, a pedestrian may be treated as a moving point viscous damper, in which case a conservative fixed

value of cp ¼ 500kg/s is suggested for moderate vertical vibrations of up to 5 mm amplitude.

Table 4.5 Weibull distribution parameters describing the added pedestrian damping coefficients for λ ¼ 0.62

Mean amplitude [mm] 10 % [kg/s] 50 % [kg/s] 90 % [kg/s] 95 % [kg/s] cp mean [kg/s] σ [kg/s] μ [�] κ [�]

1.6 197.2 1113.3 2903.5 3565.2 1366.8 1112 1590.8 1.318

3.2 65.9 685.9 1930 2395.4 875.29 716.6 1072.4 1.287

Table 4.6 Weibull distribution parameters describing the added pedestrian damping coefficients for λ ¼ 0.88

Mean amplitude [mm] 10 % [kg/s] 50 % [kg/s] 90 % [kg/s] 95 % [kg/s] cp mean [kg/s] σ [kg/s] μ [�] κ [�]

1.7 207.3 1083 2862.6 3532.3 1347.7 1055.6 1511.8 1.272

3.2 72.2 593.3 1643.5 2037.3 754.5 605.1 900.6 1.281

Table 4.7 Coefficients for the exponential fit of (4.12)

fractile

10 % 50 % 90 % 95 %

a 2224.9 17,457 72,456 98,698

b �3.54 �4.49 �5.42 �5.05

c 622.08 2026.3 5101.5 6231.91

d �0.76 �0.35 �0.32 �0.32

Fig. 4.7 Amplitude dependent pedestrian damping coefficients for varying probability fractiles

Table 4.4 Weibull distribution parameters describing the added pedestrian damping coefficients for λ ¼ 0.35

Mean amplitude [mm] 10 % [kg/s] 50 % [kg/s] 90 % [kg/s] 95 % [kg/s] cp mean [kg/s] σ [kg/s] μ [�] κ [�]

1.6 201.5 1381.8 3643.5 4472 1706.3 1339.3 2056.3 1.343

3.2 40.7 770.2 2145.6 2645.7 966.3 817.1 1274.7 1.364
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4.5 Conclusions

The added mass and damping introduced by pedestrians on a vertically vibrating footbridge has been determined through a

series of forced vibration tests on a 16 m long laboratory footbridge. For all amplitudes of vibration and pedestrian flow rates,

the added mass of a single pedestrian was found to be 102 % of the pedestrian’s mass. The damping introduced by each

pedestrian was found to be positive for all amplitudes, but decreasing with increasing amplitudes of vibration. A conserva-

tive fixed value of 500 kg/s is suggested as an individual pedestrian damping coefficient for design purposes.
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Chapter 5

Predicting Footbridge Response Using Stochastic Load Models

Lars Pedersen and Christian Frier

Abstract Walking parameters such as step frequency, pedestrian mass, dynamic load factor, etc. are basically stochastic,

although it is quite common to adapt deterministic models for these parameters. The present paper considers a stochastic

approach to modeling the action of pedestrians, but when doing so decisions need to be made in terms of statistical

distributions of walking parameters and in terms of the parameters describing the statistical distributions. The paper explores

how sensitive computations of bridge response are to some of the decisions to be made in this respect. This is useful as it

pinpoints which decisions to be concerned about when the goal is to predict footbridge response. The studies involve

estimating footbridge responses using Monte-Carlo simulations and focus is on estimating vertical structural response to

single person loading.

Keywords Probabilistic modeling • Footbridge vibrations • Walking loads • Sensitivity study • Vibration comfort

Nomenclature

f0 Bridge frequency

ls Stride length

q Modal load

k Response ratio

ζ Bridge damping ratio

fs Step frequency

m Weight of pedestrian

L Bridge length

A Acceleration property

μ Mean value

F Walking load

P Prob. density function

M Bridge modal mass

α Dynamic load factor

σ Standard deviation
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5.1 Introduction

The walking-induced vibrations in the London Millennium Bridge [1] serve as an example of a scenario where walking loads

have caused serviceability problems. However, it is by far the only footbridge, which has shown to be problematic in the

serviceability-limit-state, but probably it is the most well-known bridge, that has had problems in this area.

When addressing the serviceability-limit-state, many codes of practise employ a deterministic approach in which the

walking parameters influencing the walking load is handled as deterministic properties (such as in [2, 3]). The weight of a

pedestrian is set to 75 kg, the dynamic load factor for a pedestrian is set to 0.4, etc. In [4] a new way of thinking (modelling)

was introduced in which at least some of the walking parameters were modelled as random variables rather than determin-

istic properties. This is more reasonable as walking parameters are stochastic by nature as documented in [4–6]. At the same

time the load modelling procedure is more complex, as there are many decisions to be made prior to launching calculations

predicting the footbridge response. These decisions encompass settling on mean values, standard deviations, distribution

type etc. for the various walking parameters.

In the paper focus is on setting up such assumptions for two main characteristics describing the load action, namely the

pedestrian weight and the dynamic load factor. Furthermore, and quite important, it is examined how sensitive the footbridge

response actually is to the decisions made along the way.

Overall the idea is to get an understanding of how the various decisions impact the predictions of footbridge response, or

in other words how sensitive footbridge response predictions are to the various decisions to be made. One study of this paper

is devoted to decisions about the dynamic load factor. Another is devoted to decisions about the pedestrian weight.

To facilitate the investigations, footbridge models are needed, and to this end pin-supported footbridges (idealised as a

single-degree-of-freedom systems, SDOF-systems) are employed. Actually five different pin-supported bridges are consid-

ered, such that the results of sensitivity studies do not only reflect results obtained for a single randomly selected bridge.

The bridge response characteristic in focus is defined in the paper.

Dynamic characteristics of the bridges considered in this paper are outlined in Sect. 5.2, and the way in which walking

loads are modelled is outlined in Sect. 5.2. Section 5.3 and 5.4 presents the sensitivity studies and Sect. 5.5 summarizes the

results.

5.2 Bridge Dynamic Characteristics

Five different pin-supported footbridges are considered for the studies of this paper. The dynamic characteristics of the

bridges are shown in Table 5.1. The parameter f0 represents the undamped bridge frequency (first vertical bending mode),M
the associated modal mass, and ζ represents the damping ratio of the bridge.

Basically, bridge length, L, is not a dynamic characteristic as such. However, as it is a parameter having impact on bridge

response to the action of walking, it is a parameter, which need to be defined for a study like this.

Bridge C would have the highest risk of resonating as a result of walking loads, as for this paper the mean value of step

frequency is assumed to be 1.87 Hz, but the other bridges might also be brought into resonance as a result of walking loads

although it is less likely. Bridge A and E have frequencies in the lower and upper frequency range of natural walking,

respectively, which would suggest that resonance action will not occur that often, but that it is a possibility.

All together, the range of bridges outlined above is believed to be suitable for the parametric studies of this paper.

A variability of pin-supported bridges is considered and it is also believed that there is a fair relationship between bridge

frequency, modal mass and bridge length.

Table 5.1 Bridge dynamic

characteristics
Bridge f0 (Hz) M (kg) ζ (%) L (m)

A 1.60 61.5 � 103 0.5 54

B 1.75 51.5 � 103 0.5 49

C 1.90 44.0 � 103 0.5 45

D 2.05 37.5 � 103 0.5 42

E 2.20 32.5 � 103 0.5 39
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5.3 Modelling of Walking Loads

When modelling walking loads, Fourier series are often employed, but for the present studies, the basic excitation frequency

(step frequency fs) is so close to matching the bridge frequency, that it is not considered necessary to consider super-

harmonic load components. Basically, because the super-harmonic load components are not likely to be able to cause

significant resonant effects.

Therefore the vertical dynamic load induced by a pedestrian is modelled according to (5.1):

f ðtÞ ¼ mgα cos 2π fstð Þ (5.1)

in which t is time, and m is pedestrian weigth (in kg). The parameter g represents acceleration of gravity (for simplicity

g ¼ 10 N/kg is assumed), but it is also apparent that the parameter α (non-dimensional), and called the dynamic load factor,

has an impact on the amplitude of walking loads. For reference it is mentioned that the modelling approach is in agreement

with [7–9].

When employing the model for walking load introduced above, it is assumed that the pedestrian walks with a constant

step frequency, fs, while crossing the bridge. Nevertheless, the paper will model it so that the step frequency may vary from

one bridge crossing to the next hereby seeking to embrace the random nature of the step frequency known to exist.

On these assumptions, the modal load acting on the bridge, q(t), may be computed using (5.2):

qðtÞ ¼ mgα sin 2π fstð Þ ΦðtÞ (5.2)

whereΦ(t) is the value of the mode shape function for the first vertical bending mode of the footbridge at the current position

of the pedestrian. This value may be computed using (5.3):

ΦðtÞ ¼ sin
π fsls
L

t

� �

(5.3)

as the walking velocity v may be derived from the following relationship:

v ¼ fs ls (5.4)

in which ls, represents the stride length of the pedestrian. For later computations, it is assumed that any pedestrian traverses the

bridge using a constant stride length, ls, (step length), and a constant step frequency, fs, and thus with a constant walking speed
v. Nevertheless, the paper will model it so that the step frequency and the stride length may vary from one bridge crossing to

the next hereby seeking to model the random nature of both properties (and thereby a random nature of walking velocity).

Having outlined the basic premises for the studies, more details are now given for the specific sensitivity studies of this paper.

5.4 Study Related to Modelling the Dynamic Load Factor

It is so that there are various ways to model the dynamic load factor. For the sensitivity studies of this paper, three different

potential models are considered and they are outlined in Sect. 5.4.1. Section 5.4.2 supplements with other study assumptions,

and the last section discusses the results.

5.4.1 Dynamic Load Factor

Model 1 In this model, the dynamic load factor is modelled to depend on step frequency, fs, according to the relationship

given in (5.5) [6]:

α ¼ c1 f
3
s þ c2 f

2
s þ c3 fs þ c4 (5.5)
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where

c1 ¼ �0:2649 c2 ¼ 1:306 c3 ¼ �1:7597 c4 ¼ 0:7613: (5.6)

In (5.5), α represents the mean value of the dynamic load factor for a given step frequency, fs [inserted in Hz in (5.5)].

According to [6], the standard deviation of the dynamic load factor (denoted σα) may be computed using (5.7):

σα ¼ 0:16 μα (5.7)

In this model for the dynamic load factor a random nature of the load factor is assumed, and the load factor is modelled as

a Gaussian distribution with a mean value defined by (5.5) and a standard deviation defined by (5.7). It is believed that there

is good reasoning in choosing a Gaussian distribution as data sets in [6] generally supported this assumption.

Model 2 In model 2, the standard deviation is set to zero, hereby handling the dynamic load factor as a deterministic

property. Its value attains the property found by using (5.5). Introducing this model facilitates comparisons to be made with

the model 1 in which another assumption/decision was made for standard deviation.

Model 3 Another proposal as to how to model the dynamic load factor may be found in [7]. In [7] only the raw data

measuring results for the dynamic load factor are provided, so no formula is given, but the authors of the present paper has

made a curve-fit to the data, and found the following relationship:

α ¼ b1 f
5
s þ b2 f

4
s þ b2 f

2
s þ b3 fs þ b4 (5.8)

where

b1 ¼ 4:1407 b2 ¼ �43:3815 b3 ¼ 181:0209 b4 ¼ �376:6609 b5 ¼ 391:8452 b6 ¼ �163:16: (5.9)

The measuring results also displayed some scatter, but the scatter will not be considered for the studies of this paper,

hence the standard deviation will be set to zero. Hereby, model 3 represents a deterministic model for the dynamic load

factor, but a model different from that introduced as model 2.

In summary, the following models for the dynamic load factor are considered (Table 5.2).

The model numbers will be used later to trace the assumptions made.

5.4.2 Other Study Assumptions

As concerns the other properties involved in modelling the walking load, their mean values and standard deviations are given

in Table 5.3.

On these assumptions, step frequency, stride length and pedestrian weight are modelled as random variables and Gaussian

distributions are assumed for each variable. The mean value of the pedestrian weight is set to 75 kg simply because, it is a

value occasionally assumed for pedestrians, and the standard deviation is set to a value that reasonably well matched that

found from a sample of weights of students at Aalborg University. However, the population was not that high, so it can be

discussed whether at is in fact a reasonable value.

Themean values and standard deviations employed for step frequency and stride length comply with values suggested in [4].

Table 5.2 Mean values (μ)
and standard deviations (σ)

Model Unit μ σ

1 [�] (5.5) (5.7)

2 [�] (5.5) 0

3 [�] (5.8) 0

Table 5.3 Mean values (μ)
and standard deviations (σ)

Variable Unit μ σ

fs Hz 1.87 0.186

ls m 0.71 0.071

m kg 75 13.5
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5.4.3 Computations

A Newmark time integration scheme was employed to determine a bridge acceleration time history at bridge midspan each

time a pedestrian crossed the bridge. MonteCarlo-simulations ensured that the random nature of the load was modelled

according to the assumptions, and it was ensured that the number of simulation runs (bridge crossings) were higher than what

was actually required to give sound estimates of the bridge acceleration property in focus.

The acceleration property in focus was the peak acceleration in the time series (such a value was extracted for each bridge

crossing) and focus was on the 95 % quantile of all identified peak accelerations. This value was extracted from

the probability distribution function that is the first result of the simulations. For simplicity, the 95 % quantile will hereafter

be denoted a, and will be referred to as the acceleration property. This property (the 95 % quantile) has previously been the

focus of interest in studies dealing with bridge response in a stochastic manner [4, 10], and is therefore of interest to monitor.

By definition the value, a, is expected to be exceeded in 1 out 20 bridge crossings.

5.4.4 Results

Values of the acceleration property a were computed for all five bridges on the three different assumptions for modelling the

dynamic load factor (for model y, where y represent the model number being either 1, 2 or 3). For the presentation of results

for the five bridges, it is useful to introduce the ratio k defined in (5.10).

kðyÞ ¼ aðyÞ=að1Þ (5.10)

The ratio relates acceleration properties calculated assumingmodel y (a(y)) to those obtained when employingmodel 1 (a(1)),
in which the dynamic load factor was modelled as a random variable.

Results in term of the ratio k, is given in Table 5.4 for the five bridges (A-E). For ease of overview only approximate

values for the ratio k is given.
In Table 5.4, the notation ~1 indicates that there is a marginal difference from the value of 1 (at least less than a 3 %

difference). Of cause and by definition, the ratio k(1) attains a value of 1, but it is interesting to observe that the ratios k(2), and for
all bridges, attain values very close to 1. The only difference between model 1 and model 2 is that in model 2, the standard

deviation of the dynamic load factor is set to zero. Hence, the results suggest that the acceleration property a is fairly insensitive
to whether the standard deviation is modelled. In other words the acceleration property a is fairly insensitive to whether the

dynamic load factor is modelled as a random variable (with non-zero standard deviation) or as a deterministic property.

Another thing that can be seen in Table 5.4 is that for the bridges C, D, and E, model 3 results in a higher value of a than
model 2. Both model 2 and 3 are characterised by having the standard deviation of the dynamic load factor set to zero. Hence

the only difference between the two models is the mean value curve for the dynamic load factor [(5.5) and (5.8),

respectively]. If these were plotted, it would appear that for frequencies above 1.75 Hz, the dynamic load factor is highest

in model 3. This directly explains the observation in that the bridges C, D and E have frequencies higher than 1.75 Hz.

Overall the results suggest that the acceleration property a is fairly insensitive to the standard deviation of the dynamic

load factor but it is sensitive to the mean value (curve) of the dynamic load factor. Hence, it is important to employ a

representative mean value (curve) for the dynamic load factor for bridge response calculations.

5.5 Study Related to Modelling Pedestrian Weight

Some uncertainty exists when it comes to modelling the weight of the pedestrian (as already indicated in the previous

section). In that section a Gaussian distribution was assumed, and this approach is also employed here as a first estimate.

However, in the previous section only a single value was assumed for the mean value of pedestrian weight and a single

accompanying value (non-zero value) was assumed for the standard deviation of pedestrian weight.

Table 5.4 Ratio k(y) Bridge A B C D E

k(1) 1 1 1 1 1

k(2) ~1 ~1 ~1 ~1 ~1

k(3) ~1 ~1 1.1 1.15 1.15
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This hardly represents the possible combinations on a footbridge, and therefore a more detailed study is made to bring

light onto how sensitive the acceleration property a is to different assumptions for the pedestrian weight. This involves

considering a total of 12 combinations of mean values and standard deviations for pedestrian weight ranging from models in

which the pedestrian weight is treated as a random variable, to models where it is treated as a deterministic property.

The considerations (variation possibilities) may quickly expand, and therefore focus is only on bridge C, being the bridge

for which resonant excitation is most likely to occur.

5.5.1 Weight of Pedestrian

As for the pedestrian weight, three different mean values were considered; a low, a medium, and a high value (50, 75 and

85 kg) as shown in Table 5.5.

Table 5.5 also defines the standard deviations that are assumed associated with the mean values, and for each mean value

four different standard deviations are considered. With n ¼ 0, the standard deviation is set to zero hereby handling

pedestrian weight as a deterministic parameter. However, three other options for non-zero standard deviation is also

considered (n ¼ 0.1, 0.2, and 0.3) all modelling pedestrian weight as a random variable are considered. As n increases,

so does the standard deviation (from low over medium to high). The standard deviation introduced in Sect. 5.3 is fairly close

to assuming n ¼ 0.2 hereby giving some idea of the standard deviation ranges considered for the present studies.

5.5.2 Other Study Assumptions

The step frequency and stride length was modelled as in Sect. 5.3. In Sect. 5.3 three different models for the dynamic load

factor were introduced, but for the present studies model 1 was employed.

5.5.3 Computations

Basically, the computations followed the same scheme as that already outlined in Sect. 5.4.3. On various study assumptions

the acceleration property in focus in this paper was identified, hereby allowing assessments to be made as to how sensitive the

acceleration property is to variations in pedestrian weight modelling.

5.5.4 Results

The results are presented by employing the ratio k defined in (5.11):

k m; nð Þ ¼ a m; nð Þ=a 75; 0ð Þ (5.11)

Basically, the ratio normalises the acceleration property, a, calculated for any studied combination of (m,n) by the

acceleration property, a, calculated for (m, n) ¼ (75 kg, 0). The normalisation constant represents the acceleration property

calculated assuming the pedestrian weigh to be 75 kg and a deterministic model for the pedestrian weight (as n ¼ 0). The

normalisation is believed to enhance the interpretation of results. As n grows above zero, the pedestrian weight is handled as
a random variable, and as n increases, the standard deviation of pedestrian weight increases.

The results in terms the ratios k, are given in Table 5.6. For ease of overview, only approximate ratios are provided.

Table 5.5 Mean values (μ) and
standard deviations (σ), n ¼ 0,

0.1,0.2, 0.3

Variable Unit μ σ

m kg 50 nμ
m kg 75 nμ
m kg 85 nμ
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One item to notice is that for m ¼ 5 kg, the ratio attains almost similar values regardless of the value of n. This indicates
that it is not that important to model m as a random variable. Another item to notice is that values are also almost similar for

any (m ¼ 50 kg, n)-combination and any (m ¼ 85 kg, n)-combination. This supports that the conclusion just made is not one

only valid for m ¼ 75 kg. Apparently, it is valid for low, medium, and high pedestrian weight scenarios.

However, it can also be inferred from Table 5.6, that the acceleration property increases, when m increases. This would

also be expected, as an increased pedestrian weight increases bridge acceleration levels.

The overall conclusion seems to be that for a reasonable estimate of the acceleration property a, it is more important to

decide on a reasonable value of m than spending time on deciding on a reasonable value of n.
Although it is not shown here, it can be shown that this conclusion is also valid if one should decide to entirely shift the

distribution type from the assumption made here (a Gaussian distribution) to a log-normal distribution for pedestrian weight.

5.6 Conclusion

The results of the sensitive studies imply that the bridge acceleration property in focus in this paper (the 95 % quantile of

midspan peak bridge accelerations) is relatively insensitive to the values of standard deviations assumed for the pedestrian

weight and for the dynamic load factor.

This might suggest that it would not be necessary to model these properties as random variables. The bridge acceleration

property, on the other hand, is to a high degree dependant on the mean values assumed for these properties.

There would be limits as to the variability of the mean value of the dynamic load factor, but the variability of the mean

value of pedestrian weight is probably much higher making this a parameter of particular interest to study further.

Without the sensitivity studies, these conclusions would be difficult to foresee.

However, it must be recalled that the sensitivity studies only considered the response of pin-supported bridges, and that

multi-person pedestrian traffic was not addressed in the studies.
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Chapter 6

Temperature and Traffic Load Effects on Modal Frequency

for a Permanently Monitored Bridge

Yavuz Kaya, Martin Turek, and Carlos Ventura

Abstract Many of the damage detection techniques available compare measured parameters of a structure in a known,

reference state to an unknown, possibly damaged state. In the case where the measured parameters are the modal

characteristics of the structure, it has been shown that these can be sensitive to changes other than damage, such as

temperature. Therefore it is useful to install permanent monitoring systems that can track normal changes in measured

modal characteristics. The Ironworkers Memorial Second Narrows Crossing, in Vancouver, Canada, had a permanent

monitoring system installed in 2011. The purpose of the system is to monitor the response of the bridge during seismic and

other potentially damaging events, and to perform long term performance monitoring. During an assessment of the modal

parameters it was observed that there is a regular fluctuation in the measured frequencies, so a detailed study on a 17-day

segment of continuous data was performed. Analysis was performed on both temperature data and acceleration amplitude

(to represent traffic on the bridge). The modal fluctuations were very regular, with maximum at night and minimums in the

day, which correlated well with the maximum traffic in the day and minimums at night. The temperature fluctuations

coincided with daily changes but had a more variable pattern, which was not directly correlated to changes in frequency. It is

also observed that the traffic load on the bridge amplifies the response of the first vertical mode seven and ten times during

daytime weekdays and daytime weekends, respectively whereas the first torsional mode of the structure amplifies 5.5 and

4 times in daytime weekdays and weekends, respectively.

Keywords Modal identification • Traffic load • Temperature effect • RMS value • Average amplification

6.1 Introduction

The Ministry of Transportation and Infrastructure (MoT) and the University of British Columbia (UBC) have initiated a

seismic and Structural Health Monitoring (SHM) program of bridges in the province of British Columbia. The purpose of the

program is to monitor the response of the bridges during severe events, such as seismic, wind, impact; and to continuously

monitor the day-to-day performance. As part of the system analysis, an objective will be to detect damage of the structures

using field data and state-of-the-art damage detection algorithms. Many of the damage detection algorithms estimates and

locates damage on a structure by comparing a reference state, usually intact structure, with the most current estimated state,

possibly damaged one. The estimation of current structural state can be done based on the modal characteristics of the

structure (e.g. modal frequency, damping ratio, and mode shape). However, it is well known that environmental conditions

such as temperature and traffic loads can have significant effect in the modal characteristics of the structure.

Temperature affects the Young’s modulus of steel and concrete [1, 2], which in turn changes the boundary conditions,

and then the modal properties of the structure [3]. Traffic load acting on the bridge changes the mass of the structure and

may affect the structure’s modal properties [4]. Changes in natural frequency in the order of 10 % or more from

environmental sources have been observed [5, 6]. The analyses of six different sets of earthquake records, as well as
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ambient vibration records, from a 40-story steel building in Los Angeles have shown that, although there was no damage,

the natural frequencies of the building changed as much as 30 % due to nonlinearities in the building’s response and the

soil-structure interaction effects [7]. By analyzing 2-year-long continuous records from the Caltech’s Millikan Library, the

natural frequencies of a building can change significantly due to environmental factors, such as rainfall, wind speed, and

temperature [8]. In an analytical investigation of a 10-story building, it has been shown that in order to see a 10 % reduction

in the fundamental frequency, more than 40 % reduction in one of the story stiffnesses is required [7]. Such a large

reduction in stiffness would normally cause clearly visible damage.

Thus this indicates a challenge for SHM-based damage detection systems because the change of modal properties of the

structure due to environmental conditions can be larger than the change due to the damage. Therefore the effect of

environmental conditions (traffic load in case of bridge) on modal properties of structure must be accounted for as they

can completely mask the change of modal properties caused by real damage. Researchers have studied this effect and found

different relationships for different structures. For instance, the influence of temperature on modal frequencies and their

correlation have been investigated for a cable stayed bridge in Hong Kong using long-term monitoring data where it has been

found that the environmental temperature changes account for variation in modal frequencies [9]. In a different study using

linear adaptive models, changes in the frequencies are found linearly correlated with temperature readings from different

parts of the Alamosa Canyon Bridge in New Mexico in USA [10]. A study about the correlation between modal properties

and the temperature showed that modal frequencies have a clear negative correlation with temperature and humidity while

damping ratios have a positive correlation, but no clear correlation of mode shapes with either temperature or humidity [11].

Such effects should be accounted for before applying any damage detection algorithm, which is based on the change in

modal characteristics of structure. The effect of such environmental conditions must be removed from the estimated modal

characteristics of the structure in order to have more accurate results in damage detection algorithms. One of the primary

tools to deal with this issue is in long term monitoring of a structure, where the modal characteristics can be catalogued over

time, and any changes due to normal conditions can be observed.

Recently, a remotely-accessible, permanent seismic and SHM system was installed on the Ironworkers Memorial Second

Narrows Crossing (IMSNC) by the Ministry of Transportation and Infrastructure of British Columbia. The data are

continuously monitored, processed and stored in a local database; the processed data and reports are then transferred to a

central database and posted to the internet, which is part of the Provincial BCSIMS system [12]. Previously, a full ambient

vibration test and model updating was done on this bridge [13]. The updating was done using a reference set of modes;

however, with data from the permanent system, changes were observed in those reference values. Further examination

showed that the changes appeared to be periodic.

This paper describes a study examining 17 days of data, and it was observed that the fundamental mode of the bridge

(vertical in the main span) would change in a regular way increasing and decreasing daily. The two parameters which are

suspected to affect this change are traffic load and temperature. Therefore the change in frequency is compared to daily local

temperature change, and to the change in amplitude of vibration in the vertical direction at main span.

6.2 Description of the IMSNC

The IMSNC is part of an essential transportation corridor along the Trans-Canada highway (Route 1), connecting the City of

Vancouver to the District of North Vancouver, the City of North Vancouver, and West Vancouver. It is a 1,290 m-long

composite structure. It carries six lanes of traffic (three lanes for each direction) and a 0.6 m-diameter gas pipeline. The

general configuration of the bridge and bent designation is illustrated in Fig. 6.1. This paper resents the results of a suspended

span (between Sects. 15 and 16) only. For detailed information on the entire bridge see [13].

There are four 85.8 m-long steel approach truss spans starting on the North shore of the crossing and extending out into

the inlet. Each span has two 13.0 m-depth custom steel warren trusses separated 14.6 m apart. Both trusses are connected by

horizontal and vertical bracing. The 0.2 m-thick RC deck slab is supported on thirteen 0.8 m-depth steel I-girders in the

longitudinal direction and on a 1.7 m-depth � 22.0 m-long steel I-floor beam located transversally every 10.5 m along the

truss. The longitudinal girders are also connected transversally every 3.5 m by a 0.5 m-depth steel I-girders. The warren

trusses are supported on isolation bearings protected with bumpers. The deck has transverse expansion joints at the ends of

each span, so there is no structural continuity among them. The transition between two approaches and between the

southernmost approach and the main cantilever section of the bridge is shown in Fig. 6.2.

Themain bridge ismade of up two anchor spans, cantilever spans and suspended spans. The anchors spans each have amassive

tie down bar to a reaction beam below in the abutment (at the South end) and in Pier 14 at theNorth end. The anchor spans connect

to cantilever spans, and pivot on large slidingbearings overPiers 15and 16.Between the twocantilever spans is a 100msuspended

span; the span is pinned at both ends of the top chord, and pinned at one end and allowed to slide at one end of the bottom chord.
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Since the original construction of the bridge, two significant seismic retrofit projects have been completed. The first was

applied in 1994; this was a structural retrofit which involved the piers on the viaduct, strengthening both at the base and at the

pier cap; the steel truss sections where several details were upgraded including adding isolation bearings and bumpers

between individual truss spans, and at the anchor span tie-downs where the maximum longitudinal clearance at the top of the

pier and abutment was increased. The second retrofit was applied in 2001 involving ground improvements on the north end

of the bridge. This retrofit in general involved installing drains, ground densification and installing timber compaction piles.

6.3 Real-Time Seismic Monitoring System

A real-time monitoring system (RTMS) was installed on the IMSNC over several months, completed in May 2011. The

monitoring system is a part of a province wide network, with its central hub located at the University of British Columbia in

Vancouver. The monitoring system provides real-time information regarding structural performance and safety, primarily

for seismic, but also applicable for a variety of load types. The monitoring system will be implemented in two phases: first to

install the on-site hardware and second to implement a customized software and data processing system unique to the MoT/

UBC network.

The general purpose of the system is to monitor the structural health of the bridge for seismic, impact and deterioration

effects. This considers two loading levels: severe infrequent events, such as seismic and impact/collision; and frequent long-

term effects, such as wind, traffic, etc. The system instrumentation consists of:

1. Tri-axial accelerometers on pier footings using 4 g force-balance EpiSensors

2. Tri-axial accelerometer at each abutment (2 in total) using 4 g force-balance EpiSensors

1 2 3 4 5
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Fig. 6.1 General configuration and bent designation of the IMSNC

Fig. 6.2 Approach truss spans, (a) Deck floor and steel warren trusses, (b) Bent 14: south end of the approach truss spans

6 Temperature and Traffic Load Effects on Modal Frequency for a Permanently Monitored Bridge 57



3. Strong motion measurements off the structure, including free-field and down-hole accelerometers using 4 g force-balance

EpiSensors

4. Strain measurements on the deck floor beams and major truss elements using 2,000 με dynamic gauges

5. Temperature measurements at several locations, both the North and South ends using thermistors

6. Wind speed measurements at midspan using a cup and vane sensor

The data will be collected at a central data recorder, in which a certain amount of on-site data processing will occur. Then

processed and raw data will be sent to UBC for further processing and storage. The monitoring system has approximately

100 acceleration recording channels; however due to the configuration of isolation bearings and expansion joints, the bridge

is essentially split into 10 smaller independent structures. This means that in reality there is an average of about 10 channels

per structure.

6.3.1 SHM General Overview

The SHM system has been installed on the IMSNB as of May 2011. The monitoring system will be part of the province-wide

BCSIMS (BC Smart Infrastructure Monitoring System) network, with its central server located at the UBC. The purpose of

the system is to monitor the structural health of the bridge for seismic, impact and deterioration effects. This system

considers two loading levels: severe infrequent events, such as seismic and impact/collision; and frequent long-term effects,

such as wind, traffic, etc.

The BCSIMS network will consist of four elements: a webpage interface for both Authorized users and the general public

(www.bcsims.ca); a main server to coordinate information from all of the monitored sites and communicate information to

the website (SIMS1); a remote site computer to process data, make decisions on structural status, and to communicate to the

central server (SIMS2); and lastly specialized data analysis servers to handle advanced processing (SIMS3). More

information about BCSIMS can be found in [12].

6.3.2 SHM Details

For the viaduct section (from the North Abutment to the last concrete span between Piers 9 and 10):

• Tri-axial accelerometers at ground level at each of the North abutment, Piers 3, 5, 7 and 9.

• Two uni-axial accelerometers measuring transverse and longitudinal motions at the west side of pier caps on Piers 3, 5, 7

and 9

For each approach truss (10, 11, 12 and 13)

• Uni-axial accelemeters measuring longitudinal motion at the west side, top chord, at each end

• Uni-axial accelerometer measuring Vertical motion at top chord, midspan, east and west sides;

• Uni-axial accelerometer measuring Transverse motion at top chord, midspan, west side

• Clamp mounted dynamic strain gauge at the bottom flange of midspan floor beam;

• Drilled dynamic strain gauge at the bottom chord west side near midspan

For main bridge

• Uni-axial accelerometer measuring longitudinal motions at north end of north anchor span (pier 14) and at south end of

south anchor span (pier 17)

• Two uni-axial accelerometers measuring vertical motion (east and west sides top chord) and one measuring transverse

motions (west side top chord) repeated at five locations on the main bridge (in North and south anchor spans; north and

south cantilever spans and in suspended span)

• Additional uni-axial accelerometer measuring transverse motions at west side bottom chord at two locations; North and

South cantilever spans.

• Strain gauge similar to approaches (on floor beam and bottom chord) at five locations similar to accelerometer locations

on main bridge (10 total)

• Wind direction and wind speed sensor located on west side, bottom chord near midspan of suspended span.
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Additional ground sensors:

• Tri-axial sensor mounted on pier foundation at piers 10, 11, 12, 13, 14, 15, 16 and on south abutment (17)

• Two tri-axial free-field sensors: North end on concrete pad between Piers 10 and 11; South end in concrete vault on East

side of HW 1 south of IMSNB monument.

• Downhole triaxial accelerometer 12 m deep between Piers 10 and 11 (underneath North free-field sensor)

Additional details

• Two temperature sensors; at Piers 10 and 16 near top of pier

• Central DAQ (data recorder) located at foundation level of Pier 10

• Back-up power system consisting of battery UPS (12 h) and propane generator (20 day) located at foundation level of Pier 11

(Fig. 6.3)

Fig. 6.3 Location of accelerometers on idealized model of bridge; Viaduct (top), approaches (middle) and main span (bottom)
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6.4 Comparison of Traffic Load to Modal frequency

One set of monitored ambient vibration data (17 days in length) is collected from IMSNC Bridge starting from August 10th,

2012 at 18:00 p.m. to August 27th, 2012 at 15:00 p.m. Collected data is analysed with an algorithm developed in MATLAB

[14]. The algorithm includes calculation of Fourier Amplitude Spectrum (FAS), Root Mean Square (RMS) acceleration, and

mean value of each channel, the identification of modal frequencies, and time variations of calculated parameters. Standard

signal processing tools are applied to each acceleration channel: baseline correction and band-pass filtering. The corner

frequencies of band-pass filter are selected as 0.05 and 20 Hz for high-pass and low-pass, respectively. Results presented in

this study focus on only the midspan of the bridge, which incorporates the bents between 14 and 17.

Figure 6.4 depicts the time variation of FAS for channel 74, which is located at mainspan of the bridge and is measuring

the vibrations in vertical direction. The first modal frequency is at 0.8 Hz, which is the first vertical mode of the main span of

the IMSNC Bridge. The amplitudes increase in daytime and reach its peak values at around 12:00 p.m. every day due to

increase in traffic load on the bridge. Conversely, the amplitudes of the first vertical mode decrease in night due to decrease

in traffic load. Such increasing and decreasing in amplitudes is observed for each day during 17 days of recording. Because

there is less traffic on the bridge in weekends, the amplitude of the first vertical mode does not experience the same level of

amplitude as it does in weekdays. The second peak, as seen from Fig. 6.5, is at around 1.167 Hz, which is the first torsional

mode of the mainspan bridge. Table 6.1 lists the first four vertical and the first three torsional modal frequencies of the

mainspan of IMSNC bridge. Similar amplitude fluctuation behaviour is observed for the first torsional mode of the IMSNC

bridge listed in Table 6.1: increase in daytime and decrease at night. The paper focuses on the first vertical mode and the first

torsional mode of the mainspan of ISMNC bridge (Fig. 6.6).

The traffic load on the bridge varies during daytime and night, generally adding to the mass of the structure during the

day. The vertical amplitudes of the vibration in the midspan of the bridge were observed to have a direct correlation with

the traffic load on the bridge: increasing in daytime and decreasing in night. The scale on the right side of the Fig. 6.7 is the

RMS value of the vertical vibrations recorded by channel #74, which is located in the midspan of the bridge Channel #75,

is the vertical sensor on the opposite side of the bridge. The figure clearly shows the increase in vibration in daytime and

decrease in night due to traffic load on the bridge. RMS values, therefore, can be interpreted as an indicator of the traffic

load on the bridge.

The scale on the left side of Fig. 6.7 is the modal frequency. The modal frequency varies between 0.75 and 0.82 Hz:

decreasing in daytime and increasing at night. Since the RMS value increases in day and decreases at night, the fluctuation in

modal frequency coincides with the traffic load (RMS values). Similar behaviour is observed for the first torsional mode of

the mainsapan of the bridge where the first torsional mode varies between 1.15 and 1.175 Hz. It could then be further inferred

that the change in mass during the day with additional traffic load is what affects the reduction in modal frequency.
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Fig. 6.4 Time variation of Fourier Amplitude Spectrum of the first vertical mode at 0.8 Hz of channel #74, which is located in the mid span of

main bridge and is recording in vertical direction
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Fig. 6.5 The average of FASs – for channels 74 and 75 – over 17-day clearly indicates the vertical and torsional modal frequencies of the main

span. Averaging filters out all noise components from entire frequency band

Table 6.1 Vertical and torsional modal frequencies of the IMSNC Bridge (mainspan only)

Mode Freq. [Hz] Descr.

1 0.80 1st vertical

2 1.167 1st torsion

3 1.475 2nd vertical

4 2.10 3rd vertical

5 2.358 2nd torsion

6 2.783 4th vertical

7 3.383 3rd torsion
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Fig. 6.6 Average of Fourier Amplitude Spectrum of torsional modes of the mainspan (obtained by the difference of channel #74 and 75)
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A recent work at The University of Nevada at Reno studied the effect of traffic on a bridge during a seismic event [15].

It was found that there is a significant improvement on the bridge performance during small amplitude motions due to the

presence of vehicle loads. This may be due to increased damping in the vehicle-structure system. Further study to investigate

any relationship in changes in damping and modal frequency with traffic load is warranted.

Such fluctuation in the RMS values does not only cause shift in modal frequency, but also causes amplification in the

modal response. Figure 6.8 shows the time variation of the amplification of first vertical mode of the bridge. This

amplification, C0, varies for each modal frequency and is calculated for 2 min of moving windows. The amplification is

calculated as a constant value for each moving window. The value of the constant is typically determined by taking the

average of the standard FASs over a selected frequency band (fi and fn) as given in (6.1)

C0 ¼
Pfn

f¼fi Xðf Þj jjYðf Þj
Pfn

f¼fi X
2ðf Þ (6.1)

where X(f) and Y(f) are the Fourier amplitude spectrum of reference state and current state, respectively. The amplification is

calculated over a narrow frequency band, fi and fn, which contains the modal response for which the amplification is

calculated for. Derivation of constant amplification, C0, is based on least-square and more information about it can be found

in [16]. The reference state is taken as the state on Wednesday August 17th at 12:10 a.m. where the constant average

amplification is calculated as 1 for the first vertical mode frequency as shown in Fig. 6.8. Amplification of the first vertical

mode fluctuates between 1 and 10.2 with respect to reference state. The traffic load on the bridge amplifies the response of

the first vertical mode seven and ten times during daytime weekdays and daytime weekends, respectively. The first torsional

mode of the structure amplifies 5.5 and 4 times in daytime weekdays and weekends, respectively.

Sun12AM Sun12AM Sun12AM

0.78
0.79
0.8

0.81
0.82
0.83

P
ea

k 
F

re
qu

en
cy

, [
H

z]

Sun12AM Sun12AM Sun12AM

0.5

1

1.5

2

R
M

S
 V

al
ue

Channel: 74
Channel: 75
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6.5 Comparison of Temperature to Modal Frequency

A plot of the changes in temperature over the period of 17 days is shown in Fig. 6.9. The temperature varies between 9.4 �C
and 25.7 �C, with maximum during the day and minimum at night as expected; however the maximum and minimum values

are not consistent from a day to day basis, as was seen with the RMS and modal frequencies. Therefore it is not possible to

conclude that the temperature effect is directly affecting the change in modal frequency. Further analysis over a longer

period of time is will be performed to have a better understanding about the relation between temperature and modal

properties of the IMSNC bridge.

6.6 Summary and Conclusions

This paper presented a study on the monitored change in fundamental frequency for the IMSNC in Vancouver BC.

Examining 17 days of data, the fundamental frequency was shown to vary between 0.75 and 0.82 Hz in a roughly sinusoidal

pattern with the highest frequency occurring at night and the lowest occurring during the day. The change in frequency was

compared to changes in monitored temperature and in RMS acceleration of the vertical sensors at midspan of the bridge.

From the results, it was found that:

• The fundamental frequency of the bridge (vertical mainspan) varied between 0.75 and 0.82 Hz in a daily pattern, with

maximum (approximately) at midnight and minimum (approximately) at noon. Similarly, the first torsional mode of the

midspan of the bridge varied between 1.15 and 1.175 Hz with maximum at midnight and minimum at noon.

• The RMS amplitude of the vertical acceleration at midspan varied between 0.22 g at midnight and 2.48 g at noon, which

corresponds well with general traffic on the bridge having the highest levels during the day with reduced traffic at night.

Further, upon examination of a weekly pattern, it is seen that the fluctuation is regular during the 5 weekdays, with less

amplitude on Saturday, and the least amplitude on Sunday.

• Temperature is seen to vary normally with peaks during the day and lows at night. The variation over the 17 day period is

between 9.4 �C and 25.7 �C.
• The traffic load on the bridge amplifies the response of the first vertical mode seven and ten times during daytime

weekdays and daytime weekends, respectively. The first torsional mode of the structure amplifies 5.5 and 4 times in

daytime weekdays and weekends, respectively.
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Fig. 6.9 The time variation of the first vertical mode of the main span (green and blue lines) and the measured temperature values
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Since the observed changes in frequency and amplitude are more regular than the changes in temperature, it could be said

that the change in frequency is due to the effect of traffic on the bridge. This could be due to the direct effect of the increased

mass on the bridge; it is seen that the lowest frequency is during the day (and highest at night) which corresponds with the

concept of the greater mass during in the day lowering the fundamental frequency.

To examine this further, a more detailed study will be required to look at the effect of change in traffic throughout the day.

For example in the two rush hour periods where the bridge is heavily loaded with slow moving traffic, and then the midday

period where the bridge is heavily loaded with faster moving traffic. In addition the phenomenon will be studied using a

longer set of data, such as sets of 2 weeks of data each month for 6 months.
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Chapter 7

Structural Monitoring and Analysis of Bridges

for Emergency Response

Martin Turek, Yavuz Kaya, Carlos Ventura, and Sharlie Huffman

Abstract The British Columbia Ministry of Transportation and the University of British Columbia have implemented a

program to instrument key structures to provide confirmation of seismic capacity, assist in focusing retrofit efforts, perform

structural health evaluations and provide rapid damage assessment of those structures following a seismic event. The

instrumentation system installed at each structure will automatically process and upload data to a central server via

the Internet. The alert systems and public-access web pages can display real time seismic data from the structures and

from the BC Strong Motion Network to provide input for assessments by the Ministry of non-instrumented bridges. These

systems may also provide other agencies, emergency responders and engineers with situational awareness.

Keywords Instrumentation • Real-time monitoring • Emergency response • Damage detection • Modal identification

7.1 Introduction

The MoT has been instrumenting structures in collaboration with the Earthquake Engineering Research Facility (EERF) at

the University of British Columbia (UBC) since the late 1990s. The west coast of BC lies in Canada’s highest seismic zone, a

as a result, the primary purpose of these original systems was to capture the ground motion input in the event of an

earthquake. More recently, the instrumentation has been expanded to incorporate Structural Health Monitoring (SHM). Two

design- build bridges have included instrumentation; one existing bridge has also been instrumented, and up to eight more

bridges will be added to system by the end of 2014.

In addition to the structural monitoring, the Geologic Survey of Canada (GSC) through the Pacific Geosciences Centre

(PGC) maintains the Provincial Strong Motion Network (SMN) comprised of over 130 ground monitoring stations. Over the

last several years the MoT has been working with the PGC expanding the number of stations in the network. Building on

these collaborations, MoT and UBC embarked on a program called the British Columbia Smart Infrastructure Monitoring

System (BCSIMS). The system integrates data from the instrumented structures and strong motion network, organizes and

processes the information in an efficient manner, to deliver that information to the appropriate parties.

The Goals of the System are to: (1) Provide a real-time seismic structural response system to enable rapid deployment and

prioritized inspections of the Ministry’s structures; and (2) Develop and implement a health monitoring program to address

the need for safe and cost-effective operation of structures in BC.
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7.2 BCSIMS System Architecture

Figure 7.1 presents an overview of the BCSIMS system architecture. The system combines components of hardware and

data acquisition, data storage and processing, and network communication. As shown in the Figure, structural data is

acquired on a local level, using as an example the Second Narrows Bridge (a total of four generic structural stations are

shown, but an indefinite number of stations can be added to the system). The raw data from the local DAQ is sent to a local

database, which contains all of the same fields as the global database. Event triggers are set at the structural station in the

hardware; a trigger initiates a recording that is placed in the local database. This initiates the SIMS2 local analysis module;

the results of the analysis are placed in the local database, and both raw data and results/parameters sync to the global

database. Upon receipt of new data/results in the global database, the SIMS3 advanced analysis PC will initialize a report

generator. Reports will be sent to the webpage and to selected user email accounts via HTML.

In order to streamline the data transmission process, UBC has developed its own data archiving standards and protocols. The

advantage of this approach is that it helps achieve consistency and platform-neutrality across all hardware platforms thereby

simplifying the downstream processing. In addition to being able to use the most suitable hardware for a specific bridge (e.g. for

technical performance or cost effectiveness), it also offers flexibility in replacing (e.g. defective) sensors in the future.

The implementation of the data transfer protocol has been through one of two ways. AWindows COM interface is created

that runs on the site PC next to the supplier software. This interface converts the data into the SIMS format and uploads it

directly to the local database for use in the BCSIMS system. The second approach is through an application called the

‘Virtual Data Acquisition System’, VDAS, which will also run on the site PC. Since typically each hardware supplier has its

own data format, VDAS is designed in such a way that it can read different data formats, converts them to SIMS format, and

uploads them into a ring buffer in local database.

Fig. 7.1 BCSIMS system architecture
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7.3 Web Interface

Thewww.bcsims.cawebsite is the gateway for user interaction and operationalmanagement. There are two viewmodes – public

and restricted, which dictate the nature and amount of information accessible on the webpages. The public view consists of a

shakemap intended for general public consumption and the restricted view contains further information for advanced users, such

as processed and/or raw downloadable data and unpublished results. Figure 7.2 shows a screen shot of the website homepage.

The circles represent the strong motion network stations, and the squares are structural stations.

The structure stations and strong motion sensors of the IANet are displayed as icons on a digital geomap. The interactive

map allows zooming in/out and focusing on a particular station. Additional metadata for the structures such as location

information and live links to webcams are also provided. Lists of recent events and recent seismic activities are provided

from which the user can access published information for the corresponding events and activities.

There are two main view modes in the main page of the bcsims.ca from which the user can extract information: Station

Activity & Event view mode and Earthquake Events view mode. Station Activity & Event mode displays activities recorded

for each IANet station within a user selectable time period. Recorded activities are indicated by color and circle. Size of the

circle indicate the maximum measured amplitude of the record (PGA), where as color depicts the kSI (Katayama Spectral

Intensity) value. By clicking on any of the IANet station on the geomap, the user can access all the activities recorded by that

station, and download raw or process data such as velocity, displacement, Fourier amplitude spectrum, and response

spectrum. Earthquake Event View mode, on the other hand, displays recent earthquakes that has happened in BC with its

epicenter located on geomap. The epicenter of an earthquake is revealed by a colored-star where the size of star indicates the

moment magnitude of the earthquake. The user has the option to display several different shake maps such as Instrumental

Intensity [1], Katayama Spectra Intensity [2], and Japan Meteorological Agency Intensity [3]. Other options include the,

PGA, PGV and PGD values. The default option is the PGA shake map.

In addition to the homepage and shakemaps, links from each bridge icon in the map directs to the Structures Information

Pages. The idea of the Structures Information Page (SIP) is to provide an overview of the status of the structure and more

detailed results of the various structural assessments carried out by the system. The SIP is divided into several tabbed

sections. The tabs include a summary view, analysis view, data view and structure view. The exact configuration of the tabs

Fig. 7.2 Screenshot of the BCSIMS homepage
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is being finalized and may differ from this list; however the content is generally the same. The concept is to separate into

information relating to events, data, analysis and static data such as instrumentation drawings and photos of the site.

Figure 7.3 shows the current ‘Drift Analysis’ (which contains data); a 3D model of the Pitt River Bridge is shown. The model

can be used for various analysis results.

7.4 Structural Monitoring

The MoT has been instrumenting bridges and tunnels in collaboration with the University of British Columbia since the late

1990s; four structures were originally instrumented. These include the French Creek Bridge and Portage Creek Bridge on

Vancouver Island, George Massey Tunnel (Hwy 99) and Queensborough Bridge (Hwy 91A) both South of Vancouver.

Work is underway to bring these legacy systems online into the BCSIMS network. These bridges typically featured strong-

motion type accelerometers, in downhole, on footings and on the structure. There are also some downhole piezometers

(measuring pore pressure) and strain gauges (measuring strain on glass-fiber column wraps).

In 2008 the new W.R. Bennett Bridge opened on Highway 97 near Kelowna, BC. The partially floating bridge was

instrumented with a 12-channel accelerometer system. In 2009, the new Pitt River Bridge opened on Highway 7 near Maple

Ridge, BC. The cable-stayed bridge was instrumented with a 46-channel system including accelerometers and wind sensor.

In 2011, instrumentation was installed on the 50-year old Ironworkers Memorial Second Narrows Crossing Bridge on

Highway 1, between Vancouver and North Vancouver. The system features 122 channels of accelerometers, free-fields,

downhole accelerometer, strain gauges, and temperature and wind sensors. Pitt River and Second Narrows were the first two

bridges to be implemented into BCSIMS.

Upcoming instrumentation includes the new Port Mann Bridge (Fig. 7.4) on Highway 1 between Coquitlam and Surrey,

BC. The 10-lane cable-stayed bridge will be instrumented with cable and structure accelerometers, wind, temperature and

humidity sensors, as well as ground and downhole stations. This is a part of a major infrastructure project that will also

include instrumentation on three underpass bridges, one 650 m long twin steel girder viaduct type structure, and seven more

strong motion network stations. All of these systems will be implemented to the BCSIMS network.

Fig. 7.3 Structure information page 3D model view
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7.5 Data Analysis

Data analysis is a core functionality of the BCSIMS system. Acknowledging the high cost and risk associated with

continuous data-streaming, founding philosophies of the system is to process data at the site and transmit results in real

time only; sending full data only as the connection/bandwidth is available.

As shown in Fig. 7.1, the data analysis takes place at a variety of stages and locations. Data is analyzed at the structure site

by the SIMS2 module and at the central site by the SIMS3 PC. Post processing of data includes statistics, ground motion

analysis, modal analysis, drift and hysteresis analysis, damage detection, finite element analysis, and finite element model

updating. All of these results are stored in the global database either directly by SIMS3, or by the process of first storing in

the local database, and synchronizing back to the global database by SIMS2 module.

Statistics are generated at the structure site on all of the data channelsby the SIMS2 module. It is capable of calculating the

mean, RMS, max, min, peak, standard deviation, skewness, and kurtosis. Such statistical values help to better understand the

structural behavior under different loading conditions, such as seasonal temperature change, daily traffic loads on bridge, etc.

The raw ground motion data is processed and stored in the COSMOS StrongMotion Data Format [4]. This well-known data

format creates three sets of files. Volume 1 files contain the raw data converted to physical units; these are typically referred to as

the ‘uncorrected files’. Volume 2 files contain the products of the processed raw time history data fromVolume 1. This includes

correction for instrument response and digital filtering. The velocity and displacement are also obtained using numerical

integration. Volume 3 files contain all of the spectral products, including the response spectra (absolute acceleration, relative

velocity, and relative displacement). Also included is the Fourier amplitude spectrum.

The SIMS2 module performs modal analysis on the acceleration time histories by means of the time domain Stochastic

Subspace Identification technique as implemented in the ARTeMIS Extractor software [5]. The output of the analysis

provides the identified natural frequencies, mode shapes, and damping ratio for a given dataset. These results are stored in

the local/global database and can be viewed on a 3D model of the structure through the web interface. The frequencies are

posted on a Control Chart and can be tracked against time, depending on the frequency of scheduled measurements. The

identified modal properties are also used in the model updating process.

Functionality for drift analysis is setup in the SIMS2 module; the user specifies drift pairs and the system computes the

drift from the integrated displacement values. The displacement values are calculated by double integration of the narrow-

band filtered acceleration data. The filter corner frequencies of each drift analysis depend on the first predominant frequency

of the part of the structure for which the drift is calculated. The peak displacement values calculated during an event are

stored in the database. Any drift value exceeding predefined threshold value will indicate a possible damage in the structure.

Fig. 7.4 Port mann bridge
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The BCSIMS system is set up to use various techniques of damage detection at different locations. In addition to the

techniques already implemented in the system, part of the mandate of the BCSIMS scope is to conduct research on new

techniques and implementation of other existing techniques. The first of the implemented algorithms is in the SIMS2

module. It is a statistical algorithm [6]. As with many algorithms, the method observes damage as changes to modal

parameters. Consequently, the first requirement of the method is to obtain a series of data sets from the same structure, to

obtain a baseline model from which to observe potential changes.

One desirable feature for this algorithm is its ability to detect damage even in the presence of noise, and common

environmental effects such as temperature changes. An additional advantage is with regards to the concept of the sub-

structuring or clustering of the model for the analysis. This is important for the speed of the algorithm, and for the accuracy

of the damage identification. In addition, parts of the structure, which are not expected to be damaged, can be removed from

the analysis to improve on speed and accuracy.

A second set of algorithms has been implemented to run in an offline mode through the SIMS3 machine. Five of those can

be considered as mode shape based methods. These methods were compiled and used in a well-known study by [7]. These

algorithms are:

1. Damage index method – [8]

2. Mode shape curvature method – [9]

3. Change in flexibility method – [10]

4. Change in uniform load surface curvature – [11]

5. Change in stiffness method – [12]

The primary advantage of these methods is the relative ease of formulation, speed of use and simplicity of output results.

However, the disadvantage is in the requirement for measurement of the mode shapes in more detail on the structure. This

can present a problem in many situations when limited instrumentation is available.

The last set of methods is the flexibility-based methods, of which two are implemented also in an offline mode on SIMS3.

The flexibility-based methods use the concept of changes in assembled flexibility matrix to identify and locate damage in a

structure. The flexibility matrix can be obtained for stochastic (output-only) data by manipulations of the results from time

domain system identification. Previous work [13] utilized two variations of stochastic flexibility methods. These methods are:

1. Stochastic Damage Locating Vector (SDLV) Technique – [14], based on the Damage Locating Vector (DLV) Technique –

[15, 16].

2. Proportional Flexibility Matrix Technique – [17]

Finite element models of the monitored structure are another important element in the overall data analysis capabilities.

Software is setup on the SIMS3 for the analysis; both during initial calibration and during routine and triggered events. The

models will be updated using data from the measured structure, and are used for analysis such as:

1. Stress and load

2. Fatigue

3. Damage location and quantification

4. Prognosis (life expectancy)

For most monitoring system cases, a preliminary FEM will be created and an on-site ambient vibration test will be

performed. The FEM will then be manually or automatically updated based on the obtained results. The model can then be

used to:

1. Design the permanent monitoring system

2. Evaluate potential damage detection methods through simulation

3. Perform real-time analysis

4. Be used for scheduled structural analysis based on updated models

Automated FEM updating is performed through the SIMS3 PC using the FEMTools commercially available software.

Once a new set of modes is placed in the database, an automated process on the SIMS3 machine triggers an updating run

using the software; the updated modal comparison matrix and parameter changes are placed in the database. The new FE

model is placed in a folder labeled with the event ID and time. The new updated model can be used for further analysis. The

process requires a preliminary manual updating of the model, usually done with data from a more detailed ambient vibration

test. The settings from this ‘manual’ update are used to create command files for the automated process.
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7.6 Summury and Future Work

The British Columbia Ministry of Transportation and the University of British Columbia have embarked on a program called

the British Columbia Smart Infrastructure Monitoring System (BCSIMS). The system aims to integrate data from the

instrumented structures and the strong motion network, organize and process the information in an efficient manner, and to

deliver that information to the appropriate parties.

The Goals of the System are to: (1) Provide a real-time seismic structural response system to enable rapid deployment and

prioritized inspections of the Ministry’s structures; and (2) Develop and implement a health monitoring program to address

the need for safe and cost-effective operation of structures in BC. Currently the system incorporates more than 100 strong

motion network stations, five structural stations, and as many as ten more structural stations by the end of 2014.

The system is based on local database and analysis modules, located at every structural monitoring site. A global

database, web server and advanced analysis PC are located at the University of British Columbia and act as the heart of the

system. Access for most users is via the website www.BCSIMS.ca which allows for viewing of the strong motion network,

structural stations, data, results and event reports. BCSIMS features some other capabilities that are discussed in more

detail in [18].

The next phase of development of the BCSIMS system will be through the European Union funded ISMS Project. This

will feature development and implementation of new damage detection algorithms. It will also feature several upgrades to

the existing BCSIMS framework such as more sophisticated graphical interfaces, expansion and revision of the current

database functionality and more efficient analysis methods. Currently the system is being tested, and work with BC

emergency management teams is underway to begin using the system.
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Chapter 8

Long-Term Modal Analysis of the New Carquinez Long-Span

Suspension Bridge

Y. Zhang and J.P. Lynch

Abstract Recent acceleration in the development of sensing and data acquisition technologies has led to the dramatic

reduction in the cost of monitoring solutions while functionality has improved. These trends have made instrumentation of

large, complex infrastructure systems for long-term monitoring possible. For many structures, long-term monitoring

provides a massive data set upon which the system’s modal properties can be empirically identified. Modal properties

have been previously used for model updating and to better understand the performance of the instrumented structure. In

this study, a low-cost wireless sensing platform has been used to permanently instrument a long-span bridge for long-term

monitoring of structural behavior under normal operational loading profiles including exposure to wind, temperature and

traffic loads. The Alfred Zampa Memorial Bridge (also termed the New Carquinez Suspension Bridge) located in Vallejo,

California was instrumented to monitor bridge accelerations, strains, and displacements. In addition, the wireless

monitoring system was used to indirectly monitor thermal and wind loads by measuring temperature and wind

characteristics (i.e.,direction and speed) respectively. The study’s primary focus is on the autonomous extraction of

modal characteristics of the bridge using the output-only stochastic subspace identification (SSI) method. Using extracted

modal frequencies, relationships are presented between the modal characteristics of the bridge and environmental

parameters such as temperature and traffic activity.

Keywords Structural monitoring • Automated modal analysis • Environmental loading • Subspace system identification

• Wireless sensors

8.1 Introduction

Long-term monitoring of large-scale civil infrastructure systems is desirable because direct observation of structural

responses in normal and extreme load environments can advance the field’s understanding of structural behavior. For this

reason, many instrumentation projects are underway in the United States. The most successful long-term monitoring project

is the California Strong Ground Motion Instrumentation Program (CSMIP) administered by the State of California’s

Department of Conservation [1]. This program has installed a state-wide array of accelerometers to monitor ground motions

and structural responses during earthquakes. In California, many of the long-span bridges including the Alfred Memorial

Bridge has a dense array of force balanced accelerometers installed by CSMIP to monitor the bridge during moderate and

strong ground motions. While many of these instrumentation programs have been motivated by a desire to understand how

bridges behave under extreme loads, recent interest in long-term monitoring has been further motivated by a desire to assess

bridge health conditions from monitoring data. This interest in structural health monitoring (SHM) has been triggered by the

dramatic reductions in cost of traditional sensing solutions while non-traditional sensing technologies (e.g.,wireless sensors)
have matured to now offer monitoring conveniences not previously available.
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A number of long-term bridge performance studies have been undertaken on heavily instrumented bridges. In many of

these studies, the behavior of the bridges over long periods of study has been described using modal parameters (i.e., modal

frequency, modal damping, and/or mode shapes). Modal analysis is well suited for these studies because modal parameters

represent the global characteristics of the structure and, in theory, should remain fixed for an invariant system. However, the

subtle variations in a structural system’s behavior due to environment and time can be efficiently described using modal

parameters. Modal properties extracted are also used to calibrate the finite element models of the bridges instrumented.

Updated finite element models are essential tools that are used by engineers to estimate the health of a structure after extreme

loading events such as strong ground motions. Some examples of long-term bridge performance studies that adopted modal

parameters are the long-term structural monitoring systems on the Tamar Bridge in the UK [2] and the Ting Kau Bridge in

Hong Kong [3]. The Tamar Bridge is a large-scale suspension bridge that is instrumented with three comprehensive

structural monitoring systems. Principle component analysis and mathematical models have been applied to study

relationships between modal frequencies and changes in the environment and traffic. The Ting Kau Bridge is a cable-

stayed bridge located in Hong Kong and is permanently instrumented with 67 channels of acceleration data and 83 channels

of temperature data. Support vector machine techniques have been used to quantify the relationship between modal

frequency and temperature.

In this paper, long-term modal analysis is performed on the Alfred Zampa Memorial Bridge (also termed the New

Carquinez Suspension Bridge). This bridge has previously been instrumented with a permanent wireless monitoring system

to record the behavior of the bridge under its normal operating loads. A total of 124 sensing channels have been installed in

the bridge including accelerometers to measure deck and tower accelerations, strain-gages to measure deck flexural

responses, and potentiometers to measure deck displacements at the towers. In addition, temperature and wind loads are

assessed using thermometers, wind vanes and anemometers. In this study, the accelerometers installed along the bridge deck

are primarily used to estimate the modal properties of the bridge using output-only system identification methods.

Autonomously extracted modal parameters are analyzed to identify trends in modal parameters due to changes in tempera-

ture and time of the day (which will correlate to traffic loading). The paper begins with a description of the New Carquinez

Suspension Bridge long-term monitoring study followed by a detailed description of the system identification methods used

to extract modal parameters. Next, the results of the study are presented with the paper concluding with a summary of the

study’s findings.

8.2 New Carquinez Bridge Long-Term Monitoring Study

The New Carquinez Suspension Bridge (Fig. 8.1) is a major suspension bridge built in 2003 over the Carquinez Straights

and connects Vallejo with Crockett, CA. The bridge carries four lanes of westbound I-80 traffic. The bridge is constructed

from a steel orthotropic box girder supported by two major suspension cables and two reinforced concrete towers (referred

to as the south and north towers). The total length of the bridge is over 1,000 m (3,500 ft) and the main span between

towers is over 700 m (2,300 ft). A long-term wireless structural monitoring system was installed starting in the summer of

2010 with the system in continuous operation now for over 2 years [4, 5]. The wireless monitoring system installed is

based on the use of a low-cost wireless sensor node developed at the University of Michigan termed Narada [6]. Narada is
a wireless data acquisition system specially designed for monitoring civil infrastructure systems where low power

consumption (i.e., rechargeable battery operated), high data resolution (i.e., 16-bits or higher), and long communication

ranges (i.e., 500 m or longer) are all required system capabilities. On the New Carquinez Suspension Bridge, a total of 33

Narada nodes each capable of collecting up to 4 independent channels of data were installed over a 2 year period with

various sensing transducers interfaced: 23 tri-axial accelerometers (to measure deck and tower accelerations), 3 string

potentialmeters (to measure longitudinal movement between the deck and the towers), 33 battery voltage detectors (to

monitor the battery level on each Narada), 9 thermistors (to measure the ambient and girder temperatures), 2 wind vanes,

2 anemometers and 6 string gages (to measure deck bending strains). A total of 124 sensing channels have been deployed

on the bridge as summarized in Fig. 8.1. The Narada nodes (Fig. 8.2a) are all powered by rechargeable batteries that are

continuously charged by solar panels installed on the top deck of the bridge (Fig. 8.2b).

The monitoring system is supported by a custom-designed cyber environment that seamlessly integrates the wireless

sensors with the Internet where data can be stored in remote database systems and processed using powerful analytical tools.

At the bridge, the wireless monitoring system is divided into three sub-networks: one sub-network includes all of the

wireless sensors on the girder centered near the north tower (sub-network #1), another sub-network includes all of

the wireless sensors on the girder centered near the south tower (sub-network #2), and the third sub-network included the

nodes on the top of the two towers (sub-network #3). Each sub-network is managed by a Linux server implemented on an
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inexpensive single-board computer. The functionality of the server is to: (1) time synchronize the server clock using the

network time protocol (NTP); (2) time synchronize the wireless sensors in each sub-network using a beacon time

synchronization protocols previously developed for Narada; (3) command the wireless sensors to collect data; (4) locally

store data on the on-board hard drive; and, (5) communicate data to the Internet via a cellular modem. The servers can collect

data on either a schedule or upon user-demand; their default data collection occurs every 4 h with 8 min of bridge response

data collected.

A massive database server termed SenStore has been created off-site to store the data and to expose application

programming interfaces (APIs) to data clients seeking to use bridge data in their data processing algorithms. SenStore is a
data management system designed for structural health monitoring (SHM) applications [4]. It uses a relational database to

store bridge meta-data including structural component definitions, geometric details, sensor network data (e.g. sensor type

and installation location), and structural analysis information (e.g., definitions needed for finite element modeling). Because

the massive amounts of raw time history data from sensors are ill-suited for storage in a traditional relational database, a

secondary database system based on the HDF5 file system is implemented in SenStore for the storage of sensor data. The

relational database links directly to the HDF5 file system so that queries for sensor data can be handled by the SenStore
server through the relational database. The server–client model implemented in the design of SenStore allows secure access
to bridge data through a well-defined set of APIs. Computational tools are designed to perform autonomous system operation

and to undertake data analysis. Tools for tracking sensor operation (i.e., fault detection), data visualization, and modal

parameter extraction, among others, have been already created [7]. In this paper, the tools designed for automated modal

extraction are primarily used to process bridge data.
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Fig. 8.1 Wireless sensor network deployment on the New Carquinez Suspension Bridge

Fig. 8.2 Installation details of the New Carquinez Suspension Bridge long-term monitoring system: (a) typical Narada wireless sensor node

beneath the deck girder in a magnetically mounted weather-proof enclosure; (b) small solar panel installed on the bridge top deck to power a

Narada node; (c) string potentiometer at the deck-tower interface to measure longitudinal displacement
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8.3 Stochastic Subsapce Indentification (SSI)

In the system identification of civil engineering structures, output-only methods are a popular choice as there are many

technical and practical issues that make use of direct input–output methods very difficult to employ. Specifically for large-

scale bridges, it is difficult to obtain the input to the system such as live loads (e.g. heavy trucks). Other loads, such as wind

loads, are difficult to fully quantify using discrete measurement of wind parameters. To circumvent the need to have load

(input) information, several output-only system identification techniques have been adopted for the modal analysis of civil

structures. Stochastic subspace identification (SSI) [8, 9] and frequency domain decomposition (FDD) [10] are common

choices when performing the modal analysis of bridges to extract the modal properties [2, 4, 11]; other output-only methods

also exist and have been successfully employed.

The vibration response of a discrete system with n masses (i.e., degrees of freedom) connected through springs and

dampers can be described by the following second-order ordinary differential equation:

M €UðtÞ þ C2
_UðtÞ þ KUðtÞ ¼ FðtÞ (8.1)

whereM,C2,K 2 Rn�n are the mass, damping and stiffness matrices, respectively, F(t) 2 Rn�1 is the excitation force vector,

and U(t) 2 Rn�1 is the displacement vector of the system in continuous time t. For civil engineering structures, especially

bridges, it is difficult to acquire and quantify the system input (load). As such, the ambient excitation of the system is

typically assumed to have zero mean and broadband (i.e., white). For the reasons stated above, stochastic state-space model

is introduced to describe the behavior of the dynamic system. For clarity, the SSI derivation provided by Peeters and Roeck

[8] and Overschee and Moor [9] will be restated here; interested readers should consult these seminal works.

The state-space model of the continuous time system is described as follows:

_xðtÞ ¼ AcxðtÞ þ BcuðtÞ (8.2)

yðtÞ ¼ CxðtÞ þ DuðtÞ (8.3)

xðtÞ ¼ UðtÞ
_UðtÞ

� �

(8.4)

Ac ¼ 0 In
�M�1K �M�1C

� �

(8.5)

Bc ¼ 0

M�1B2

� �

(8.6)

where xðtÞ 2 R2n�1 is the state vector, Ac 2 R2n�2n is the system matrix and Bc 2 R2n�m is the input matrix. Also, the output

can be stated as:

yðtÞ ¼ Ca
€UðtÞ þ Cv

_UðtÞ þ CdUðtÞ (8.7)

C ¼ Cd � CaM
�1K Cv � CaM

�1C2

� �

(8.8)

D ¼ CaM
�1B2 (8.9)

where yðtÞ 2 Rl�1 is the output vector and €UðtÞ; _UðtÞ and UðtÞ 2 Rn�1 are the acceleration, velocity and displacement

vectors, respectively, measured by transducers at l different locations. Ca; Cv and Cd 2 Rl�n are the output matrices for the

state acceleration, velocity and displacement, respectively. Therefore C 2 Rl�n is the state-space model output matrix and

D 2 Rl�m is the model direct transmission matrix.

Data is acquired at discrete time intervals kΔt, k 2 N, so the state-space model is reformulated in discrete-time as:

xkþ1 ¼ Axk þ Buk þ wk (8.10)
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yk ¼ Cxk þ Duk þ vk (8.11)

where xk ¼ xðkΔtÞ and Δt is the time-step. In the discrete-time state-space model, A is the discrete-time system matrix, and B
is the discrete-time input matrix. uk is the input of the system, which could be assumed to be zero in this application. As the

system is stochastic, wk and vk are Gaussian white noise processes. Therefore the system is restated as:

xkþ1

yk

� �

¼ A wk

C vk

� �

xk
1

� �

(8.12)

The Numerical Algorithms for Subspace State Space System Identification (N4SID) [9, 12] toolbox is applied to

determine the optimal system matrices A and C in this study. Block Hankel matrices, oblique projections and singular

value decomposition are all important computational component to the N4SID algorithm for SSI. The output block Hankel

matrix is constructed and defined as follows:

Y0j2i�1 def

y0 y1 . . . yj�1

. . .
yi�2

. . .
yi�1

. . .

. . .
. . .

yiþj�3

yi�1 yi . . . yiþj�2

yi yiþ1 . . . yj�1

yiþ1

. . .
yiþ2

. . .
. . .
. . .

yiþj

. . .
y2i�1 y2i . . . y2iþj�2

0

B

B

B

B

B

B

B

B

B

@

1

C

C

C

C

C

C

C

C

C

A

def
Y0ji�1

Yij2i�1

� �

def
Yp
Yf

� �

(8.13)

while an alternative form is:

Y0j2i�1 def

y0 y1 . . . yj�1

. . .
yi�2

. . .
yi�1

. . .

. . .
. . .

yiþj�3

yi�1

yi

yi
yiþ1

. . .

. . .
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� �

def
Yp

þ

Yf
�

� �

(8.14)

Denotation of p means “past” and f means “future” variables. The joint space of the past and future can be defined as

Wp ¼ ½Up
T Yp

T �T . The oblique projection, Pi, of Yf along the row space of input Uf onto the row space of Wp is

Pi ¼ Yf =Uf
Wp. As the input Uf is zero in the stochastic system, Pi, is stated as:

Pi ¼ Yf = Yp (8.15)

The oblique projection is also equal to the product of the extended observability matrix, Γi, and the state sequence

estimate, bXi; :

Pi ¼ Γi
bXi ¼ ½CT CAð ÞT . . . ðCAi�1ÞT �T ½bxi bxiþ1 . . . bxiþj�1� (8.16)

The singular value decomposition of Pi is:

Pi ¼ USVT ¼ U1 U2ð Þ S1 0

0 0

� �

V1
T

V2
T

� �

¼ U1 S1V1
T (8.17)
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where S is the diagonalized singular values matrix, U is the left-singular vector matrix, and V is the right-singular vector

matrix. Therefore, the extended observability matrix Γi and the state sequence bXi are equal to:

Γi ¼ U1 S1
1=2; (8.18)

bXi ¼ S1
1=2V1

T (8.19)

Another similar oblique projection Pi�1 is defined as:

Pi�1 ¼ Yf
�

Yp
þ ¼ Γi�1

bXiþ1 (8.20)

where Γi�1 is defined as the matrix Γi without the last low. Therefore bXiþ1 can be calculated as:

bXiþ1 ¼ Γi�1
yPi�1 (8.21)

The system equation is finally stated as:

bXiþ1

Yiji

� �

¼ A
C

� �

bXi

� 	

þ ρw
ρv

� �

(8.22)

where ρw and ρv are the noise residues. Since bXiþ1 and bXi are extracted from the SVD of Pi�1 (8.20) and Pi (8.17)

respectively, a least square method is used to find A and C:

A
C

� �

¼ bXiþ1

Yiji

� �

bXi
y

(8.23)

The damping ratio and natural frequency of the ithmode can be calculated by converting the discrete-time eigenvalues of

A to the continuous-time domain:

A ¼ ΨΛΨ�1 (8.24)

where Λ is the diagonal matrix containing the eigenvalues of A and Ψ contains eigenvectors in each column. The mode shape

vectors can be calculated as:

Φ ¼ ½Φ1 Φ2 � s Φn� ¼ CΨ (8.25)

As the measurements have noise and signal aliasing, not all the eigenvalues obtained are the corresponding eigenvalues of

the modal frequencies of the structure. In addition, for low energy modes (e.g., torsional modes), the corresponding

eigenvalues of these modes may not be able to be obtained from SSI. To autonomously extract the correct modal frequencies

directly from the data collected from the sensor network, examination of the corresponding damping ratios of each mode are

used to eliminate pure mathematical results. As for regular civil engineering structures, the damping ratio is typically lower

than 5 %. If damping results from SSI is more than 10 %, it is highly likely that the corresponding mode has not resulted from

the structural response and therefore such results should be discarded as a mathematical artifact.

8.4 Modal Analysis Results of New Carquinez Bridge

Modal properties of an invariant system are fixed in theory. However, for operational bridges, the operational environment

changes thereby introducing some variance into the system; therefore the observed modal properties are not fixed. The New

Carquinez Suspension Bridge, as one of the largest bridges in the Bay Area, experiences continual heavy traffic loads and

large temperature variations. With the implementation of the long-term structural monitoring system, automated modal
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analysis tools are used to extract modal properties at six different time periods over a day. Figure 8.3 is a typical plot of

vertical acceleration data of the deck in the time and frequency domains; this type of data is used to extract modal properties

using SSI. The relationship between modal frequencies and environmental variables is studied. In detail, the relationship

between modal frequency and temperature, modal frequency and time of the day at different days in the week, and the

relationship between horizontal movement of the bridge deck and temperature are all studied.

8.4.1 Relationship Between Modal Frequencies, Temperature and Traffic

Temperature change in the Bay Area varies in the range of 8–40 �C during a typical day in the summer. This large

temperature change will impact the material properties of the steel girder box of the bridge. The orthotropic steel box girder

of the New Carquinez Suspension Bridge is connected to the concrete footings at the wind tongues located at the towers. It is

allowed to move in, longitudinal and vertical directions to compensate for imposed loads. To evaluate and monitor the

performance of the bridge, the behavior of the deck movement is studied for the testbed structure. Data is collected from the

string potentiometers installed longitudinally at the wind tongues (Fig. 8.2c) of both towers. As the initial position between

the girder and the wind tongues is impossible to know, only the relative deck movement is obtainable as temperature varies

(Fig. 8.4). This data verifies deck contraction with reducing temperature. The relative displacements from both sides of the

bridge (at north and south towers) are also linearly related with a slope of 1 (Fig. 8.4c). As the way the string potentiometers

are installed, the positive direction is defined as north for data from the north side and south for data from the south side.

These facts indicate the bridge girder expands in the longitudinal direction when temperature increases and shrinks when the

temperature decreases, which obey thermal expansion rules as expected. The contraction behavior due to temperature

changes is symmetric when looking at the north and south sides of the bridge.
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To evaluate the performance of the bridge with the change of temperature, studies on the modal frequencies and

temperature are performed. As a large scale structure, the New Carquinez Suspension Bridge has very low natural

frequencies as shown in Fig. 8.3 with the first mode near 0.19 Hz. Due to the design of the structure, the second modal

frequency is very close to the first mode, roughly 0.01 Hz a part. As a result, the second mode is not always autonomously

detected by the automated modal analysis tools. In addition, the sixth mode is a torsional mode which has less energy and

thus more difficult to detect. Therefore, the first, third, fourth, fifth and seventh modal frequencies are used for most of the

analyses presented herein. Figure 8.5 shows the distribution of modal frequencies as a function of temperature. Modal

frequency data presented in Fig. 8.5 are obtained using the SSI method and least square linear fitting is employed to present

the trend of the data. It is shown that the 4th and 7th modes have stronger trending behavior of decreasing modal frequency

as temperature increases as compared to the other three modes. However, decreasing modal frequencies as a function of

temperature are generally observed for all of the modes. The modal frequency floating range is within 2 % of the mean value.

As the observed data is not evenly distributed over the temperature range, it is hard to make a direct conclusion of the

variance of the data for different temperature ranges.

Figure 8.6 shows the distribution of modal frequencies as a function of the time of the day. The sensor networks are

configured to acquire data 6 times a day separated by 4 h apart. Data from roughly 60 consecutive days are included in this plot

and spline of the mean values at each sensing point is fitted to show the data trend. From Fig. 8.6b, c, d, e, the data shows the

trend that the modal frequencies decrease during the early half of the day and increase in the late half of the day. Besides

the temperature variation (Fig. 8.6f), change of the traffic load is another important event that happens during the day which

would also temporarily change the performance of the bridge because traffic imposes dynamic loads and increases the weight

of the structure. It is difficult to acquire accurate traffic load data, but a good estimation could be made based on the

relationship of traffic and time of the day. Traffic loads are higher during the day time compared to the night time and the peaks

occur at rush hour (8 a.m. and 5 p.m.). In Fig. 8.6d, e, the frequencies seem to dip lower at rush hour as compared to

frequencies from other non-rush hour periods. In Fig. 8.7 the mean of the normalized frequency data of each mode and the

mean of normalized temperature data at each sampling time are presented on the same figure. The amplitudes of the modal

frequency data curves are amplified by 20 times to exaggerate the trend. Modal frequency data are fitted by splines. Only the

first mode data behaves differently than the other modes in the trending over time of the day. The rest of the modes

(third, fourth, fifth and seventh) have similar general trending with frequency declining while the temperature is rising and

vice versa. Therefore, the influence of temperature and traffic loads on the NewCarquinez Bridge is certain and not negligible.

For a certain mode, the bridge tends to operate in a frequency lower than the natural frequency as the temperature and/or the

traffic loads increase and tends to operate in a frequency higher than the natural frequency as the temperature and/or the traffic

loads decrease.
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8.5 Conclusions

This paper discussed the modal analysis methods and results of a long-term structural monitoring study on the New

Carquinez Suspension Bridge. With an automated modal characteristics extraction tool, modal frequencies are successfully

obtained using the output-only SSI method. Second and sixth modes have low levels of energy and are therefore difficult to

identify. Therefore the first, third, fourth, fifth and seventh modes are used to study the relationship between modal

frequencies and environmental variables. For the third, fourth, fifth and seventh modes, the observed modal frequencies

tend to decrease as the temperature increases. The fourth and seventh modes have stronger decreasing linear relationships
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with the temperature. Moreover, the traffic also has an impact on the performance of the bridge; the modal frequencies tend

to decrease as the traffic loads increase. In addition, the longitudinal movement of the orthotropic steel box girder is found to

behave linearly with temperature. Future work is exploring modal information collected more frequently during the day

(e.g., every hour) to verify the identified reduction in modal frequencies due to traffic loads.
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Chapter 9

Static and Dynamic Monitoring of Bridges by Means

of Vision-Based Measuring System

Giorgio Busca, Alfredo Cigada, Paolo Mazzoleni, Marco Tarabini, and Emanuele Zappa

Abstract Civil structure static and dynamic monitoring is a key activity for both safety and maintenance purposes. In this

paper the use of cameras to monitor a bridge response to train transits is being considered and results are presented and

compared with a reference measurement, provided by a laser interferometer. A camera is a non contact measurement device,

having mainly two advantages: first of all the effort required to prepare the set-up is very low, because the camera is fixed in

the proximity of the structure and the targets to be mounted on the bridge (if required) do not need any cable connection for

both power supply and signals. Secondly cameras can measure the displacements of multiple targets in the field of view. The

leading idea of the paper is to use image acquisition and processing (Pattern Matching and Edge Detection) not only to

measure the displacement of a few targets but also to grab images from a wide structure portion in order to recover

displacements of a large number of points in the field of view. The extreme final solution would be having wide area

measurements with no targets, to make measurements really easy, with evident advantages, but also with some drawbacks to

be fully comprehended.

Keywords Vision • Bridges • Dynamics • Monitoring • Uncertainty

9.1 Introduction

Static and dynamic testing of structures is at the same time a fundamental and critical operation, mainly due to the fact that

this type of testing is required for both safety and maintenance purposes. In the case of bridges, the need to periodically

assess the structure stability and runability makes this need relevant. Together with the regional railway company of

Lombardy (Ferrovie Nord Milano), it has been decided to consider a 50 m long steel trussed bridge, as a laboratory bridge, to

be used for testing vision-based motion monitoring techniques to get the best bridge response estimation and to gain

awareness of the limits related to this approach. The considered structure is an old steel trussed bridge crossing a river; it

allows good access from both sides, therefore responding to the requirements of being a sort of ‘laboratory’ bridge in which

any change in the measurement parameters are possible to obtain without too difficult operation. Trains travel on the bridge

at a rather low speed, and also dynamic phenomena involving the whole bridge are confined to the low frequency range. The

main goal of this work is to define the performances of vision-based displacement measurement techniques in terms of

sensitivity, resolution, uncertainty, in the harsh field environment, which might strongly deviate from the behaviour defined

during laboratory testing.

In this work vision approaches have been applied together with more traditional measurements: among these a single-

point laser interferometer has been adopted as the reference, at mid span, to measure the effects of train pass by in terms of

structural static and dynamic displacements (also the bandwidth definition is among the aims. The known advantages of

camera-based measurement devices, that makes them attractive for the application of bridge monitoring, include: remote
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contactless monitoring (i.e. no critical problems in setting up the measurement system, especially in the case of bridges with

frequent train passages), possibility to perform a multipoint measurement with a single camera, quick and simple

measurement device set-up (no transducers nor cables on the structure), no need of access in critical areas, especially

below the bridge to fix transducers. The mentioned aspect are even more attractive in the case of bridges crossing rivers or

deep valleys.

An additional advantage in using a camera for displacement measurements is that every row or column in the pixel matrix

can be considered a sensor on its own: so the complete camera corresponds to a very high number of parallel sensors,

allowing for distributed sensing or giving the chance to exploit this redundancy to improve measurements reliability. Due to

this reason, cameras are usually referred to as ‘dense’ sensors. However, cameras show the common problems of relative

displacement transducers and have a restricted frequency bandwidth.

9.2 State of the Art

Thanks to the development of digital cameras, to the growth of computer processing capabilities and to the new image

processing libraries, the use of vision-based measuring systems to measure the vibration of targets has become popular in the

last years, with particular reference to the vibration monitoring of civil structures.

One of the issues in this kind of measurement is the type of target used for the measurement itself: in most the cases planar

black and white targets are being attached to the structure in order to improve the measurement technique reliability and to

reduce result uncertainty of the [1–5]. In other circumstances, the natural texture of the structure under investigation can be

used for the measurement [6–8]. The main advantages of the markeless case are that the preparation of the set-up is much

faster and that it is not necessary to have access to the structure to be monitored, no permissions, no target maintenance.

In [1] and [9] bridge vibration measurement is carried out using fit-to-the-purpose targets fixed to the structure; in this

case the target is constituted by one black circle in white background, while in [2] a planar target with four circles is used. In

[3] cross-shaped targets are used and the viewing system is equipped with an additional reference system, which decreases

the sensitivity of the camera basement to ambient vibrations. Two types of targets are used in [4]: ring-shaped and random

ones; in this case multiple target are measured contemporarily with a single camera, allowing multi-point measurements. In

some applications active targets are used; for example in [5] LEDs are used for suspension bridge vibration monitoring.

Markerless solutions are proposed in [6, 7] and [8], to monitor cable vibrations in cable-stayed bridges also in the case of

power head transmission lines. In [10] vibration measurements obtained through image acquisition and processing are used

to develop a modal analysis of a simple structure.

9.3 Design of the Vision-Based Measurement System and Testing Layout

In vision-based bridge monitoring a compromise must be looked for between two needs: on one side a wide field of view can

theoretically allow to get the whole dynamic deformed shape, but this fights against the need to get a reasonable resolution in

terms of pixel/mm. If the will to get the complete bridge deformed shape pulls towards the need of having a wide view, there

is the serious risk that this choice impacts on resolution, so that the peak to peak vibration amplitude is confined within a few

pixels, thus worsening the signal-to-noise ratio. Due to this reason, in the past, most dynamic measurements have been

performed on small structure portions, trying to increase contrast, developing fit-to-the-purpose targets to be fixed to the

structure, being rather close to the target and assuming that motion is rigid, to rely on the redundancy offered by the grabbed

images to increase the reliability of results: in fact a single image allows to measure the motion of multiple targets, therefore

in case of rigid motion the average of the displacements estimated by different targets allows to obtain a more robust motion

estimation.

The steps faced in this paper are to which extent it is reasonably possible to move from 1D measurements to 2D dense

measurements along a bridge span by using cameras. Once fixed the limits, this method can be really attractive, as it works

with no sensors on the bridge, no power supply, in a simple approach manageable by whichever worker. This allows to get

more dense checks (since the measurement setup can be easily assembled and disassembled), dramatically changing all the

approaches to maintenance and testing.

The chosen test bed is a 50 m long steel trussed railway bridge crossing a river close to a village named Erba (Fig. 9.1a).

Trains run on bridge at low speed during the whole day, approximately every 30 min. In this work, vision based measures

will be exploited in order to quantify the bridge sag during the trains pass-by: a movie of the structure during every train
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crossing has been acquired and subsequently analyzed in order to estimate the vertical displacement at different points along

the bridge main span. The movies are acquired by means of a standard user-consumer digital camera (Canon Legria HF 21,

1920 � 1080 px, 25 fps, Fig. 9.1c) to prove that no special hardware is required for these measurements.

The upper and the lower horizontal beams of the structure are connected by 13 vertical trusses on each side (Fig. 9.2,

where a schematic sketch of the structure is reported). These trusses represent the points where the bridge vertical

displacement will be measured. All the analyses will be carried out by two different image processing codes: a pattern

matching and an edge detection algorithm. On every vertical truss, two targets were fixed, both printed on A4 sheets

(210 � 297 mm).

The first target (Fig. 9.3a) is composed by a couple of round blobs and it will be used to both fix the scaling factor (i.e. px

to mm conversion) and track the pattern matching sequence. Local scaling factor is computed for every measuring point in

every movie, knowing the physical centre to centre distance of the two circles and estimating, by means of standard blob

analysis, their distance (in px) in the first acquired frame of every movie. The second target (two black lines, Fig. 9.3b) will

be analyzed by an edge detection algorithm. Only data extracted by the evaluation of the tilted line edge will be presented in

this work: edge detection algorithms, in fact, have proven to work better when the edge is not aligned to the grid of the

Fig. 9.1 Tested structure (a), laser interferometer at mid span (b) and camera framing the bridge (c)
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Fig. 9.2 Measuring layout

210
a b

210

30

30

14’

14
0

29
7

29
7

∅40

∅
100

Fig. 9.3 Targets fixed on the bridge: (a) for pattern matching and (b) for edge detection analyses
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camera sensor [11, 12]. In order to provide a low uncertainty reference to these measurements, a laser interferometer

(resolution ¼ 2.56 μm) has been placed at the bridge mid span (Fig. 9.1b). The displacement measured by the interferometer

can be assumed equal to that of target 7 in Fig. 9.2 and it will be used to compute the measurement uncertainty associated to

the vision-based approach. By varying the portion of the bridge framed by the camera (i.e. the zoom level and the distance

between the camera and the structure), it has been possible to study the relationship between the scaling factor and the

obtained measurement uncertainty.

9.4 Experiments

In this section the results of the Erba bridge tests will be reported. The first series of tests aims at verifying the measurement

performance in frontal view, i.e. with the camera placed at a side of the bridge, with the optical axis normal to the train

direction and pointing several targets fixed onto the steel structure (Fig. 9.1c). The second series of tests has been carried out

to verify the measurement performance in case a camera is being used to detect the bridge displacement without any target

fixed to the structure, relying on the structure natural texture. These tests cannot be considered a real and complete

innovation in case of controlled laboratory conditions: a smaller number of reported cases relates to field measurements.

It must be noted that these tests are being performed under uncontrolled environmental conditions and are applied to a civil

structure monitoring, where the image analysis must deal with the specific requirements of this practical application. In

comparison with other similar works about real structures [8, 9], this one is focused on the uncertainty qualification of these

techniques applied under uncontrolled environmental conditions.

9.4.1 Frontal Measurements with Target Fixed to the Structure

These measurements have the purpose to qualify the results obtained by the image analysis when the camera is placed in

front of the bridge side. As explained in the previous section, several targets, one every 3.65 m, have been placed on the

structure (Fig. 9.3). The tests specifications are summarized in Table 9.1: for every test the value of the px/mm ratio is given

for the targets acquired by the camera. During test 1 the camera was near the structure and the zoom parameter has been set

to have only one single target enclosed in the field of view. Under these conditions the highest image resolution in terms of

px/mm ratio has been achieved, but for just one measurement point. All the further tests have been made by increasing the

number of acquired targets so that a wider description of the vertical displacement of the bridge deck could be obtained by a

single video. However, increasing the target number has the drawback of decreasing the image resolution in terms of the px/

mm ratio, which means to worsen the measurement accuracy. For this reason, the presented results will consider tests with

no more than five targets framed by the camera; further increase in the mm/px scaling leads to unacceptable measurements

uncertainty.

The aim of these tests was to evaluate how the accuracy of the estimated displacements is affected by the target number

and consequently by the image resolution. This evaluation has been carried out on a real big structure and with uncontrolled

environment conditions, which is the situation in which the whole process is expected to operate for structural monitoring

purposes. For every target the pattern matching technique is applied to the two blobs, whereas the edge detection is applied

to the tilt line and a mean value of its position at every frame is extracted (Fig. 9.3). In this way it is possible to estimate the

target displacement as a function of time.

Figure 9.4a shows the results obtained for test 1 (measurement point #7), where x axis is time and y axis gives the vertical

displacement at mid span. The bridge vertical displacement, due to the train passage, which is between 7 and 8 mm can be

Table 9.1 Frontal tests: framed targets and local scaling factor (px/mm)

Target

Test # (number of framed targets) #3 #4 #5 #6 #7

1 1.561

2 0.354 0.337

3 0.195 0.191 0.187

4 0.132 0.133 0.133 0.133

5 0.107 0.109 0.110 0.110 0.108
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appreciated. The green line identifies the laser displacement measurement which can the considered the reference for the

camera qualification. The red and blue lines represents the displacements estimated with the edge detection and pattern

matching techniques respectively. The figure shows a good correspondence among data obtained with the three techniques.

A direct comparison in the time domain between the displacement measured by the camera (the edge and the pattern

analysis) and the reference (the laser) is given in Fig. 9.4b, where the maximum discrepancy is around the absolute value of

0.4 mm (this is the method uncertainty, as data are the same).

In Fig. 9.5 the moduli of the spectra (1–12 Hz) of the bridge sag computed starting from camera based measurements are

compared with the one of the reference interferometer. Both edge detection and pattern matching are able to provide a

reliable estimation of the dynamic displacement of the structure: the peak frequencies are correctly identified and their

amplitudes are properly estimated. An overall slight overestimation of the structure vibrations can be notice in all the

harmonic components characterized by low levels of vibration: this is a consequence of the lower signal to noise level of the

camera based measurements with respect to the reference interferometer.

The same evaluations have been made for the other tests, but a direct comparison with the reference signal is possible

only for target #7 (Fig. 9.2) because no reference transducers are available for the other tested bridge sections. However, it

should be noted that the camera is mounted with the optical axis almost normal to the bridge, therefore, in each test, the

scaling factor is nearly the same for all the targets; thanks to this consideration we can assume that the validation for the

measurement at point #7 is valid also for the other targets. In order to give a complete description of what can be measured

with a single video, all the estimated displacements of test 5 are shown together in Fig. 9.6. In this case data are obtained by

the pattern matching algorithm applied to all the five targets. The results give a description of the bridge sag at different

positions along the deck, and data are consistent with simple models of a beam supported at both ends, not being possible a

direct check with a reference measurements for all points.
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It can be qualitatively noticed a higher noise level in the single point measure, as a consequence of the lower px to mm

scaling factor. The same conclusions can be derived by the comparison of the signal spectra estimated by the camera with

respect to the one measured by the interferometer at point #7 (Fig. 9.7): as in the previous example, the camera based

approaches are correctly able to identify the peak frequencies but a higher noise level can be notice as a consequence of an

increased framed area.

Bringing attention to the measurement qualification, the Fig. 9.8 summarizes the results obtained from the tests, for the

position of #7; in the figure the RMS value of the discrepancy between the reference signal and the displacement estimation

is shown. The evaluation has been performed only for the time record corresponding to the train transit. The values are

plotted as a function of the image resolution in terms of the mm/px ratio. The data quantify the trend of the measuring

uncertainty with respect to the scaling factor. The results, as expected, show an increasing trend.

Figure 9.9 shows the RMS dynamic component (the standard deviation) and the RMS static component (the mean value)

which are related to the RMS value by the formula:

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

N

X

Δ2

r

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðμðΔÞ2 þ σðΔÞ2Þ
q

:

where μ(Δ) and σ(Δ) are respectively the mean and the standard deviation of the discrepancies between camera and

reference signal in correspondence of a fixed target.

The analysis of the mean and standard deviation trends help to understand the RMS behaviour in Fig. 9.8. The standard

deviation shows a clear linear increasing trend up to about 5 mm/px resolution value, whereas the mean takes random values

between �0.20 and 0.20 mm. This means that the uncertainty linked to the dynamic component of the bridge vibrations is

strongly affected by the image resolution, whereas the uncertainty of the static measure of displacement due to the train mass

depends on the uncontrolled biased errors (mainly uncertainty in the mm/px ratio).

Finally, in Fig. 9.10 the mean and the standard deviations of the discrepancies between the interferometer and vision data

are shown in the case of no train on the bridge. The goal of this analysis is to analyse the uncertainty in this condition and

compare it with the measuring uncertainty obtained during the train transit. As it can be seen in Fig. 9.10, the values and the

trend of the data match well with those of the previous figures. The conclusion is that the measurement uncertainty does not
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Fig. 9.8 RMS of the

discrepancy of target p07 as a

function of resolution

Fig. 9.9 Mean and standard

deviation of the discrepancy

of target p07 as a function of

resolution

Fig. 9.10 Mean and standard

deviation of the discrepancy in

correspondence of no train

transit
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depend upon the vibration condition experienced by the bridge; on the contrary, it is only due to the image resolution and to

errors in the calibration process; it is consequentially possible to estimate the accuracy of camera based measurements by

simply framing the unloaded tested structure, without a real need for calibrated external reference.

9.4.2 Targetless Analysis

The analyses presented in the previous paragraph were based on the presence of fit-to-the-purpose targets at the measuring

points. This approach presents certain advantages but it requires to access the structure before the test execution, which

cannot always be guaranteed in real applications. The proposed techniques can work even without any target, relying on the

natural texture of the structure: the analyses of the resulting performances in the targetless conditions will be presented in

this paragraph.

Targets on the measuring points present two main advantages: on one hand, a framed known geometry makes the

computation of the mm/px scaling factor straightforward; on the other hand, it is possible to design sharp edges and high

contrasted patterns, basically increasing the signal to noise ratio of the measurement process.

In order to present an unbiased comparison with respect to the analyses performed using targets, only the second aspect

(i.e. the possibility to obtain sharp and high-contrast target) will be investigated, maintaining the previously computed

scaling factor.

The comparison has been performed only close to point #7, near one of the five test targets (Fig. 9.11), where the laser

interferometer acquires the bridge sag; in this test the camera frames the bridge with a scaling factor of 0.108 mm/px.

Two different features have been extracted and tracked in the movie (Fig. 9.11). The first is a horizontal strip due to the

presence of a white tape stuck to the bridge. This feature represents a less intrusive pattern with respect to that analyzed in

the previous paragraph. This feature has been tracked with both the edge detection and the pattern matching algorithms. The

extracted pattern dimension is 18 � 83 px and edge detection data have been averaged on the same width (18 px). The

second feature is a riveted section of the bridge. Due to the lack of evident edges, only pattern matching can be applied for

this analysis, on the 57 � 58 px pattern of Fig. 9.11.

In Fig. 9.12 the discrepancies with respect to the data recorded by the interferometer during the train transit are graphed

and the previously presented synthetic data are reported. Considering the first pattern (tape), a slight increase in the standard

deviation of the discrepancies, with respect to the data obtained from the target, can be noticed for both edge detection (from

0.31 to 0.36 mm) and pattern matching (from 0.33 to 0.35 mm) analyses. Considering the small differences in the

measurement performances with respect to the previous presented data, this approach can still be considered attractive in

cases where either the presence of the operator on the structure has to be minimized or the surface presents inherent textures

comparable to the tested one.

The third curve describes, conversely, a more critical situation: the rivet plate connecting the two beams is characterized

by very low gradient in its textures and this results, in the analysis, in a higher measuring uncertainty. The standard deviation

of the discrepancy is about 0.82 mm (more than twice the one obtained with the tape), with peaks that reach 2.5 mm on an

8 mm displacement.

18�83 px
target #7

57�58 px

tape pattern 
tape edge

rivet pattern

Fig. 9.11 Five patterns test, target-less analyses: first frame of the movie and tracked features
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9.5 Concluding Remarks

Static and dynamic monitoring of civil structures represents a crucial step in serviceability and health assessment. Vision-

based measuring techniques are in these years gaining more and more importance, due to their advantages in terms of density

of measured points and static and dynamic capabilities. In theory, nowadays image processing algorithms allow to

appreciate displacement fields with an accuracy that can reach a few thousandths of pixel, but in real applications the

performances strongly decreases due to external uncertainty contributions, such as lighting conditions, sensor noise, camera

vibration and scaling factor estimation. As a consequence their application results in a compromise between field of view

and accuracy. In this work, the relation between measurement uncertainty and spatial resolution is studied in a real

environment. Two different state of the art image processing algorithms, edge detection and pattern matching, are exploited

to estimate the vertical sag of a railway bridge subjected to train transit. The collected data are compared with a low

uncertainty reference, a laser interferometer transducer, in order to quantify the vision-based measuring uncertainty.

At first, the displacement is measured in correspondence of fit-to-the-purpose targets mounted on the structure: the root

mean square of the discrepancy between camera-based measurements and reference transducer shows an approximately

linearly increasing trend with respect to the setup scaling factor. The RMS of the discrepancy has been decomposed into its

two components: the standard deviation, representing the random component of the discrepancy and characterized by a

deterministic trend if plotted against the scaling factor, and the mean discrepancy (bias), that, on the contrary, does not show

any evident trend. Furthermore, it has been proven that the measuring uncertainty estimated in static condition (no loading of

the structure) is able to correctly quantify the measuring system uncertainty, suggesting an easy way to estimate such a

parameter in an on-the-field application.

In the last part of the paper the displacement of the bridge deck is measured without using the targets but relying only on

the natural texture of the bridge. In this conditions the measurement reliability is strongly affected by the structure texture

contrast, however, in favourable conditions, small differences in the measuring performances are found with respect to the

measurement with target mounted on the bridge. The markerless approach can still be considered attractive in cases where

either the presence of the operator on the structure has to be minimized or the surface presents inherent textures comparable

to the tested one.
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Chapter 10

Using an Instrumented Tractor-Trailer to Detect Damage in Bridges

Eugene J. OBrien and Jennifer Keenahan

Abstract This paper investigates an alternative to Structural Health Monitoring (SHM) which involves no sensors on the

bridge itself. It uses a vehicle fitted with accelerometers on its axles as a method of monitoring the dynamic behavior of the

bridge, which in turn gives an indication of the bridge’s structural condition. The concept, known as ‘drive by’ bridge

inspection, may be of particular value after an extreme event, such as an earthquake or a flood, where a rapid indication of

bridge condition is needed. In the paper, a two dimensional numerical model is described of a 3-axle truck towing a half-car

trailer. The vehicle-bridge dynamic interaction is modeled to test the effectiveness of the approach in identifying the

structural damping of the bridge. The damping of the bridge is used here as an indicator of damage. The accelerations in the

two axles of the trailer are subtracted to remove the effect of the road profile. Results indicate that the algorithm works well

and is not sensitive to transverse position of the vehicle on the bridge.

Keywords Bridge monitoring • Bridges • Damage detection models

10.1 Introduction

The task of detecting damage in bridges traditionally consists of visual inspections. These however are labor intensive and

are often an unreliable way of determining the true condition. Recently there has been a move towards sensor based analysis

of bridge condition. Existing monitoring techniques involve the direct instrumentation of the structure – commonly referred

to as Structural Health Monitoring (SHM) [1–3]. More recently, a small number of authors have shifted to the instrumenta-

tion of a vehicle, rather than the bridge, which can be less expensive and less time-consuming. This approach is referred to as

‘drive-by’ bridge inspection [4]. The feasibility of detecting frequencies from the dynamic response of an instrumented

vehicle passing over a bridge has been verified theoretically by Yang et al. [5], in field trials [6, 7] and in laboratory

investigations [4, 8–10]. As an alternative to detecting changes in frequency, Yabe and Miyamoto [10] use the mean

displacement of the rear axle of a city bus passing over a bridge a large number of times as a damage indicator. Kim et al.

[12] construct scaled Vehicle Bridge Interaction (VBI) laboratory experiments and consider the use of autoregressive

coefficients as a damage indicator. The analysis of damping has been considered to a lesser extent [13]. However, recent

evidence suggests that damping is quite sensitive to damage in structural elements and in some cases, more sensitive than

other indicators [14, 15].

This paper describes a novel approach that uses a truck-trailer vehicle system, fitted with accelerometers on the trailer

axles, to detect changes in the damping of a bridge which would indicate deterioration of the bridge’s condition. The concept

is that the relatively heavy truck dynamically excites the bridge while sensors in the trailer are used to monitor the resulting

vibrations. For numerical simulations, a VBI model is created in Matlab. The trailer axles are assigned identical properties –

as can easily be the case with a simple trailer. The axle accelerations from the front and rear axles of the trailer are subtracted
from one another. Each trailer axle is excited by the same road profile and by an element of bridge vibration at a different
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point in time. Subtracting the signals, time shifted by the interval between axle arrivals, has the effect of removing most of

the influence of the road profile. This is a key feature of this approach and is the reason why the results are better than in

simpler drive-by monitoring concepts. The vehicle is simulated crossing different paths through the road profile to assess

sensitivity to transverse position of the vehicle on the bridge.

10.2 Vehicle-Bridge Interaction Model

The truck-trailer model can be seen in Fig. 10.1. The truck is a three axle, five-degree-of-freedom rigid vehicle. The five

degrees-of-freedom account for the axle hop displacements of each of the three axles, yu;i ði ¼ 1; 2; 3Þ, sprung mass bounce

displacement, ys;1, and sprung mass pitch rotation, θs;1. The body of the vehicle is represented by the sprung mass, ms;1, and

the axle components are represented by the unsprung masses, mu;1, mu;2 and mu;3 respectively. The axle masses connect to

the road surface via springs of stiffness Kt,1, Kt,2 and Kt,3, while the body mass is connected to the tires by springs of stiffness

Ks,1, Ks,2 and Ks,3 with viscous dampers of value Cs,1, Cs,2 and Cs,3. This combination represents the suspension of the truck

system.

The trailer is a two axle, four-degree-of-freedom half-car suspension model. The four degrees-of-freedom account for axle

hop displacements of each of the two axles, yu;i i ¼ 4; 5ð Þ, sprung mass bounce displacement, ys;2 and sprung mass pitch

rotation, θs;2. The body of the vehicle is represented by the sprung mass,ms;2, and the axle components are represented by the

unsprung masses, mu;4 and mu;5. The suspension springs have stiffness Kt,4 and Kt,5, while the tires springs have stiffness Ks,4

and Ks,5. The viscous dampers have coefficients, Cs,4 and Cs,5. Tire damping is assumed to be negligible here for both the

tractor and trailer and is thus omitted. Themodel also accounts for the sprungmass moments of inertia Is;1 and Is;2 for the truck
and trailer respectively. The center of gravity of the truck is taken to be at two thirds the wheel base length from the front axle,

and the center of gravity of the trailer is taken to be central between the axles. The truck and trailer vehicle properties are

gathered from the literature [16–18] and presented in Table 10.1. The geometry and mass of the truck are obtained from a

manufacturer specification for a 30 t three-axle truck [19].

The equations of motion of the vehicle are obtained by imposing equilibrium of all forces and moments acting on the

vehicle and expressing them in terms of the degrees of freedom. They are given by

Mv€yv þ Cv _yv þKvyv ¼ fv (10.1)

where Mv, Cv and Kv are the mass, damping and stiffness matrices of the vehicle respectively. The (n � 1) vectors yv, _yv
and €yv contain the of vehicle displacements, their velocities and accelerations respectively. The vector fv contains the time

varying interaction forces applied by the vehicle to the bridge:

Fig. 10.1 Truck-trailer model
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fv ¼ 0 0� Ft;1 � Ft;2 � Ft;3 0 0� Ft;4 � Ft;5

� �T
(10.2)

The term Ft;i represents the dynamic interaction force at wheel i given by (10.3).

Ft;i ¼ Kt;i yu;i � ybr;i � ri
� �

; (10.3)

The equations of motion of the VBI model are shown below. The nine degrees of freedom correspond to body bounce of

the truck (10.4) and trailer (10.5), body pitch of the truck (10.6) and trailer (10.7), and axle hop for each of the five axles; the

latter can be represented by the form given in (10.8). For i ¼ 1, 4, Di
_θs;j is taken as a positive number, and for i ¼ 2, 3, 5,

Di
_θs;j is taken as negative.

ms;1€ys;1 þ Cs;1ð _ys;1 þ D1
_θs;1 � _yu;1Þ þ Ks;1ðys;1 þ D1θs;1 � yu;1Þ þ Cs;2ð _ys;1 � D2

_θs;1 � _yu;2Þ
þ Ks;2ðys;1 � D2θs;1 � yu;2Þ þ Cs;3ð _ys;1 � D3

_θs;1 � _yu;3Þ þ Ks;3ðys;1 � D3θs;1 � yu;3Þ ¼ 0
(10.4)

ms;2€ys;2 þ Cs;4ð _ys;2 þ D4
_θs;2 � _yu;4Þ þ Ks;4ðys;2 þ D4θs;2 � yu;4Þ

þ Cs;5ð _ys;2 � D5
_θs;2 � _yu;5Þ þ Ks;5ðys;2 � D5θs;2 � yu;5Þ ¼ 0

(10.5)

Is;1€θs;1 þ D1 Cs;1ð _ys;1 þ D1
_θs;1 � _yu;1Þ þ Ks;1ðys;1 þ D1θs;1 � yu;1Þ

� �

� D2 Cs;2ð _ys;1 � D2
_θs;1 � _yu;2Þ þ Ks;2ðys;1 � D2θs;1 � yu;2Þ

� �

� D3 Cs;3ð _ys;1 � D3
_θs;1 � _yu;3Þ þ Ks;3ðys;1 � D3θs;1 � yu;3Þ

� � ¼ 0

(10.6)

Is;2€θs;2 þ D4 Cs;4ð _ys;2 þ D4
_θs;2 � _yu;4Þ þ Ks;4ðys;2 þ D4θs;2 � yu;4Þ

� �

� D5 Cs;5ð _ys;2 � D5
_θs;2 � _yu;5Þ þ Ks;5ðys;2 � D5θs;2 � yu;5Þ

� � ¼ 0
(10.7)

mu;i€yu;i � Cs;i _ys;j � Di
_θs;j � _yu;i

� 	

� Ks;1 ys;j � Diθs;j � yu;i
� �� Pi þ Ft;i ¼ 0; i ¼ 1; 2; . . . ; 5; j ¼ 1; 2 (10.8)

Table 10.1 Truck and trailer properties

Property Unit Truck symbol Truck value Trailer symbol Trailer value

Body mass kg ms;1 27,100 ms;2 400

Axle masses kg mu;1 700 mu;4 50

mu;2 1,100 mu;5 50

mu;3 1,100

Suspension stiffness N m�1 Ks,1 4 � 105 Ks,4 4 � 105

Ks,2 1 � 106 Ks,5 4 � 105

Ks,3 1 � 106

Suspension damping Ns m�1 Cs,1 10 � 103 Cs,4 10 � 103

Cs,2 20 � 103 Cs,5 10 � 103

Cs,3 20 � 103

Tire stiffness N m�1 Kt,1 1.75 � 106 Kt,4 1.75 � 106

Kt,2 3.5 � 106 Kt,5 1.75 � 106

Kt,3 3.5 � 106

Moment of inertia kg m2 Is;1 1.56 � 105 Is;2 241.67

Distance of axle to center of gravity m D1 4.57 D4 1

D2 1.43 D5 1

D3 3.23

Body mass frequency Hz fbody,1 1.12 fbody,2 1.77

Axle mass frequency Hz faxle,1 8.84 faxle,4 33.1

faxle,2 10.18 faxle,5 33.1

faxle,3 10.22
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The bridge model used here is a simply supported 15 m Finite Element beam that consists of twenty discretized beam

elements with four degrees of freedom. The beam therefore has a total of n ¼ 42 degrees of freedom. It has a constant

modulus of elasticity E ¼ 3.5 � 1010 N m�2, mass per unit length, μ ¼ 28 125 kg m�1 and second moment of area,

J ¼ 0.5273 m4. The first natural frequency of the beam is 5.65 Hz. The response of a discretized beam model to a series of

moving time-varying forces is given by the system of equations:

Mb€yb þ Cb _yb þKbyb ¼ Nbfint (10.9)

whereMb,Cb andKb are the (n � n) global mass, damping and stiffness matrices of the beammodel respectively and yb, _yb
and €yb are the (n � 1) global vectors of nodal bridge displacements and rotations, their velocities and accelerations

respectively. The product Nbfint is the (n � 1) global vector of forces applied to the bridge nodes. The vector fint contains

the interaction forces between the vehicle and the bridge and is described using the following vector:

fint ¼ Pþ Ft (10.10)

where P is the static axle load vector and Ft contains the dynamic wheel contact forces of each axle. The matrix Nb is a

(n � nf) location matrix that distributes the nf applied interaction forces on beam elements to equivalent forces acting on

nodes. This location matrix can be used to calculated bridge displacement under each wheel, ybr:

ybr ¼ NT
b yb (10.11)

The damping ratio of the bridge, ξ, is varied in simulations to assess the system’s potential as an indicator of changes in

damping. Although complex damping mechanisms may be present in the structure, viscous damping is typically used for

bridge structures and is deemed to be sufficient to reproduce the bridge response accurately. Therefore, Rayleigh damping is

adopted here to model viscous damping:

Cb ¼ αMb þ βKb (10.12)

where α and β are constants. The damping ratio is assumed to be the same for the first two modes [20] and α and β are

obtained from α ¼ 2 ξ ω1ω2= ω1 þ ω2ð Þ and β ¼ 2 ξ= ω1 þ ω2ð Þ where ω1 and ω2 are the first two natural frequencies of the

bridge [21].

The dynamic interaction between the vehicle and the bridge is implemented in Matlab. The vehicle and the bridge are

coupled at the tire contact points via the interaction force vector, fint. Combining (10.1) and (10.9), the coupled equation of

motion is formed as

Mg€uþ Cg _uþKgu ¼ F (10.13)

whereMg and Cg are the combined system mass and damping matrices respectively,Kg is the coupled time-varying system

stiffness matrix and F is the system force vector. The vector, u ¼ yv; yb
� �T

is the displacement vector of the system. The

equations for the coupled system are solved using the Wilson-Theta integration scheme [22, 23]. The optimal value of the

parameter θ ¼ 1.420815 is used for unconditional stability in the integration schemes [24]. The scanning frequency used for

all simulations is 1,000 Hz.

10.3 Concept of Subtracting Axle Accelerations to Detect Bridge Damping

The vehicle is simulated traveling over a 100 m approach length followed by a 15 m simply supported bridge at 20 m s�1.

The Class ‘A’ road profile is generated according to the ISO standard [25]. This is extrapolated into a number of different

paths, where each path is correlated with those adjacent to it. Figure 10.2 illustrates two paths through this road profile. The

vehicle is simulated crossing each path separately to assess the sensitivity of the algorithm to transverse position. This is

repeated six times, once for each level of damping (from 0% to 5%), representing different degrees of damage.

The trailer vertical accelerations are transformed from the time domain into the frequency domain using the Fast Fourier

Transform. Plots of Power Spectral Density (PSD) against frequency can be seen in Fig. 10.3. In the PSD for an individual
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axle of the trailer (Fig. 10.3a), there is no peak corresponding to the bridge frequency (5.65 Hz) and there is no clear

distinction between the different levels of damping (all six plots are on top of one another). The vibration of the vehicle

dominates each spectrum. This is because the ratio of height of road irregularities to bridge displacements is too large for the

bridge to have a significant influence on the vehicle.

However, when the trailer axle accelerations are subtracted from one another, allowing for the time shift, clear peaks

become visible corresponding to the first natural frequency of the bridge, seen in Fig. 10.3b. The first trailer axle is excited by

the road profile and the bridge displacements as it passes each point on the bridge. The second trailer axle is excited by the

same road profile and bridge displacements at different instants in time. The differences between the excitations include no

element of road profile, only consisting of time lagged differences in bridge response. As such, this difference plot can be

used to identify the influence of the bridge alone, without ‘contamination’ from the excitations due to road surface profile. It

follows that the effect of bridge damping, hardly visible in Fig. 10.3a, is clearly evident in Fig. 10.3b. It is apparent from

Fig. 10.3b that the magnitude of the peak decreases for higher levels of damping. This suggests that a truck-trailer vehicle

system has the potential to be a practical method of detecting changes in PSD which then may be used as an indicator of

changes in bridge damping. This same trend can be seen in Fig. 10.4a, b.

This illustrates that the method presented here is not sensitive to transverse position of the vehicle on the bridge. What can

be noted, is that the magnitude of Power Spectral Density is larger for the second path (Fig. 10.4b) compared with the first

path (Fig. 10.3b). This is due to the differing levels of excitation of the vehicle.

The PSD of the bridge mid span accelerations, which is the acceleration reading from instrumentation of the bridge as

opposed to the vehicle, are also found. A peak occurs at 5.85 Hz here also. This suggests that instrumentation of the vehicle
can be of similar accuracy to results found by instrumenting the bridge. There is a small difference between the frequencies

that were predicted (5.65 Hz) and where the peak occurs (5.85 Hz) in Figs. 10.3 and 10.4. The inaccuracy appears to be due

to the spectral resolution (� 0.48 Hz), which can be improved by driving the vehicle at a slower speed.

Fig. 10.2 Class ‘A’ road profile [25]
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Fig. 10.3 PSD of accelerations for vehicle traveling along path 1 at 20 m s�1 over a 15 m bridge; (a) Trailer axle 1 accelerations (b) Axle

acceleration difference
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10.4 Conclusions

This paper investigates the feasibility of using an instrumented truck-trailer vehicle model to monitor damping in a bridge.

A method is presented that involves the subtraction of axle accelerations to remove much of the influence of the road profile.

The results indicate that bridge frequency and changes in damping can be detected when the axle accelerations of the trailer

are subtracted from one another. Results for the drive-by system are of similar quality to results for an accelerometer located

on the bridge and the algorithm appears to be insensitive to transverse position of the vehicle on the road.
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Chapter 11

Sensitivity Analysis of the Lateral Damping of Bridges

for Low Levels of Vibration

A.R. Ortiz, C.E. Ventura, and S.S. Catacoli

Abstract Damping is a dynamic property that has not been fully understood. In particular, damping in bridges requires

further study in order to gain a better understanding of the parameters that define its value and variation. In practice a

constant ratio of 5 % of the critical damping is commonly used in seismic analysis and design. However, this may not be

accurate for different levels of shaking. In addition, the experimental methods to estimate damping can provide different

damping ratios for the same structure, which increases the uncertainties on the damping estimates. This paper presents a

sensitivity analysis of the damping in bridges for different types of excitation and low levels of vibration. Data collected

from different sources is used to conduct the assessment, namely, scaled model tests, ambient vibration tests, and seismic

ground motions from instrumented bridges in California. A discussion of the results using several frequency and time

domain methods for damping estimation is presented.

Keywords Lateral damping • Bridges • Low level shaking • Sensitivity analysis • Modal identification

11.1 Introduction

Damping is an important structural characteristic that modifies the structural response to dynamic excitation. In structural

engineering, damping plays an important role in the assessment of the structural demands due to wind and seismic loads that

historically had produced significant human and economic losses, as well as to service loads produced by humans or

machines.

An appropriate estimation of the damping ratio is connected to the correct assessment of the structural response.

Traditionally, bridge engineers have used a damping ratio of 5 % as representative of the lateral damping of standard

bridges under seismic loads. However, further studies are required to understand the sensitivity of damping ratio to different

parameters, such as: types and levels of ground motion, bridge’s structural configuration and structural element’s materials

[1]. In addition, the use passive devices as viscous dampers to improve the seismic performance of bridges has increased the

need to gain a better understanding of the damping ratio in bridges.

This paper initially presents the experimental results of a 3-DOF’s lumped mass model used to explore the relation

between damping and the frequency and amplitude of the external loads. Then, data from bridges included in the ambient

vibration database of the Earthquake Engineering Research Facility (EERF) at the University of British Columbia are used

to estimate the damping ratio of bridges for low levels of vibration. Finally, the response of instrumented bridges in

California is used to calculate the damping ratio, especially for low levels of shaking.
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11.2 Damping Estimation Methods

11.2.1 Free Vibration Tests

This approach uses the measurement of the free structural response after the application of an impulsive load or an imposed

displacement to estimate the damping ratio [2]. The measured decay in the response is assumed to fit an exponential function

from which the damping ratio is directly estimated (11.1). For Multi-Degrees of Freedom Systems (MDOF’s) is important to

ensure that the response analyzed only corresponds to the mode of vibration of interest. In this paper, the data that correspond

to the lumped mass model was filtered to capture only the first mode of vibration.

ξ ¼ 1

2πm
ln

xi
xmþ1

� �

(11.1)

Where m is the successive numbers of peaks in the damping estimation zone, xi is the amplitude for peak i and xmþ1 is the

amplitude for peak mþ 1.

11.2.2 Forced Vibration Tests

Ambient Vibration Testing (AVT) can be used to estimate the damping ratio of structures. AVT involves measuring a

structure’s response to typical forces that it is subjected to every day. These ambient forces can be wind, traffic, human

activities, etc. This method of testing provides a cheap, non-invasive, and non-destructive method for obtaining modal

parameters of structures. The response obtained from these tests is characteristic of the true operating conditions of the

structure. To obtain the modal parameters of the structure, Modal Operational Analysis algorithms are used to process the

data. The Enhanced Frequency Domain Decomposition Method (EFDD) and the Stochastic Subspace Identification Method

(SSI) are commonly used, further information about these algorithms is provided in Magalhaes et al. [3].

Harmonic excitations and frequency response functions (FRF) are also used to estimate damping ratios. In this case, the

identification uses the input/output relationships of the system and constructs a mathematical model in frequency domain

that can replicate that behavior. Once FRF’s from each of the system inputs to each of the outputs is determined, each FRF is

modeled as a ratio of two polynomials in the Laplace variable and then used to form a state space representation for the

structural system from which the damping ratio is obtained [4].

In addition to the methods described above, this paper considers the force vibration data imposed by the ground shaking

undergone for a set of instrumented bridges in California. This approach is considered particularly useful to determine the

damping ratio for the transverse mode of vibration, as ground motions provide energy to excite the lateral modes of

vibrations. The EFDD and SSI methods were used to estimate the damping ratios.

11.3 Description of the Tests

11.3.1 Laboratory Tests

A simple 3-DOF’s lumped mass model was evaluated in order to characterize the dynamic behavior. The test aims to capture

in a simple model the influence of amplitude and frequency of the applied external load on the estimated damping ratio. The

model consists of a 1 m aluminum bar with three lumped masses uniformly distributed. The first frequency of vibration is

tuned to be 0.99 Hz. The measuring equipment consists of four wireless MEMs tri-axial accelerometers placed at each of the

masses and at the base of the shaker. These are light accelerometers which response is linear for low frequencies, considered

adequate for this type of test (Fig. 11.1).

The lumped mass model was subjected to free vibration tests with different amplitudes of the initial imposed displace-

ment. In addition, a small shaker was used to apply sinusoidal sweeps with constant frequency and amplitude. Frequency and

amplitude were varied to consider a range of frequencies from 0.1 to 10 Hz, and amplitudes of 30 %, 60 % and 100 % of the

maximum amplitude that the shaker allowed to apply at each frequency.
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11.3.2 Ambient Vibration Test

The data from ambient vibration tests performed to ten bridges located in the Province of British Columbia, Canada, are used

to estimate the damping ratio of bridges in the transverse direction for low levels of vibration. The considered bridges are

classified as short to medium single and multi-span structures, with integral or seat type abutment and built with standard

materials. The Table 11.1 summarizes the characteristic of the bridges considered.

11.3.3 Instrumented Bridges

The records from ten instrumented bridges located in California were used to estimate the damping ratio in the transverse

direction. The structures analyzed are standard multi-span bridges subjected to different levels of shaking. A description of

the bridges and the characteristics of the 24 ground motions recorded are provided in Appendices 1 and 2. Further

information is given in Fraino et al. [5].

11.4 Results

11.4.1 Experimental Lumped Mass Model

An exponential decay of the amplitude–typical property of underdamped systems– was observed during the free vibration

tests of the lumped mass model (Fig. 11.2). The damping ratios were calculated based on the logarithmic decrement of three

consecutive peaks. On the other hand, the damping ratios estimated based on the Frequency Response Function (FRF) were

calculated for a fitted above 90 %. The results are presented in Figs. 11.3 and 11.4 as function of average amplitude, which

corresponds to the acceleration undergone by the mass at the top. The evaluation indicates a linear increment in the damping

ratio as the amplitude of the excitation increases. These results are consistent in the two methods applied.

Fig. 11.1 3-DOF’s lumped

mass model test

11 Sensitivity Analysis of the Lateral Damping of Bridges for Low Levels of Vibration 103



0 100 200 300 400 500 600
-1

-0.5

0

0.5

1

1.5

Time (s)

A
cc

el
er

at
io

n 
(g

)

Fig. 11.2 Time record of free vibration tests

Table 11.1 Summary of the characteristics of the bridges used for the ambient vibration tests

Structure

Length

(m)

Spans Width

(m)

Clearance

(m)

Skew angle

(degrees)

Substructure

Superstructure typeNo. Lengths (m) Type Abutments

Duncan

bridge

37 1 37 13.4 – – – Integral Concrete box girder

Royston

bridge

43.5 1 43.5 11.0 – 0 – Integral Post-tensioned concrete

girders

Forbidden

bridge

42 1 42 12.8 – – – Integral Concrete box girder

Dutch bridge 37.5 1 37.5 9.8 – – – Seattype Steel I-girders

Kensington

underpass

60 2 30-30 27 10 45 Multi-column-

frames

Seattype/

Semi-

integral

Continuos-reinforced

concrete I-girders

(ϕ ¼ 0.8 m)

Kanaka creek 41 3 – 20 – 0 Extended Pile

Shaft

Seattype Continuos-reinforced

concrete

HWY 24th 48 2 23-23 19 4.9 37 Multi-column-

frames

Seattype Continuous – concrete box

girders

(ϕ ¼ 0.8 m)

HWY 10th 71 2 36-36 22.1 9.1 31 Multi-column-

frames

Seattype Discontinuous – reinforced

concrete I-girders

(ϕ ¼ 1.0 m)

LHH-EB

underpass

135 3 37-58-37 26 5.0 54–57 Multi-column-

frames

Bent/Seattype Continuos – concrete

steelgirders

(ϕ ¼ 1.22 m)

Douglas Rd 83 4 12-22-21-21 17 4.6 28 Multi-column-

frames

Seattype Disontinuous – concrete box

girders

(ϕ ¼ 0.6 m)
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Figure 11.5 presents the typical response of a lumped mass model subjected to harmonic excitations at the base.

The EFDD method was used to obtain the damping ratios for a set harmonics excitations, with frequencies ranging from

0.1 to 10 Hz. According to the results the damping ratio is independent of the frequency of vibration of the external

excitation (Fig. 11.6).
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Fig. 11.4 Damping ratios

estimated by FRF

identification (input–output
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0 0.1 0.2 0.3 0.4 0.5 0.6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Acceleration (g)

D
a

m
p

in
g

 r
a

tio
 (

%
)

Fig. 11.3 Damping ratios

estimated from the

logarithmic decrement in free

vibration tests

11 Sensitivity Analysis of the Lateral Damping of Bridges for Low Levels of Vibration 105



11.4.2 Lateral Damping of Bridges Using Ambient Vibration Tests

The damping ratios of ten bridges considered are shown in Table 11.2. The values reported correspond to damping ratios for

the first transverse mode of vibration and are estimated using the EFDD technique. The results suggest that for low levels of

shaking–induced by ambient vibrations in this case– the lateral damping ratios of standard short and medium span bridges

are below 2 %.
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Fig. 11.6 Damping versus

frequency of excitation using

EFFD method

50 52 54 56 58 60 62 64 66 68 70

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

Time (s)

A
cc

el
er

at
io

n 
(g

)

Fig. 11.5 Typical response

to harmonic excitation

Table 11.2 Lateral damping ratios obtained using ambient vibration testing

Structure Frequency (Hz) Damping ratio transverse mode (%)

Duncan bridge 12.03 1.21

Royston bridge 10.4 1.36

Forbidden bridge 8.73 1.16

Dutch bridge 6.11 1.43

Kensington underpass 3.28 1.30

Kanaka creek 13.84 1.31

HWY 24th 10.66 1.53

HWY 10th 4.67 1.71

LHH-EB underpass 1.72 1.90

Douglas Rd 0.42 0.90
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11.4.3 Lateral Damping of Bridges Using Ground Motion Data

The damping ratios of the bridges subjected to different levels of shaking were calculated by using the EFDD and the SSI

method provided by Software Artemis Extractor [6]. The results are reported in Table 11.3 as function of the maximum

acceleration recorded at the deck, and displayed in Figs. 11.7 and 11.8. For levels of shaking smaller than 0.06 g the EFDD

method estimates damping ratios from 1.14 % to 2.21 %. For the same range of amplitudes the SSI method estimates ratios

Table 11.3 Lateral damping ratios obtained using ground motion data

Bridge name Deck acceleration (g)

Freq.

(Hz)

EFDD

Damp(%ξ)
SSI

Damp(%ξ)
AlvisoOverpassK 0.04 1.661 2.131 4.713

AlvisoOverpassL 0.05 2.568 2.437 4.317

LakeCrowley 0.06 5.342 0.356 0.75

LakeCrowley 0.04 5.239 2.213 2.94

LakeCrowley 0.02 5.621 1.148 2.171

Highway101-156Overpass 0.02 1.598 1.464 5.81

Highway101-156Overpass 0.09 2.093 1.19 2.408

Highway101-156Overpass 0.02 2.414 1.5 1.614

BarrelSprings 0.02 2.844 1.977 4.783

BarrelSprings 0.09 3.003 2.7 3.05

ViaCalifornia 0.02 2.688 1.356 3.98

ViaCalifornia 0.09 2.675 2.675 2.275

ViaCalifornia 0.06 2.623 1.753 3.35

Meloland 0.04 3.023 2.01 2.811
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up to 5.81 %. In general, although the upper bound estimated based on the SSI method is 6 %, there is not a clear trend in the

results observed. The results obtained with the EFDD method seem to have a better agreement with the expectation of an

increment as the acceleration increases.

11.5 Conclusions

The results observed in the assessment of the damping ratio using the simple 3-DOF’s lumped mass model suggest an

increment of the damping ratio with the amplitude of the external excitation. This observation is in good agreement to what

was observed in the evaluated bridges, in which the damping ratio values – estimated by using the EFDD method– are below

2.5 % for low levels of vibration, produced by ambient vibrations or weak ground motion. However, according to the results

obtained using ground motion data, this independency of the frequency content of the excitation is not directly extended to

the lateral damping of bridges. These results show different damping ratios for ground motions with similar intensity applied

to the same bridge. As far as the authors’ knowledge, the bridges included in the database did not exhibit structural damage

caused by the recorded events, even for the stronger ground motions. Therefore, further investigation is recommended to

evaluate the inconsistency in the damping values estimated based on ground motion data calculated by the EFDD and the

SSI methods.
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Appendix 2 Analyzed ground motion records basic information (Adapted from [5])

No. Station Bridge Epicenter location/Date Epicentral dist (km) PGA(g)

PGV

(cm/s)

PGD

(cm)

1 1336 Meloland Overpass BorregoSprings 07Jul2010 120.2 0.012 1.05 0.137

2 1336 Meloland Overpass Calexico 20Nov2008 50.4 0.017 0.61 0.158

3 1336 Meloland Overpass Calexico 22May2010 35.2 0.031 0.67 0.068

4 1336 Meloland Overpass Calexico 30Dec2009 41.2 0.174 16.61 3.899

5 1336 Meloland Overpass Calexico 04Apr2010 58.9 0.213 19.05 13.928

6 13795 I5/Via California Borrego Springs 17-07-2010 110.1 0.006 0.6 0.14

7 13795 I5/Via California Calexico 04-04-2010 337.1 0.02 4 2.35

8 13795 I5/Via California Chinohillls 29-07-2008 52.1 0.023 1.14 0.28

9 24706 Barrel Springs Bridge BigBearCity 22022003 120.6 0.009 0.27 0.043

10 24706 Barrel Springs Bridge Chinohills 29072008 73.6 0.027 0.97 0.063

11 47315 156 Overpass SanJuanBautista 12012011 12.4 0.016 0.47 0.036

12 47315 156 Overpass AlumRock 30102007 65.7 0.021 1.5 0.121

13 47315 156 Overpass Aromas 02072007 4.5 0.073 2.9 0.198

14 54730 Hwy 395 QualeysCamp 18-09-2004 48.7 0.014 0.39 0.07

15 54730 Hwy 395 Toms Place 26-11-2006 16.1 0.015 0.25 0.01

16 54730 Hwy 395 Mammoth Lakes 12-06-2007 12.8 0.051 0.83 0.1

17 57748 Alviso Overpass (K) Gilroy 13052002 60 0.077 0.66 0.074

18 57748 Alviso Overpass (K) Gilroy 13052002 60 0.077 0.66 0.074

19 68717 Hwy 101 Bridge Bolinas 1999 49 0.009 1.15 0.121

20 89324 Painter St Overpass CapeMendocino 21111986 29.9 0.146 18.38 1.53

21 89324 Painter St Overpass PetroliaAftershock2 26041992 40.8 0.198 33.44 8.419

22 89324 Painter St Overpass PetroliaAftershock1 26041992 40.3 0.515 45.62 6.248

23 89324 Painter St Overpass Petrolia 25041992 17.6 0.541 44.7 17.8

24 89708 Murray Road Bridge Ferndale 09012010 64.7 0.077 13.12 3.149
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Chapter 12

Vibration Monitoring and Load Distribution Characterization

of I-89 Bridge 58-N

Geoff May and Eric M. Hernandez

Abstract The University of Vermont Structural Monitoring and Diagnostics Lab is collaborating with the Vermont Agency

of Transportation to instrument and monitor traffic induced vibrations in bridge 58N on interstate 89 in the town of

Richmond, VT. The bridge consists of an unorthodox concrete and steel deck supported on reinforced concrete piers.

A critical portion of the deck is strategically instrumented with 24 strain sensors and 10 accelerometers. The main objective

of the monitoring project is to use multi-scale vibration data to formulate a finite element model of the bridge deck that

allows engineers to accurately assess the structural capacity of the deck under heavy traffic loads. Two methods are

combined: (1) A direct method based on dynamic strain measurements at maximum stress locations in the deck and (2)

An indirect method based on an updated sub-structured finite element model of the bridge deck updated based on frequencies

and mode shapes identified from traffic induced acceleration measurements.

Keywords Bridges • Dynamics • Vibrations • Instrumentation

12.1 Motivation

Interstate 89 is the busiest highway in the state of Vermont, for the last 5 years an annual average of 3.5 million vehicles

traveled through it [1]. The Vermont Agency of Transportation (VAoT) has expressed concerns regarding twin bridges 58N

and 58S in Vermont’s I-89. The main concern is the structural adequacy of the deck stringers to sustain heavy traffic loads.

Material testing on the stringers shows a yielding strength that varies from 22 to 37 ksi, which is lower than the grade of steel

typically required in bridges. In addition to the lower steel grade of the stringers, composite action between the steel

elements (girders and stringers) and the reinforced concrete deck is uncertain since no information is available in the

structural drawings regarding the compressive strength of concrete nor the connection elements that would enable shear

stress transfer between the concrete and the steel beams.

Initial estimates based on standard codified procedures indicate a low rating for this bridge, however as it will be shown in

the next section, the deck’s structural system is unusual and the possibility exists that the codified procedures are not

applicable to this unusual structural system. The VAoT is interested in gaining a better understanding of the static and

dynamic behavior of this bridge in order to accurately estimate the load distribution pattern under traffic loads. VAoT has

funded a project with the UVM Structural Monitoring and Diagnostics Lab to instrument, collect and analyze operational

vibration data for a period of at least 1 year. The monitoring began March of 2012.

The main research question addressed in this paper is the inverse problem of extracting the information contained in the

vibration measurements regarding the composite action taking place between the steel beams and the reinforced concrete

deck. This will enable us to create an accurate finite element model of the deck which allows for prediction of structural

response under heavy traffic loads.
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12.2 Review of Previous Work

In this section, we review some of the most recent and relevant work published by researchers in the area of vibration based

structural health monitoring of steel beam-concrete slab bridges. We focus on two specific aspects: (1) identification of

structural mechanisms of traffic load transfer (also referred to in the literature as load distribution factors) and (2)

identification of dynamic response characteristics, namely, natural frequency, mode shapes and damping.

12.2.1 Estimation of Load Transfer Mechanisms from Measured Data

Kim and Nowak [2] used strain measurements induced by operational traffic loads to investigate conventional I-girder

bridges load distribution factors and to assess AASHTO recommendations on dynamic impact factors [3]. The strains were

measured on the bottom flange of I-girders. The study was conducted on two similar bridges during a span of 48 h and

recorded data induced by approximately 900 trucks. The researchers concluded that the measured load distribution factors

(LDF) and dynamic impact factors are consistently lower than the AASHTO recommendation. Breña et al. [4] monitored a

conventional I-girder type highway overpass using strain measurements under a controlled live-load test. Strain

measurements were used to estimate LDFs and these results were compared with the finite element model (FEM) load

distribution factors. The researchers found that although the bridge did not have explicit shear transfer members (such as

shear studs), the strain measurements across the cross section (assuming Bernoulli’s hypothesis of linear strain distribution)

was consistent with the condition of I-girders acting as composite with the reinforced concrete slab. Chakraborty and

DeWolf [5] developed and implemented a continuous strain monitoring system on a three-span conventional composite

I-girder overpass. The study reported on data over a period of 5 months. This study analyzed the LDFs using AASHTO

recommendations, field measurements, and FEM analysis. The study also included the determination of the location of

the height of the neutral axes when large trucks travel across the bridge. One of the conclusions of this study was that the

measured strain levels and LDFs are typically significantly below those recommended by AASHTO. The authors stated that

this is a byproduct of conservative simplifications typically used in conventional designs, such as not including

redundancies, connection restraints, and the way in which loads are distributed to different parts of the structure. This

conclusion is in agreement with previous studies [2]. Finally, Jauregui et al. [6] conducted controlled loading tests on a

standard I-girder bridge and used strains measured at three points through the depth of the I-girders. Results of the

investigation show that even though the girders did not have explicit elements to transfer shear forces in through the

interface with the concrete slab, they behaved as partially composite sections in the positive moment region up to the onset of

yielding.

In conclusion, the results presented in the existing literature typically use strain gauges to determine load distribution

factors and the extent of composite action in typical slab-on-girder bridges. Strain data was measured either in controlled

load tests or during operational traffic. In some cases LDFs from measurements were compared with FEMs and the

AASHTO code.

12.2.2 Finite Element Model Updating

Finite element model (FEM) updating refers to the collection of computational methods that attempt to solve the inverse

problem of estimating user-defined free parameters of a finite element model based on the minimization of a user-defined

objective function of the residual between features extracted from measured vibration data on a system and model prediction

of those features [7]. It is assumed throughout the process that the finite element model is consistent with the system, i.e., that

there exists a set of free parameters that will minimize the residuals to a level consistent with the measurement noise

(Morozov discrepancy principle). Numerous studies have been conducted in the realm of FEM updating for bridge

evaluation and diagnosis. Here we will focus on discussing some of the most recent literature on FEM updating regarding

slab-on-girder bridges.

Sanayei et al. [8] developed a baseline finite element model for bridge management using strain data collected during

controlled static load tests. Feng et al. [9] applied a neural network-based system identification technique to establish and

update a baseline FEM based on acceleration and strain measurements during operational traffic-induced vibrations.

Brownjohn et al. [10] assessed the effects of a bridge strengthening. Experiment-based structural assessments consisting
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of long-term monitoring, a full-scale dynamic test, and FEM updating were conducted before and after the strengthening.

Focusing on the dynamic testing and the modal analysis the effectiveness of the strengthening was evaluated through model

updating. Hou and Lynch [11] employed a wireless monitoring system on a typical slab-on-girder bridge. Ambient vibration

monitoring was conducted on the test bridge and the modal parameters were extracted. The modal assurance criterion was

implemented to assess the correlation between modes found experimentally and those calculated by an updated FEM.

The vast majority of FEM updating involved in slab-on-girder bridge investigations exclusively used vibration data from

accelerometers. Models were updated and calibrated by selecting various structural parameters to match the modal

properties extracted from the vibration measurements. These studies typically employed dense sensor arrays across the

entire length and width of the bridge.

In this project, we differ from previous studies in two main aspects: First, most of the studies have been carried out on

standard I-girder bridges where each girder has similar stiffness. In our case, the bridge deck is atypical involving stiff

longitudinal built-up girders which span the whole bridge length combined with more flexible and short longitudinal

members (stringers) which span transverse floor beams supported on the stiffer longitudinal girders. Second, we explicitly

combine acceleration and strain measurements to update the finite element model; in most of the previous studies (except for

[9]), either accelerations or strains are exclusively used.

12.3 Bridge Description and Geometry

Bridges 58N & S are twin bridges and only bridge 58N was instrumented. The bridge was designed in 1961 and built in

1962. The bridge carries two lanes of traffic both in the north direction. As can be seen from Fig. 12.1, the deck is supported

on two longitudinal built-up I-girders, which rest upon two intermediate reinforced concrete piers and at the ends on

reinforced concrete abutments.

A cross section of the typical deck’s structural system is depicted in Fig. 12.2. The reinforced concrete slab (7½00 thick) is
supported at the ends on the main longitudinal girders with variable depth between 9600 (at the midspan) and 16800 (at the
supports) and on continuous intermediate stringers (W18 � 60) parallel to the main girders. The stringers are supported on a

transverse floor beam (W36 � 170) which itself is supported on the main girders. The transverse floor beams are spaced at

23 ft on-center.

Fig. 12.1 Overall view of bridge 58 N in I-89 Vermont
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12.4 Instrumentation

Instrumentation on the bridge consists of 10 accelerometers (PCB Model 393A03) and 24 strain sensors (PCB model

242A02) placed on the deck as shown in Fig. 12.3. The location of the sensors was selected to capture the maximum

expected structural response of the stringers while at the same time minimizing the required number of sensors. It is worth

noting that the main interest in the instrumentation is to capture the behavior of the stringers, however due to the unusual

structural system of the bridge we will also capture the global structural response. This will be clearly illustrated in data

section of the paper. To perform the data acquisition we used the LMS SCADAS MOBILE SCM05. A uniform sample rate

of 200 Hz was selected for all sensors.

We began collecting data on the bridge onMarch 2012 and plan to extend data collection until the end of summer of 2013.

Measurements consist of 1-h long records recorded sporadically various times a week and short records (< 1 min.) typically

used for comparative purposes, these also include video. We have also performed some controlled tests under known moving

loads at fixed traveling speeds of 40 and 60 mph.

12.5 Experimental Results

12.5.1 Strain Measurements

Twenty-four strain sensors are mounted at the top and bottom flange of the stringers at positions shown in Fig. 12.3. The

method of mounting the strain sensors involves welding a 3 � 4 � 1 in. steel plate onto the flange and then mounting the

strain sensor on the mounting plate. The mounting plate was necessary because the strain sensors require a tightening screw,

which based on VAoT specifications, could not be drilled into the flanges, and thus an indirect strain measurement was

necessary. Based on laboratory test results and detailed finite element modeling, we have found that the strain in the flange

should be approximately 2.5 times the strain measured in the mounting plate.

As can be seen from Fig. 12.3, strain sensors are placed on the top and bottom flange and thus by invoking Bernoulli’s

linear strain assumption we can estimate the location of zero strain (neutral axis) by performing linear interpolation.

Figure 12.4 shows the strain measurements in the top and bottom flange at position 7 due to the passing of 2 trucks of

unknown axle weight and spacing. As can be seen, under varying degree of strain intensity, the neutral axis depth measured

with respect to the top of the bottom flange is stable between 10 and 10.5 in.. Although beyond the scope of this paper, it was

found that the neutral axis depth varies appreciably as a function of ambient temperature. Additionally, upon analysis of

strain measurements, we have found that as we move from position 7 to position 1, the location of the identified neutral

axis measured from the bottom flange of the stringers descends (see Fig. 12.3 for definition of coordinate system).

We hypothesize that this is due to the added compression induced by the whole bridge section deforming in bending and

thus compressing the concrete slab together with the stringers.

Fig. 12.2 Typical cross

section of bridge deck

with dimensions
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Fig. 12.3 Plan view of bridge deck instrumentation

Fig. 12.4 Unfiltered strain measurements at position 7 of stringer 2 due to multiple trucks of unknown weight (See Fig. 12.3 for coordinate system

defining position of position 7)

12 Vibration Monitoring and Load Distribution Characterization of I-89 Bridge 58-N 115



12.5.2 Acceleration Measurements

Ten accelerometers are mounted on the web of the stringers as shown in Fig. 12.3. Figure 12.5 shows the results of

acceleration measurements (in g’s) at two different positions along stringer 2. Since in general we do not know the weight

and axle spacing, we use only the acceleration data corresponding to free vibration (after the vehicle has exited the bridge).

It is well known that for systems with small damping (< 10 %) the ordinate corresponding peaks of the magnitude of the

Fourier transform of the free vibration response coincides very closely with the undamped modal frequency [12]. Figure 12.5

also shows the amplitude of the discrete Fourier transform for the acceleration measurement recorded at position 1 and 7 in

stringer 2.

By comparing the spectra between position 1 and position 7 it was determined that vibration modes were occurring on a

global scale as well as a local scale. Position 1 acceleration measurements were dominated by high amplitude, low frequency

vibration modes. These modes correspond to the entire, global vibration of bridge attributed to the structural properties of the

main exterior girders. At position 7 these same global modes were still recorded but at a much smaller amplitude. Position 7

acceleration measurements instead displayed high amplitude response in vibration modes at higher frequencies. These

modes correspond to the local vibrations of the deck stringers. Table 12.1 illustrates the various identified modal frequencies.

12.6 Finite Element Modelling

Two finite element models were formulated and updated to investigate the structural behavior of the bridge. The first model

uses frame elements to model the entire length without deck details. Thirty-eight frame elements were needed to sufficiently

model the changing cross-section due to the parabolic haunch of the girders. Included in the girder cross-section was half the

Fig. 12.5 Unfiltered acceleration measurements for stringer 2 in position 7 (on the left) and position 1 (on the right). On the bottom, we show the

square of the magnitude of the Fourier transform for each measurement
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width of the concrete road deck and additional line mass to approximate the additional dead weight associated with

non-structural elements. Adding the concrete deck to the girder cross-section introduced composite action in the analysis.

The second model is a sub-structured finite element model of the structure that was generated using 1,141 frame elements

and 10,341 shell elements. The model represents approximately 20 % of the length of bridge and contains the instrumented

portion of the bridge. Figure 12.6 displays an overview of the detailed FEM. This model focuses primarily on the local

vibration modes mostly engaging the stringers. Coupled stiffness matrices were placed at the free end of the model at the

centroid of the exterior girder to include the stiffness of the remaining 80 % of the bridge (not being modeled explicitly).

Horizontal springs were placed at the roller supports to model the elastic effect of the expansion joint at the abutment.

Massless link elements connected the concrete deck shell elements to the frame elements of the model. Since the composite

global girder model correlated well with the identified global modal frequencies the rigid links connecting the deck to the

girders were taken as rigid. The link elements connecting the deck elements to the stringer frame elements were updated to

better correlate with the identified local modal frequencies. The compressive strength of the concrete deck was kept constant

at 4 ksi. Table 12.1 depicts the comparison between identified modal frequencies from the data and finite element models.

The free parameters in the FEM to be updated were: (1) support springs (2) stiffness of link elements between stringers and

slab (3) stiffness of link elements between girders and slab.

12.7 Conclusions

Based on the measured acceleration and strain data we can preliminarily conclude that even though the structural drawings

do not specify any explicit member for shear transfer at the interface of girder and the concrete slab, vibration data suggests

that the bridge main girders are acting completely composite with the concrete slab. One possible mechanistic explanation

for this phenomenon might be the fact that bridge built-up girders possess rivets that protuberate on the top flange, thus

creating a rugged interface which allows for significant shear transfer. In the case of the steel stringers, we have found that

even though these do not possess any shear transfer members they are acting partially composite (at around 70%). These

estimates allow engineers to estimate the member capacity under normal traffic loads and to compute upper bounds on the

member ultimate bending capacity. Table 12.2 presents preliminary relative LDF values for the three stringers under two

recorded load tests and three FEMs results considering various loading positions in the transverse direction. We have also

found as other researchers in the past have, that AASHTO load distribution factors for the stringers are overly conservative,

in our case by a factor of approximately 40%.

Fig. 12.6 Overview of three

dimensional sub-structured

finite element model with

overall dimensions. The

model is composed of frame

elements representing girders,

floor beams, stringers, rigid

and flexible links as well as

shell elements to model the

reinforced concrete slab

Table 12.1 Identified modal

frequencies versus updated FEM

frequencies Mode Description

Modal frequency (Hz)

Identified FEM

1 Vertical – girders 1.77 1.76

2 Vertical – girders 3.10 3.13

3 Vertical – girders 3.90 4.06

4 Vertical – stringers 13.68 13.69

5 Vertical – stringers 15.03 16.38

6 Vertical – stringers 18.44 17.74
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Chapter 13

Dynamic Modeling and Field Testing of Railroad Bridges

Hani Nassif, Peng Lou, and Ying-Jie Wang

Abstract In this paper, results for a study to investigate the impact of increasing the weight of freight railcar from 1,170 kN

(263 kips) to 1,272 kN (286 kips) on typical bridges that are part of the New Jersey rail network are presented. Based on the

field inspection reports, a number of critical bridges on New Jersey’s rail lines were selected and load-rated based on the

current American Railway Engineering and Maintenance-of-Way Association (AREMA) specifications. Two-Dimensional

(2D) dynamic models and field instrumentation and testing were adopted for the more accurate assessment of these bridges

and to develop a refined methodology for evaluating and load-rating railroad bridges. The field study included instrumenta-

tion and testing under moving freight and passenger railcars. The steel bridge is simulated as a Bernoulli-Euler beam and the

moving train is modeled using rigid-body dynamics. The method of modal superposition is adopted to compute the dynamic

effects of the train-bridge interaction system. The dynamic model was validated with results from the field tests. The impact

factor for fatigue of the bridge under moving freight and passenger train were compared with AREMAMean Impact Factor.

Results show that the impact factor for bridge fatigue is increased by the free vibration component. Moreover, for passenger

car, when the running speed is above 170 km/h, the impact factor for fatigue is slightly larger than the AREMAMean Impact

Factor.

Keywords Railroad bridge • Filed testing • Dynamic model • Impact factor • Fatigue

13.1 Introduction

By the late 1990s, economic and population growth resulted in significant freight movement. It is expected that the rail

freight traffic will grow sharply for the next 20 years. Therefore substantial demand will be put on the already heavily-used

railroad system. The freight railroad system enables cost-effective movement of large volume of freight, and is important

because the alternative transportation methods, vehicles and trucks, cause concerns about congestion, air quality, and safety.

However, the cost to build and maintain infrastructure and equipment is very high, and it is very difficult to make long-term

investment in railroad infrastructure. Additionally, many railroad bridges were built before World War II and are

approaching their design life limit, which creates additional concerns. In New Jersey freight railcars utilize portions of

passenger rail system to reach their destinations, sharing lines with NJ Transit commuter rail service.

Fatigue phenomenon influences service life and maintenance costs of steel railroad bridges, which is caused by

accumulation of live load stress over a long period. During bridge design and evaluation, the dynamic effect of bridges

resulting from moving train is usually expressed as impact factor. However, the impact factor defined for fatigue differs from

various codes and specifications. The AASHTO LRFD [1] recommends 15% of the live load for the fatigue limit state. Some
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codes define the impact factor for fatigue as percentages of the static values of the dynamic impact factor. For example, the

Korean Railway Bridge Design Code [2] specifies the fatigue factor as 65% for bridges longer than 9 m, and the Japanese

Railway Standards for Steel Bridge [3] specifies 75%. Recently, Lee et al. [4] suggested that the impact factor for fatigue can

be only half of that used in ordinary static design of the present Korean code. The AREMA Specifications 2009 [5] defined

the impact factor for fatigue as the “Mean Impact Load”, calculated as a percentage of the dynamic impact factor used in

static design. AREMA has specified different values for different bridge members as shown in Table 13.1.

The major factors governing fatigue of steel bridges are the numbers of stress cycles, the magnitude of the stress range,

and the relevant Fatigue Detail Category. Therefore, in fatigue design or evaluation, the maximum stress range rather than

the maximum stress is considered. Figure 13.1 shows typical dynamic and static stresses in a bridge member due to the

passage of a train passing over the bridge. For the normal static design, the impact factor (IM) is normally calculated using

(13.1). However, for steel railroad bridges, the impact factor for fatigue is defined as (13.2).

IM ¼ σdyn-σstat
σstat

(13.1)

IM ¼ σdyn;f -σstat
σstat

(13.2)

where, σstat is the maximum static stress, σdyn is the maximum dynamic stress, σdyn,f is the maximum dynamic stress range.

In this paper, typical rail bridges on various New Jersey rail lines were reviewed to investigate the impact of the increased

railcar weight. A two-dimensional (2D) train-bridge dynamic model is developed and validated using results from field tests.

Using the validated model, the impact factor for fatigue of a typical steel plate girder bridge for different speeds of the train

was determined.

Table 13.1 Assumed mean impact load percentages (from AREMA 2009 Table 15-1-8)

Member Percentage (%)

Member with loaded lengths equal or less than 10 ft (3 m) and no load sharing 65

Hangers 40

Other truss members 65

Beams, Stringers, Girders and Floor beams 35

Note: Where bridges are designed for operation of trains handling a large percentage of cars with flat or out of round wheels

which increase impact and/or poor track which increases impact, and the loaded length of the member is less than 80 ft

(24 m), the mean impact should be 100 % of the design impact
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13.2 Field-Testing Methods

In this study, various field testing systems were utilized to obtain the actual strain, deflection and velocity data. Various types

of sensors and data acquisition systems were instrumented on a selected 12.2 m long, open deck steel girder railway bridge.

The bridge supports two active tracks using four girders that allow two-way traffic. The field instrumentation includes

Structural Testing System (STS) and the Laser Doppler Vibrometer (LDV). A typical testing plan is shown in Fig. 13.2.

The Structural Testing System (STS), which measures the strain in structural members, is a modular data acquisition

system manufactured by Bridge Diagnostics, Inc. (BDI) of Boulder, Colorado. The system includes three parts: strain

transducers, junction nodes, and a main unit. The strain transducers shown in Fig. 13.3a were mounted on structural elements

and connected with the junction nodes. Each strain transducer is assigned a unique number that can help to recognize the

location of the transducer easily in the computer software when operating the test. The junction nodes shown in Fig. 13.3b

can transfer the data from strain transducer to the main unit (Fig. 13.3b) that produces wireless signal. The junction nodes

were placed on the pier of the tested span. The main unit is a processing unit that samples data and was placed between the

junction nodes and the computer to allow control the system remotely by the operator.

Fig. 13.2 Field testing plan for a typical span of selected bridge

Fig. 13.3 (a) Strain transducers on the girder; (b) Junction nodes and main unit of STS; (c) Laser Doppler Vibrometer mounted to a tripod,

Decoder unit; (d) Reflective tape on structural element
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The Laser Doppler Vibrometer (LDV) is a non-contact measuring device that measures displacement and velocity of a

remote point in structural members. The system is composed of three parts: the helium neon Class II laser head (Fig. 13.3c),

the decoder unit (Fig. 13.3c), and the reflective target (Fig. 13.3d) attached to the structure. The laser head is mounted to a

tripod that is positioned underneath the target.

13.3 2-D Dimentional Dynamic Model and Model Validation

Figure 13.4 shows a two-dimensional (2D) model which was developed to simulate the dynamic behavior of the bridge-train

interaction The moving train composed of several vehicles, including locomotive car and freight cars or passenger cars, runs

over a simple supported bridge at the constant speed v. It is assumed that the wheel sets of each vehicle are kept in full

contact with the bridge at all times. This assumption is made to ensure that the dynamic responses of the bridge and vehicle

are linearly coupled, which can be computed using conventional time integration methods without iterations.

As shown in Fig. 13.4, each vehicle is composed of one car body, two identical bogies, and four identical wheel sets. The

wheel sets and bogies are connected by primary suspensions, and the bogies and the carbody are connected by secondary

suspensions, which are modeled as a linear spring-dashpot units [6]. The car body and two bogies are each assigned two

DOFs, which are vertical displacement and rotation about the center point. Using rigid-body dynamics method, the

equations of motions for vehicle components can be given as a series of second-order ordinary differential equations in

the time domain.

In this study, the simple bridge is modeled as a linear elastic Bernoulli-Euler beam with identical sections. Using modal

superposition method, the equation of motion for the bridge subjected to moving train can be written as a series of second-

order ordinary differential equations with generalized displacements.

By combining vehicle equations and bridge equations together, the equations of motion for train-bridge system can be

presented in a matrix form as

M½ � €U
� �þ C½ � _U

� �þ K½ � Uf g ¼ Ff g (13.3)

where [M], [C], [K] denote the mass, damping and stiffness matrices; Uf g; _U
� �

; €U
� �� �

are the vectors of displacement,

velocity, and acceleration, respectively; and {F} represents the vector of exciting forces applied to the dynamic system.

To compute both the dynamic responses of the simple bridge and moving vehicles, the generalized matrix equation of

motion given in (13.3) will be solved using Newmark-β method. In this study, β ¼ ¼ and γ ¼ ½ are selected, which implies

a constant acceleration with unconditional numerical stability.

To validate the 2-D dynamic model described earlier, the field testing results including deflection, velocity, and strain

data are compared with the dynamic model results. As shown in Fig. 13.5, the deflection and velocity results for the selected

bridge model show good agreement (within 10 %) with the field testing data.
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13.4 Comparison with Arema Specifications

The dynamic effects of moving vehicles on bridges are important in the design and evaluation of their overall performance.

In AREMA [5], for steel railway bridge, (13.4) was proposed to account for the vertical effect of the dynamic effect

excluding the rocking effect (20% of live load).

IF ¼
40� 3L2ðftÞ

1600
¼ 40� 3L2ðmÞ

148:6
) L � 80 ft ¼ 24m

16þ 600

Lð ftÞ � 30
¼ 16þ 182:9

LðmÞ � 9:1
) L> 80 ft ¼ 24m

8

>

>

>

<

>

>

>

:

(13.4)

where L is the span length.

For train speeds below 96.6 km/h (60 mph), for all spans carrying equipment without hammer below, and for all spans

other than truss spans carrying equipment with hammer below, the values of the vertical effects of the impact equations shall

be multiplied by the following factor:

1� 0:8

2500
60� 62

100
S km=hð Þ

� � 2

¼ 1� 0:8

2500
60� SðmphÞð Þ2 � 0:2 (13.5)

where S is the running speed.

Figure 13.6a show the impact factor of the selected bridge under the effect of a passing 1,272 kN (286 kips) freight car.

For the static design, the maximum impact factor is 5% while the maximum impact factor for fatigue is 10%. Figure 13.6b

shows that the maximum values for dynamic impact factor and fatigue impact factor are 11% and 22%, respectively. This

suggests that the value for the fatigue impact factor is twice as high as the dynamic impact factor. This can be attributed to

the free vibration component. When the freight car runs over the bridge, both the impact factor for fatigue and dynamic

impact factor are below the value from AREMA Specifications. However, for the passenger car, when the running speed is

above 170 km/h, the impact factor for fatigue is slightly larger than the AREMA Mean Impact Factor. This suggests that

AREMA would slightly underestimates the dynamic amplification in the fatigue design at higher speeds. Therefore, for

passenger car, the speed restriction should be applied to reduce the stress range associated with dynamic amplification.
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13.5 Conclusions

In this study, typical rail bridges were used to investigate the dynamic impact of the increased freight railcar weight. Various

types of equipment were used such as the Structural Testing System (STS), Laser Doppler Vibrometer (LDV), to monitor the

dynamic responses (strain, deflection, and velocity) of the bridges under moving trains. A two-dimensional (2D) dynamic

model of the train-bridge dynamic interaction system was developed and validated with field testing results. The impact

factor for fatigue of the bridge under moving freight and passenger train were compared with AREMAMean Impact Factor,

the following conclusions can be summarized:

1. The impact factor for fatigue of the bridge is increased by the free vibration component.

2. For passenger car, when the running speed is above 170 km/h, the impact factor for fatigue is slightly larger than the

AREMA Mean Impact Factor.
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Chapter 14

Optimal Sensor Placement for Structures

Under Parametric Uncertainty

Rafael Castro-Triguero, Senthil Murugan, Michael I. Friswell, and Rafael Gallego

Abstract This paper examines the influence of parametric uncertainties on the optimal sensor placement methodologies for

modal analysis of a truss bridge. Four classical sensor location methodologies are employed: two based on the Fisher

information matrix and two based on energy matrix rank optimization. Young’s modulus, mass density and cross sectional

dimensions are considered as uncertain parameters. The independent effects and cumulative effects of these uncertain

variables on the sensor configuration are studied. The optimal locations of sensors under parametric uncertainty are assessed

by the use of three different criteria. Furthermore, the robustness of this configuration is investigated for different levels of

signal-to-noise ratio. The numerical results show the parametric uncertainties have significant influence on the optimal

sensor configuration of a truss bridge.

Keywords Sensor placement • Uncertainty • Experimental/operational modal analysis

14.1 Introduction

Sensor placement in a host structure is an important initial step in the field of experimental modal analysis (EMA) and in

particular in operational modal analysis (OMA) [1, 2]. Applications with wired and wireless methodologies necessarily need

a planned methodology to locate the sensors. This sensor location can either be permanent for permanent monitoring, or can

be temporary in the case of roving sensor monitoring. Furthermore, Structural Health Monitoring (SHM) techniques require

an optimal number of sensors for system identification, structural damage identification, and finite element model updating.

Different methodologies have been developed for optimal sensor placement (OSP) [3]. These can be primarily classified

into two groups: sub-optimal methods and methods based on formal optimization strategies. The sub-optimal methods are

based on iterative techniques and the latter treat the problem as a classical optimization problem. Kammer [4] proposed an

iterative method, the Effective Independence method (EFI), based on the maximization of the determinant of the Fisher

Information matrix (FIM). The principal idea of this method is based on the linear independence of the mode shapes. The

number of sensors is reduced in an iterative way by deleting the degrees-of-freedom (DOFs) from the mode shape matrix

which contribute less to this independence. This method produces a sub-optimal solution. The Fisher matrix can also be

weighted by the use of the mass matrix from a finite element model [5]. Energy matrix rank optimization (EMRO)

techniques are similar to the EFI method but in this case the main idea is to maximize the strain energy of the structure

rather than the determinant of the FIM matrix [6]. This method can also be based on the kinetic energy by using the mass

matrix instead of the stiffness matrix [7].

In recent years, much research is focused on incorporating the uncertainties associated with real structures in the

numerical simulation for reliable predictions. Uncertainties can be mainly classified as parametric uncertainty and model
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form uncertainty [8, 9]. The parametric uncertainties are associated with the discrepancies between the values of actual

physical systems and the input parameters used for the analysis. Model form uncertainties are associated with the lack of

accurate modeling of the physical system. However, in this paper, only the parametric uncertainties are considered.

Uncertainty analysis makes use of statistical sampling, hypothesis testing and input–output data analysis to characterize

the effect of parametric and model form uncertainties on the structural experiments or numerical simulation [8, 10–13]. The

uncertainties can alter the optimal locations of sensors and a posteriori affect the structural health monitoring. However very

few studies have considered the optimal placement of sensors with parametric model uncertainties.

In the present article the influence of parametric uncertainties on the optimal sensor placement methodologies for the

modal analysis of a truss bridge is investigated. Four classical sensor location methodologies are employed: two based on the

Fisher information matrix and two based on energy matrix rank optimization. Young’s modulus, mass density and cross

sectional dimensions of each member of the truss bridge are considered as uncertain parameters. The independent and

cumulative effects of these uncertain variables on the sensor configuration are studied. The optimal locations of sensors

under parametric uncertainty are assessed by the use of three different criteria: the Fisher matrix determinant, the modal

assurance criterion error and the singular value decomposition ratio. Furthermore, the robustness of this configuration is

investigated for different levels of signal-to-noise ratio.

14.2 Sensor Placement Algorithms

Four optimal sensor methodologies which are commonly used in OSP are considered in this study and discussed in this

section. The two are based on the Fisher information matrix (EFI and EFIWM) and the other two based on the concept of

energy matrix rank optimization (KEMRO and SEMRO).

14.2.1 Effective Independence Method (EFI)

Kammer [4] introduced the EFI optimal sensor placement algorithm which aims to search the best set of DOFs locations

from all the candidate locations in the structure such that the linear independence of the mode shapes is maintained. The

starting point of this method is the full modal matrix (Φ) from a finite element model. All the DOFs used in the FE model

cannot be measured in the real structure due to physical limitations. Therefore, the DOFs corresponding to rotations and

coordinates which cannot be measured are eliminated from the full modal matrix. Similarly, not all of the mode shapes can

be experimentally measured, hence some target modes are selected to be optimally detected. Hence, the rows corresponding

to DOFs that can be measured are kept and the columns corresponding to target modes are retained in the full modal matrix.

The Fisher information matrix (FIM) is defined as

FIM ¼ ΦT Φ (14.1)

If the determinant of the FIM is zero, the columns of the modal matrix (i.e. the target modes) are linearly dependent.

Therefore, the purpose of the EFI method is to select the best DOFs (to place the sensors) which maximizes the determinant

of the FIM.

A mass weighting version of the EFI (EFIWM) method is also studied in the literature [2]. In this case the FIM matrix

corresponds to

FIM ¼ ΦT M Φ (14.2)

14.2.2 Energy Matrix Rank Optimization (EMRO)

The basic idea underlying the EMRO algorithm is to achieve a sensor location configuration that maximizes the strain

energy (SE) of the measured mode shapes from the structure [6]. The strain energy is

SE ¼ ΦT K Φ (14.3)
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where K is the stiffness matrix from the finite element model. This method is a weighted version of the EFI method where the

FIM is assembled using a Cholesky decomposition of the stiffness matrix given by

K ¼ CT C (14.4)

where C is a upper triangular matrix. In this case, the FIM is defined as

FIMSE ¼ ΨT Ψ where Ψ ¼ C Φ (14.5)

The procedure is the same as the EFI algorithm but Guyan reduction is employed to reduce the stiffness matrix at each

step. This method is usually called SEMRO. Similar to the methodology based on the strain energy, the kinetic energy (KE)

could be employed. This method is called KEMRO.

14.3 Numerical Results

The effects of uncertainty on the OSP methodologies are studied with a truss bridge structure shown in Fig. 14.1. A simple

two-dimensional finite element model was used to simulate the dynamic behaviour of the truss bridge. The finite element

analysis was carried out with the finite element code, CALFEM [14]. The bridge is discretized into 31 classical bar finite

elements with 2-DOF/nodes which results in a total of 14 nodes and 28 DOFs. The first ten mode shapes of the 2D-truss

bridge structure are considered as the target modes and the numerical analysis is performed with these modes.

14.3.1 Monte Carlo Simulation (MCS)

Uncertainty analysis can be performed with several stochastic methods available in the literature [8]. Monte Carlo

simulation (MCS) is the most accurate and popular uncertainty analysis technique [9, 11, 12]. The main advantage of

MCS is that uncertainty analysis can be performed without any modification of the deterministic finite element analysis

program. The MCS requires a large number of simulations and results in a high computational cost. However, the

computational cost or time for the truss type structure considered in this study is very small and therefore MCS is used in

this study.

The uncertainty analysis of truss bridge with MCS is discussed in the following paragraphs.

1. Selection of the parameters under uncertainty. In the real world, the truss bridge structure has several parameters which

are uncertain in nature. The parameters related to geometry and material properties of the bars can be uncertain because of

the error tolerances and thermal treatments during their manufacture, or variations in the ambient temperature. In the

present study, material properties and the cross sectional dimensions of the bars are considered as random variables with

Gaussian distributions. The mean values and coefficients of variation (CoV) of these uncertain parameters are selected

from Ref. [14] and given in Table 14.1.

2. Generation of samples for the stochastic parameters. A simple random sampling scheme using MATLAB is used to

generate the random samples of the uncertain parameters. The Young’s modulus (E), mass density (ρ) and cross section

area (A) of the bars are considered as independent random variables and the random samples are generated. Monte Carlo

Fig. 14.1 Two dimensional truss bridge
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simulation is performed with the deterministic finite element code for the given number of samples. The natural

frequencies and mode shapes of the truss bridge are considered as the output response. The standard deviation of these

frequencies for different number of samples for the MCS is used to determine the number of samples required. In this

case, due to the stabilization of the standard deviation, 2,000 samples are chosen.

14.3.2 Sensor Placement Under Parametric Uncertainty

Initially, the effect of uncertain parameters on the sensor configuration is studied independently. Eleven sensor locations are

chosen out of the 28 DOFs available using the four OSP methods discussed in Sect. 14.2. In MCS, the cross-sectional and

geometric properties vary with each sample. Therefore, the optimal locations of the 11 sensors also vary with each sample. The

probabilities of the DOFs chosen as optimal sensor locations for the case of stochastic Young’s modulus, and for 2,000 samples

are shown in Fig. 14.2. The results for all the stochastic variables show that there are several DOFs that are always chosen as an

optimal sensor location in every sample of the MCS. These sensor locations are of vital importance in the global configuration

and can be called as vital sensors. The results of EFIWMandKEMROmethodologies show similar sensor configurations due to

their theoretical similarities. In the case of the EFI method, DOFs 3, 6, 9, 25, and 27 have a probability of 1.0 when the Young’s

modulus or cross section or mass density is considered as uncertain parameter. Therefore, these DOFs form five vital sensor

locations. The first 10 optimal sensor locations havemuch higher probabilities than the rest. However, the 11th and the next best

optimal choice have only small differences between their probabilities. For the EFIWMalgorithm, six sensors have a probability

of 1.0 and they are vital sensors. However, in this case the variability between the remaining sensors is higher. The KEMRO

algorithm shows a similar behaviour to EFIWM with seven vital sensors having a probability of 1.0 and small differences

between the remaining optimal sensors locations. Finally the SEMRO algorithm shows the highest number of vital sensors, with

eight having probabilities of 1.0, and has a large difference between the first 11 optimal locations and the others. The cumulative

effect of the three randomvariables on theOSP using the fourmethods show the number of vital sensors has decreased in all four

methodologies compared to the results with individual parameter uncertainty. Furthermore, all the algorithms show the same

vital sensors locations compared to the corresponding cases of individual stochastic variables, except in the case of EFI where

one of the sensors is different.

Table 14.1 Stochastic properties of 2D-truss bridge parameters

Stochastic properties Mean C.o.V. (σ/μ) (%) Distribution

Young’s modulus, GPa 70 8 Normal

Mass density, kg/m3 2,800 4 Normal

Cross sectional area, m2 0.0025 5 Normal

Fig. 14.2 Probability of sensor selection: EFI with stochastic Young’s modulus
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14.3.3 Assessment Criteria for OSP Methodologies

In the above section, the optimal sensor locations are chosen using different OSP methodologies, and the results show a

variation in the optimal locations. Therefore, an assessment criterion should be established to compare the suitability of

different sensor configurations obtained from the various OSP methodologies. In the following, three of the most important

criterion are given and used in [1].

1. Determinant of Fisher information matrix (FIM).

2. RMS value of the off-diagonal terms of modal assurance criterion (MAC) matrix.

3. Singular value decomposition ratio (SVD-ratio) of the mode shape matrix.

These three assessment criteria are computed for every sample of the MCS. Table 14.2 presents the mean value of these

criteria for all of the four OSP methodologies employed in the present work. As an example, histogram plotted in Fig. 14.3

represents the distribution of the assessment criteria for every OSP algorithm. In the case of the determinant of the FIM, the

EFI algorithm always gives the highest value for all of the methods. This observed result is obvious if the mathematical basis

of the EFI method is studied, due to the assumption of the maximization of this determinant. The evolution of the MAC rms

ratio clearly illustrates that it offers the best solution in the case of the EFIWM and KEMRO algorithms. A similar result can

be observed if the SVD ratio evolution is considered. Finally, it is observed that the behaviour of the EFIWM and KEMRO

algorithms is quite similar whatever criterion is employed.

14.3.4 Robustness of Optimal Sensor Configurations

Measurement techniques for experimental and operational modal analysis are subjected to noise effects that contaminate the

experimental data. The sensor configuration must be chosen allowing for the existence of these noise effects. In particular

this determines the number of the sensors that need to be employed in the experimental tests. Furthermore, a certain level of

accuracy is necessary to demonstrate the assessment of the sensor configuration. Noise effects can be incorporated into finite

Table 14.2 Mean values of the assessment criteria for the suitability of measurement locations with parametric

uncertainty

Method (det(FIM)) (MAC rms error) (SVD-ratio)

EFI 2.4757e-13 0.0269 2.0514

EFIWM 8.4894e-14 0.0107 1.5380

KEMRO 8.2864e-14 0.0103 1.5104

SEMRO 7.7107e-14 0.0276 2.1452

Fig. 14.3 Probability density function of det(FIM) for the EFI method
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element models numerically to simulate their consequences. The signal-to-noise-ratio (SNR) is employed as a measure of

the noise level. The SNR is defined as the power ratio between a signal (meaningful information) and the background noise

(unwanted signal).

SNR ¼ Psignal

Pnoise
(14.6)

In this case the noise is added to the meaningful information from the OSP objective, i.e. added to the target mode shapes.

Different SNR levels are considered, from a low noise case (SNR ¼ 40 dB) to a high noise case (SNR ¼ 10 dB). In the ideal

case of no-noise the evolution of the MAC rms error for different sensor configurations show how this value improves when

the number of sensors increase. For this example, the EFI method was selected as the sensor placement algorithm and was

implemented for different numbers of sensors. The MAC rms error for the best sensor locations for each number of sensor

decreases when the number of sensors increases. If noise is present then the MAC rms error increases. Table 14.3 presents

the mean value for the MAC rms error for different noise levels and also for different numbers of sensors. Figure 14.4

represents the MAC rms error histograms if all DOFs are measured at the same time and for different levels of SNR.

Table 14.3 Mean MAC rms error for the suitability of three different measurement locations with parametric uncertainty

and different noise levels

μ (MAC rms error)

No noise 40 dB 30 dB 10 dB

11 sensors 0.0334 0.0377 0.0670 0.1422

14 sensors 0.0332 0.0363 0.0580 0.1131

25 sensors 0.0039 0.0064 0.0247 0.0659

a

b

Fig. 14.4 Probability density function of the MAC rms error for 25 sensors with (a) no noise and (b) 10 dB of noise
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The number of sensors can also be selected if a desired level of accuracy is required. Sensors configurations become very

expensive as the number of sensors increases. Furthermore, a procedure is required to estimate the exact number of sensors

needed. In particular, for similar levels of accuracy measured in terms of MAC rms error, big differences could exist in the

number of sensors employed. To illustrate this methodology suppose we wish to select the number of sensors between 11 and

14. The effects of the noise are also considered. In this case the EFI algorithm is applied to determine the best sensor

configuration for the case of 11 and 14 sensors. After these configurations are fixed, the MCS is run with uncertain

parametric variables (Young’s modulus, cross section and mass density) to assess the performance in terms of MAC rms

error. If noise is added the MAC rms error increases from the case of low noise. The MAC rms errors are similar for 11 and

14 sensors in the case of no noise, but show higher differences with high noise.

14.4 Conclusions

This paper investigates the influence of parametric uncertainties on the OSP methodologies for modal analysis of structures.

Four OSP algorithms were used for numerical studies. A truss type bridge structure is considered as the test case to study the

effects of parametric uncertainties on the OSP. Geometric (cross section) and material properties (Young’s modulus and

mass density) were considered as uncertain variables. Monte Carlo simulation was performed to evaluate the optimal sensor

locations under uncertainty. This was propagated through a finite element model of the truss bridge structure. The natural

frequencies show considerable scatter due to uncertainty. In addition, the mode shapes also show considerable variations due

to uncertainty and therefore affect the optimal sensor locations. Initially, the effects of uncertainty in individual variables on

the sensor configurations were examined. The numerical results show that some sensor locations were always chosen even

with the uncertainty. These sensors are called vital sensors due to their high probabilities of occurrence. When the

cumulative effect of uncertain variables are considered, the MCS shows similar results and retains the vital sensors of the

individual uncertainty results. In order to compare the optimal sensor configurations obtained from four OSP methodologies,

three assessment criteria were established. These criteria were applied to the sensor configurations identified by the four OSP

algorithms considered in this work. Furthermore, due to the importance of noise in real applications, different levels of

signal-to-noise-ratios were considered. The noise was incorporated into the finite element model to simulate its effects on the

mode shapes of truss bridge. Three different levels of noise were considered and the corresponding sensor configurations

were compared. Finally, these numerical results demonstrate that uncertainties in geometric and material properties play a

significant role in the optimal sensor placement methodologies.
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Chapter 15

Effects of Bolted Connection on Beam Structural Modal Parameters

Zhi-Sai Ma, Li Liu, Si-Da Zhou, Di Jiang, and Yuan-Yuan He

Abstract Engineering structures are generally designed as the assembly of several parts in consideration of manufacture

and structural strength, while different connections have great effects on the dynamic characteristics of the whole structure.

This article firstly introduces the influence of stiffness and mass distribution on the beam’s modal parameters. Then a beam-

like structure consisting of four steel parts connected with bolts is presented and a series of modal testing is performed to

estimate the modal parameters under free-free boundary condition. Afterwards connection location and bolt preload are

selected as variables for modal testing, and the modal parameters of the beam-like structure with different connection

locations and bolt preloads are compared. Finally, the finite element model of the bolted connection is updated based on the

data of modal testing. The results indicate that the larger bolt preload increases the stiffness of connections, which

consequently changes the modal parameters, while the influence of the bolt preload highly depends on the connection

location.

Keywords Bolt preload • Bolted connection • Finite element analysis • Modal testing • Structural modal parameter

15.1 Introduction

Structural dynamic analysis plays an important role during the preliminary design of engineering structures, especially for

the large-scale engineering structures, such as bridges, deployable structures and launch vehicles. Large-scale engineering

structures are usually designed as the assembly of several parts in consideration of manufacture and structural strength.

Generally, the structure geometry, the boundary conditions and material characteristics the mass, stiffness and damping

distribution of the structure contain sufficient information to determine the system modal parameters (natural frequencies,

damping factors and mode shapes) [1]. For large-span structures, different parts can be connected with each other through

bolts, and the bolted connection influences the structural dynamic characteristics of the whole structure. Compared with the

structure without any connections, the bolted connection changes the local stiffness of the structure. Furthermore, the contact

between the bolts and different structure components causes localized non-linear stiffness and damping changes [2]. As

many structures are assemblies, modal testing and the proper finite element model of the bolted connection are needed to

better understand the characteristics of the bolted connection.

Effects of the bolted connection on structural modal parameters had been studied by many people. R.A. Ibrahim and

C.L. Pettit provided an overview of the problems pertaining to structural dynamics with bolted joints in their review

article [3]. Experimental and theoretical studies of a bolted joint excited by a torsional dynamic load were carried out by

H. Ouyang [4]. Many finite element models had been accumulated for the analysis of bolted connections. Some models
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were employed to structural static analysis; others were used to analyze structural dynamic problems, and it focuses on the

latter here. For instance, linear dynamic behavior of bolted joint was modelled and its parameters were identified using

experimental observations by H. Ahmadian [5]. A simple, reliable and feasible finite element model with three-

dimensional solid elements about blind hole bolted connection was proposed to obtain bolt pre-tensional effect in

reference [6]. The identification of bolted lap joints parameters in assembled structures was done by H. Ahmadian and

H. Jalali [7]. Nevertheless, few suitable models and simplified analysis methods can be used for some specific problem.

Therefore, this article aims to offer the reader a good understanding for investigating the dynamics of the beam-like

structure with bolted connections.

In the present article, the foundational theory on structural dynamics is briefly reviewed, along with the influence of

stiffness and mass distribution on the beam’s modal parameters (Sect. 15.2). Modal testing on the beam-like structure with

different bolted connections is conducted; and effects of connection location and bolt preload on its modal parameters are

also obtained (Sect. 15.3). A simplified but reliable finite element model of the bolted connection is built, and the spring

stiffness of the finite element model is optimized based on the data of modal testing (Sect. 15.4). The conclusions of the study

are finally presented (Sect. 15.5).

15.2 Beam Flexure

The formal mathematical procedure for considering the behavior of an infinite number of connected points is by means of

differential equations in which the position coordinates are taken as independent variables [8]. Inasmuch as time is also an

independent variable in a dynamic response problem, the formulation of the equations of motion in this way leads to

partial differential equations. Here, attention will be limited to one dimensional structures such as beam-type systems

which may have variable mass, stiffness and damping properties along their elastic axes. The partial differential equations

of these systems involve only two independent variables: time and distance along the elastic axis of each component

member.

15.2.1 Partial Differential Equation of Motion

For a straight, nonuniform beam, the significant physical properties of this beam are assumed to be the flexural stiffness EI(x)
and the mass per unit lengthm(x), both of which may vary arbitrarily with position x along the span L. The transverse loading
p(x, t) is assumed to vary arbitrarily with position and time, and the transverse-displacement response v(x, t) is also a function
of these variables. For arbitrary boundary conditions, the partial differential equation of motion for the elementary case of

beam flexure [8] can be obtained as below

@2

@x2
EIðxÞ @

2vðx; tÞ
@x2

� �

þ mðxÞ @
2vðx; tÞ
@t2

¼ pðx; tÞ

Of course, the solution of this equation must satisfy the prescribed boundary conditions at x ¼ 0 and x ¼ L. The free-

vibration equation of motion for this system is

@2

@x2
EIðxÞ @

2vðx; tÞ
@x2

� �

þ mðxÞ @
2vðx; tÞ
@t2

¼ 0

It can be found that the flexural stiffness EI(x) and the mass per unit length m(x) determine the modal parameters of the

structure. The natural frequencies, along with their mode shapes, can be obtained through solving this free-vibration

equation of motion. However, the solutions of the equations of motion for most complex systems generally can be obtained

only by numerical means.
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15.2.2 Benchmark Beam

As shown in the free-vibration equation of motion, the flexural stiffness EI(x) and the mass per unit length m(x) determine

the natural frequencies and the corresponding mode shapes of the structure. For a steel beam with dimensions 2,000 �
60 � 10 mm (L�W� H), its mass density is 7,850 kg/m3, Poisson’s ratio is 0.33 and Young’s modulus is 210 GPa. The

flexural stiffness EI(x) and the mass per unit length m(x) equal to constants EI and m, respectively. The first three natural

frequencies and the corresponding mode shapes are obtained for this benchmark beam under free-free boundary condition,

as depicted in Fig. 15.1.

15.2.3 Effects of Stiffness and Mass Distribution on Modal Parameters

In order to discuss the effects of stiffness and mass distribution on the beam’s modal parameters, the flexural stiffness EI(x)
and the mass per unit length m(x) may vary arbitrarily with position x along the span of the beam. For a beam with

dimensions 2,000 � 60 � 10 mm (L � W � H), its flexural stiffness EI(x) or the mass per unit length m(x) at specific
position (x ¼ x0) are different from the others during the finite element analysis, as follows,

EIðxÞ ¼ E1I x 6¼ x0
E2I x ¼ x0

�

; mðxÞ ¼ ρ1A x 6¼ x0
ρ2A x ¼ x0

�

ðx 2 ½0; L�Þ

in which A is the area of the beam cross-section.

On the one hand, only the effects of flexural stiffness distribution on the natural frequencies are considered, that means the

influence of the mass distribution is ignored during this process through making ρ2 ¼ ρ1, If x0 takes all the values within

the interval [0, L] in turn, then we can find the effects of flexural stiffness distribution on the natural frequencies. As depicted
in Fig. 15.2, the vertical axis is the value of the natural frequency, and the horizontal axis is the value of x0. The dotted

line represents the frequency of the benchmark beam with constant EI and m (E ¼ 210GPa, ρ ¼ 7,850kg/m3), the solid

line represents the frequency of the stiffness-varying beam (E2 ¼ 1.5E1 ¼ 1.5E, ρ2 ¼ ρ1 ¼ ρ). It is obvious that natural
frequencies of the structure can be increased effectively through increasing the local stiffness of the peak positions in mode

shapes shown in Fig. 15.1, and the change of local stiffness at nodal points for specific mode shape has little influence on the

corresponding frequency.
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On the other hand, the effects of the mass distribution on the natural frequencies are considered, and the influence of the

stiffness distribution is ignored (E2 ¼ E1). As depicted in Fig. 15.3, the vertical axis is the value of the natural frequency, and

the horizontal axis is the value of x0. The dotted line represents the frequency of the benchmark beam with constants EI
and m (E ¼ 210GPa, ρ ¼ 7,850kg/m3), the solid line represents the frequency of the mass-varying beam (E2 ¼ E1 ¼ E, ρ2
¼ 1.5 ρ1¼ 1.5 ρ). It can be found that natural frequencies of the structure will descend obviously when the larger mass

element locates at the peak positions of the mode shapes shown in Fig. 15.1, and the change of local mass at nodal points for

specific mode shape has little influence on the corresponding frequency. It should be noted that the mass distribution at the

ends of the beam has great effects on the natural frequencies of the beam under free-free boundary condition.
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The natural frequencies of the beam are influenced by the flexural stiffness EI(x) and the mass per unit length m(x).
Generally, the larger local flexural stiffness or mass per unit length will lead to the increment or descent of the natural

frequencies, respectively. Furthermore, any changes at nodal points for specific mode shape have little influence on the

corresponding frequency and this characteristic can be utilized in the design of engineering structures.

15.3 Modal Testing on Beam-Like Structure

Firstly, a beam-like structure consisting of four steel parts connected with bolts is introduced, and then the experimental set-

up for the modal testing is introduced. Finally, the modal testing for this beam-like structure with different bolted

connections is conducted to study the effects of the connection location and the bolt preload on its modal parameters.

15.3.1 Beam-Like Structure

The beam-like structure is composed of four steel parts and three joints can be found on it. The dimensions of the beam-like

structure are 2,000� 60� 10 mm (L�W� H) with each part of dimensions 500� 60� 10 mm (L�W� H). Different

parts are connected with each other through eight bolts, as shown in Fig. 15.4.

In order to allow testing this structure, there will always exist a connection between the structure and the environment.

The free-free condition means no connections with environment should exist. In practice this condition is approximated by

hanging the test structure on very soft springs [1]. To minimize the influence of the suspension, the beam-like structure is

suspended in its lateral direction so that the bending modes will appear in a plane which is perpendicular to the suspension

direction, as shown in Fig. 15.4.

15.3.2 Modal Testing Set-Up

Modal testing set-up consists of test structure, exciter systems, force and motion transducers, measurement and analysis

systems, and suspension systems. The hammer impact is selected as the vibration force to be applied to the test structure,

which is PCBTM D086C03 excitation hammer (sensitivity 2.25 mV/N, resonance frequency � 22 kHz). The motion

Fig. 15.4 Schematic diagram

of the beam-like structure
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transducer is the PCBTM 333B30 accelerometer (frequency range 0.5–3,000 Hz, sensitivity 10.2 mV/(m/s2) and resonance

frequency � 40 kHz). Measurement and acquisition module is LMSTM SCADAS III system (16 channels). The schematic

diagram of the modal testing set-up is depicted in Fig. 15.5.

The bolt preload should be accurately controlled to obtain the effects of the bolt preload on the structural dynamic

characteristics of the test structure. The bolt preload is usually measured by the torque meter, and HIOS HP-100 torque meter

(range 0.15–10 Nm, accuracy �0.5 %) is used here. The standard torque-limiting screwdriver (range 0.06–4.06 Nm,

accuracy �6 %) from TorqueleaderTM is used to tighten the bolt, and the set torque of the screwdriver is controlled by

the HP-100 torque meter. In this way, we know exactly the value of the preload on every bolt in each test, and the effects of

the bolt preload on the beam-like structure can be analyzed through the modal testing.

15.3.3 Modal Testing

Each modal analysis test should start with a check of the linear dynamics behavior of the test structure [1], while sometimes

modal testing can be used to analyze those structures with weak nonlinearities. The contact between the bolts and different

components leads to nonlinearities in structural dynamics, but these localized nonlinearities in structural dynamics are

ignored during the modal testing for this beam-like structure. In other words, linear analysis method is utilized to simulate

the dynamic characteristics of the structure with weak and localized nonlinearities here.

Modal testing for the beam-like structure is conducted to obtain the modal parameters of the structure with different

connection locations and bolt preloads under free-free boundary condition. In the modal testing, the bolt preload at different

joints can be different but all the eight bolts at each joint have the same preload. The three joints are named as Joint I, Joint II

and Joint III form left to right along the beam-like structure, as depicted in Fig. 15.4. The value of the bolt preload in each

joint can be set as 1.0, 1.5, 2.0 or 2.5 Nm.

The effects of the bolted connection are studied through the comparison between these modal parameters form a series of

modal testing with different connection locations and bolt preloads. In consideration of the symmetry of this beam-like

structure, the bolts at Joint I and III are taken as the first variable, and the bolts at Joint II are selected as another variable. In

order to easily process the data of the modal testing and find the effects of the bolt preload on the modal parameters, all the

experimental data is allocated into three groups, that is A, B and C. Table 15.1 depicts the bolt preload at every joint in each

group during the modal testing.

soft springs
hammer

SCADAS III PC

soft springs

accelerometers
…

Fig. 15.5 Schematic diagram

of the modal testing set-up

Table 15.1 Groups

of experimental data Group
Joint

Group A
(Nm)

Group B
(Nm)

Group C
(Nm)

Joint I&III
1.0 1.5 2.0 2.5

1.0−2.5 1.0 1.5 2.0 2.5
Joint II 1.0 1.5 2.0 2.5 1.0−2.5
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15.3.4 Results

15.3.4.1 Group A

For Group A shown in Table 15.1, all the bolts at every joint have the same preload in each test, such as 1.0, 1.5, 2.0 and

2.5 Nm, respectively. In this way, we can find how the values of bolt preload affect the modal parameters of the beam-like

structure. Figure 15.6 depicts the natural frequencies of the first six modes for this beam-like structure under different bolt

preloads, and Fig. 15.7 depicts the corresponding damping ratio of the first six modes.

As shown in Fig. 15.6, the vertical axis is the value of the natural frequencies, and the horizontal axis is the value of bolt

preload. It can be found that the larger bolt preload increases the natural frequencies of the beam-like structure, especially for

the structure under lower bolt preload.

As shown in Fig. 15.7, the vertical axis is the value of the damping ratio, and the horizontal axis is the value of bolt

preload. It can be found that the larger bolt preload will lower the damping ratio of the beam-like structure; however, this

trend is not very obvious. The effects of the bolted connection on the damping ratio of this beam-like structure are not

focused on in this article, because the accuracy of damping ratio estimation is not as good as natural frequency estimation.

15.3.4.2 Group B

For Group B shown in Table 15.1, the value of bolt preload at Joint II keep constant in each modal test, that is, 1.0, 1.5, 2.0

and 2.5 Nm, respectively; while the bolts at Joint I and III have the same but changing preload from 1.0 to 2.5 Nm. The

effects of the bolt preload at Joint I and III on the modal parameters are studied. Figure 15.8 depicts the natural frequencies of

the first six modes for this beam-like structure affected by bolt preload at Joint I and III.

As shown in Fig. 15.8, the vertical axis is the value of the natural frequencies, and the horizontal axis is the value of bolt

preload at Joint II. The four lines in each figure represent the natural frequencies of the structure under different bolt preloads

at Joint I and III, such as, 1.0, 1.5, 2.0 and 2.5 Nm. For the mode 1 and mode 5 shown in Fig. 15.8, it can be found that the

larger bolt preload at Joint II leads to larger natural frequencies, but the larger bolt preload at Joint I and III have little

influence on the natural frequencies, because the locations of Joint I and III are close to the nodal points of mode 1 and mode

5. For the even modes shown in Fig. 15.8, it is obvious that the larger bolt preload at Joint I and III can increase the natural
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frequencies of the structure under lower bolt preload. It can be also found that the changing of the bolt preload at Joint II has

little influence on the even modes and the reason will be presented later in Group C. All the three joints locate away from the

nodal points of mode 3, therefore, only the similar conclusion as Group A can be obtained based on the data from mode 3,

that is, the larger bolt preload increases the natural frequencies of the structure with bolted connections.
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15.3.4.3 Group C

For Group C shown in Table 15.1, the value of bolt preload at Joint I and III keep constant in each modal test, that is, 1.0, 1.5,

2.0 and 2.5 Nm, respectively; while the bolts at Joint II have the changing preload from 1.0 to 2.5 Nm. The effects of the bolt

preload at Joint II on the modal parameters are studied. Figure 15.9 depicts the natural frequencies of the first six modes for

this beam-like structure affected by bolt preload at Joint II.

As shown in Fig. 15.9, the vertical axis is the value of the natural frequencies, and the horizontal axis is the value of bolt

preload at Joint I and III, The four lines in each figure represent the natural frequencies of the structure under different bolt

preloads at Joint II, such as, 1.0, 1.5, 2.0 and 2.5 Nm. For the even modes shown in Fig. 15.9, it is obvious that the increment

of the bolt preload at Joint II cannot increase the natural frequencies of these even modes, because Joint II locates on the

midpoint of the structure, which is the nodal point of even modes for symmetrical structures. It can be also found that the

increment of the bolt preload at Joint I and III can increase the natural frequencies of even modes. For the odd modes shown

in Fig. 15.9, the larger bolt preload at Joint II increases these natural frequencies of the structure. However, the increment of

the bolt preload at Joint I and III cannot increase the natural frequencies of the mode 1 and mode 5, because the locations of

Joint I and III are close to the nodal points of mode 1 and mode 5.

Above results indicate that the bolt preload determines the stiffness of the bolted connection, which influences the modal

parameters of the structure. It also validates the conclusions obtained from the numerical analysis in Sect. 15.2, i.e. the larger

stiffness leads to larger natural frequencies. Furthermore, any changes at the nodal points of specific mode shape have little

influence on the corresponding frequency. These conclusions can be extended to other structures and these characteristics

can be utilized to obtain desirable modal parameters of the engineering structures during their design process.

15.4 Finite Element Model of Bolted Connection

Modal testing has been widely used to estimate the modal parameters of the test structure, while the cost of modal testing is

much more than the numerical analysis, such as finite element analysis (FEA). Besides, it is impracticable to conduct the

modal testing for some engineering structures during their practical applications. Therefore, it is necessary to setup the finite

element model (FEM) of the bolted connection, and the finite element analysis will be helpful to better understand the

characteristics of the bolted connection.

1 1.5 2 2.5
11

11.5

12

Bolt Preload/Nm

F
re

q
u

en
cy

/H
z

Mode 1

1 1.5 2 2.5
30

31

32

Bolt Preload/Nm

F
re

q
u

en
cy

/H
z

Mode 2

1 1.5 2 2.5
57

58

59

Bolt Preload/Nm
F

re
q

u
en

cy
/H

z

Mode 3

1 1.5 2 2.5
114

114.5

115

Bolt Preload/Nm

F
re

q
u

en
cy

/H
z

Mode 4

1 1.5 2 2.5
160

162

164

Bolt Preload/Nm

F
re

q
u

en
cy

/H
z

Mode 5

1 1.5 2 2.5
220

222

224

Bolt Preload/Nm

F
re

q
u

en
cy

/H
z

Mode 6

Fig. 15.9 Natural frequency

affected by bolt preload at

Joint II

15 Effects of Bolted Connection on Beam Structural Modal Parameters 141



15.4.1 Finite Element Model

Midsurface shell elements are used to build the finite element model of the beam-like structure with four steel parts. For each

steel part, the midsurface shell elements locate in different planes when the thickness of the part varies. Therefore, the RBE2

from Multi-Point Constraint (MPC) is used to connect those elements in same steel part, but in different planes, as shown in

Fig. 15.10. For the connection locations, the beam element is set up to simulate the bolt. The cross-section, material and

properties of the beam element are set based on those of the bolts used in the modal testing. Spring elements in two orthogonal

directions are used to simulate the interaction between different steel parts, such as extrusion and friction, as shown in Fig. 15.10.

Firstly, the first three modes of the beam-like structure are obtained without considering the stiffness of spring elements,

whichmeans the stiffness of spring elements is set to zero and different steel parts are connected with each other through beam

elements only. The first three natural frequencies and the corresponding mode shapes are depicted in Fig. 15.11. Compared

with the data of modal testing in GroupA, the finite elementmodel without spring elements has the similar natural frequencies

with the structure, whose bolt preload is 2.0 Nm for all the joints. In order to obtain a proper finite element model of the beam-

like structure with larger bolt preload, the stiffness of spring elements must be considered.Model updating is adopted to set up

the proper finite element model of the bolted connection, and related theories can be found in reference [9, 10].

15.4.2 Optimization Model

Modal parameters of the finite element model are influenced by the stiffness of spring elements, and different spring stiffness

can be used to simulate different bolt preloads. It is necessary to select the appropriate stiffness values for these spring

elements to obtain the reasonable finite element model of the bolted connection. Here, the optimization method based on

Beam 
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element

Joint IIJoint I Joint III
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Fig. 15.10 Finite element

model of bolted connection
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Fig. 15.11 First three modes
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element analysis
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genetic algorithm (GA) is adopted to determine the stiffness of spring elements. Considering the characteristics of above

finite element model, the bolted connection optimization model for the beam-like structure is set up as follows,

min f ðkx; kyÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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The stiffness of spring elements kx and ky are used to simulate the friction and extrusion interaction between different

steel parts, respectively. Here, kx and ky are selected as the variables during the optimization process. f1, f2 and f3 are the first
three natural frequencies of the beam-like structure form finite element analysis and each of them is a function of kx and ky.
F1, F2 and F3 are the first three natural frequencies of the beam-like structure obtained from modal testing. ci is the weight
coefficient of different natural frequencies. The objective function is to minimize the difference of the first three natural

frequencies between finite element analysis and model testing. The constraint is that each natural frequency from finite

element analysis should converge to no more than a five percent (�5 %) difference with the corresponding natural frequency

from modal testing and f1< f2< f3 must be satisfied during the optimization process.

15.4.3 Optimization Results

In this section, the first three natural frequencies of the beam-like structure with 2.5 Nm bolt preload are used to optimize the

stiffness of spring elements at the joints, i.e. F1 ¼ 11.488 Hz, F2 ¼ 31.503 Hz, F3 ¼ 58.835 Hz. The weight coefficient is

selected as c1 ¼ c2 ¼ c3 ¼ 1 to balance the influence of different natural frequencies on the objective function. Genetic

algorithm is used to find the optimal value of the spring stiffness kx and ky for the structure with 2.5 Nm bolt preload. With

the optimal kx ¼ 1.004 N/mm and ky ¼ 334.919 N/mm, the first three natural frequencies of the beam-like structure obtained

from finite element analysis are f1 ¼ 11.520 Hz, f2 ¼ 31.502 Hz, and f3 ¼ 58.768 Hz, which are very close to the data of

modal testing. Other natural frequencies can also be obtained based on the finite element model with the optimal spring

stiffness, for example, f4 ¼ 116.170 Hz, f5 ¼ 165.550 Hz, and f6 ¼ 224.990 Hz, which also approach to those natural

frequencies from modal testing (F4 ¼ 114.544 Hz, F5 ¼ 165.395 Hz, F6 ¼ 223.941 Hz).

A simple and reliable finite element model of the bolted connection is built through selecting proper stiffness of spring

elements at the joints, and this method can be used to obtain much more modal parameters of the beam-like structure than

modal testing. In a word, the reliable finite element model of the bolted connection can be obtained through model updating

and the modal parameters of the structure under arbitrary bolt preload can be analyzed by numerical means, which make the

design of engineering structures more efficient and economic.

15.5 Conclusions

The influence of the stiffness and mass distribution on the beam’s modal parameters is analyzed through numerical means

firstly, that is, the larger local stiffness leads to the increment of the natural frequencies, and any changes at the nodal points

of specific mode shape have little influence on the corresponding frequency. Afterwards a series of modal testing is

conducted to estimate the modal parameters of the beam-like structure with four steel parts connected with each other

through bolts, and the results of the modal testing validate the conclusions from numerical analysis before. For the beam-like

structure with three bolted connections, the larger bolt preload increases the stiffness of connections, which changes the

structural modal parameters, but this influence of the bolt preload highly depends on the connection location. Finally, a

simple and reliable finite element model of bolted connection is built based on the data from modal testing, which makes the

design of structures with bolted connections much more efficient and economic. In a word, a good design of the bolted

connection is helpful to obtain the desirable dynamic characteristics of the whole structure.
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