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 Abstract   How is the R&D-productivity link affected by the environment where  fi rms 
locate? Are companies located with their registered of fi ces in more R&D favorable 
environments better able to translate their R&D knowledge into productivity gains? 
Our paper tries to answer these questions analyzing - in the European context - if R&D 
performing companies cluster themselves in “higher-order R&D regions”, as the 
Economic Geography theories postulate, inducing a polarisation in terms of labour 
productivity in comparison with  fi rms located in “lower-order R&D regions”.

The proposed microeconometric estimates are based on a unique longitudinal 
database of publicly-traded companies belonging to manufacturing and service sec-
tors. The  fi nal unbalanced sample comprises 626 European companies for a total of 
3,431observations, covering the period 1990-2008. Results show that European 
“higher-order R&D regions” not only invest more in R&D, but also achieve more 
in terms of productivity gains from their own research activities. Results also show 
that in the case of “lower-order R&D regions”, physical capital stock is still playing 
a dominant role.          
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1   Introduction 

 This volume on “Technology Transfer in a Global Economy” following a conference 
on the topic puts together contributions from different business and economics litera-
ture strands. Global technology transfer was empirically analysed using different 
quantitative and qualitative techniques; among other topics the conference presented 
works based on the link between academy and industrial research; technological 
growth “external” to the  fi rm, cooperation or technology acquisitions; and sectoral 
and product value chains. 

 The volume stresses the important aspect of the geographical level – national or 
regional – in conducting analysis of the global context. Although we live in a global 
economy, where technological links have to be analysed on the whole world scenario, 
the national and subnational patterns still help in explaining the global tendency. Even 
more than before, the subnational analysis constitutes the building brick to understand 
how world balances are changing. 

 This chapter addresses all these issues through a quantitative analysis of the link 
between R&D and productivity at the regional level. The global economic tendency is 
analysed looking at the behaviour of the global R&D business performers. The hypoth-
esis on regional technology transfer focuses on how companies located in a favourable 
environment for R&D can better translate their knowledge capital into productivity 
gains. For the location, NUTS 1 level classi fi cation has been adopted. Additionally, the 
analyses have taken into consideration the importance of the sectoral belonging, with 
regard to industrial sectoral breakdown (manufacturing versus services) and the tech-
nological intensity of the sector (high-, medium- and low-tech sectors). 

 Previously applied literature shows that the economic performance of regions 
(proxied by GDP, GDP per capita or labour productivity) has a higher variability 
than the one of countries. 1  Indeed, differences in the performance across regions 
within the same country are often greater than differences between countries (OECD 
 2009a,   b  ) . The main reason is that “localised” factors seem to play a greater role 
than national factors in determining the performance of regions. Each region is 
endowed with very different production structure, comparative advantages, location 
and geographic characteristics, institutions, policies and assets. In Europe, indeed, 
regions appear to be extremely heterogeneous. 

 The inequalities between regions are often an outcome of different processes. 
One of the most signi fi cant is the geographical concentration of economic activity. 
The concentration of economic activity is characterised by the presence, activity 
and interactions of private and public actors ( fi rms, training institutions, trade 
unions, universities, public research centres) that chose the region to locate and 
operate. The peculiarities characterising each region (such as different supply fac-
tors) have a direct effect on  fi rms’ decisions to locate and, subsequently, might 
determine  fi rms’ performance and growth. In principle, growth opportunities exist 

   1   In this publication, region is used to mean a subunit within a country, rather a supranational 
grouping of countries.  
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in all regions, but  fi rms tend to locate in regions that might offer a favourable envi-
ronment to pursue their production and growth targets. This chapter is focused on 
how companies located with their registered of fi ces in a favourable environment for 
R&D can better translate their knowledge capital into productivity gains. 

 Recent empirical works have shown how the endogenous growth can be applied 
to the regional level, underlining the crucial role of knowledge stock (R&D or pat-
ents) and human capital (skilled labour) in explaining the differences in productivity 
across regions (Gumbau-Albert and Maudos  2006 ; Dettori et al.  2008 ; Fischer et al. 
 2008 ; Bronzini and Piselli  2009  ) . We analyse this hypothesis for the European case 
splitting our sample between the so-called higher-order R&D regions and lower-
order R&D regions. We want to test if following the localisation logic, R&D-
performing companies cluster themselves in “higher-order regions” and get better 
labour productivity performance in comparison with  fi rms located in “lower-order 
regions” (Cantwell and Iammarino  2001  ) . 

 In order to run this exercise, we use  fi rm-level data. The data sample covers the 
period 1990–2008, depending on the number of years available in each company’s 
history; therefore, the sample used is unbalanced in nature and comprises 626 
European companies for a total of 3,431 observations. 2  

 Results show that regions investing more in R&D are also characterised by a bet-
ter ability to translate the R&D investment in an increase in labour productivity both 
in manufacturing and service sectors. On the other side, results show that in the case 
of lower-order R&D regions, the physical capital stock is still playing a dominant 
role. 

 After this Introduction, the rest of the chapter is organised as follows: Sect.  2  
provides a survey of the theories and previous empirical literature on the tendency 
of  fi rms to agglomerate and polarise in regions and on the different effects that input 
factors have on  fi rm productivity; in Sect.  3 , data, variable construction and meth-
odological issues are discussed; Sect.  4  deals with the empirical results, and  fi nally, 
Sect.  5  addresses the main conclusions of the work and some policy implications 
derived from the analysis.  

    2   Literature Review 

    2.1   Economic Geography Theories: The Role of Geography 

 As we indicated in the introduction,  fi rms locate in regions where they might be able 
to obtain better results from the inputs used for their production process. One of the 

   2   In case of multilocated or multinational corporations, data refer to global activities controlled by 
mother companies from the region of their registered of fi ce. In the estimates, therefore, the NUTS 
(Nomenclature of Territorial Units for Statistics) codes always refer to the regions from where 
company activities on the whole are owned and controlled.  
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main issues in this chapter is focused in analysing if the effects on productivity of 
different production inputs can differ among  fi rms located in different  environments. 
We can illustrate this idea by some concepts from economic geography theories. 

 Firm creation, performance and growth depend on the conditions of both the 
environment and the market where  fi rms operate (see the pioneer works: Krugman 
 1991 ; Porter  1990,   1998,   2000  ) . The creation of agglomeration patterns in eco-
nomic activity is centred in various concepts: localisation economies (cluster cre-
ation), input–output linkages and technological spillovers. 

  Localisation economies  turn out to be relevant when many  fi rms operating in the 
same industry locate close to each other. Sources of localisation economies can dif-
fer among different industries. In general, the main important sources that can facil-
itate and encourage the proximity of  fi rms are as follows: bene fi ts from accessing to 
a pool of labour with the required skilled and abilities, increasing returns to scale in 
intermediate inputs and relative ease of communication and circulation of innova-
tive ideas. As more  fi rms in same and/or  related industries  (Frenken et al.  2007  )  
cluster together, cost of production may decline signi fi cantly. 

  Input–output linkages  are crucial in the creation of agglomeration economies. 
The accumulation of certain input factors (knowledge, natural, labour resources) in 
certain locations creates a favourable industrial environment capable to enhance the 
economic growth by the means of the development of speci fi c industries (Krugman 
and Venables  1996  ) . Following this line of reasoning, we can say that economic 
activity will tend, accordingly to their needs, to agglomerate in certain areas produc-
ing  regional (and national) specialisation production patterns . 

 The positive effect of the accumulation of skills, know-how and knowledge in 
certain locations in explaining the  creation of clusters  started with the work of 
Marshall  (  1890  ) , and the idea has evolved by other authors like Malmberg and 
Maskell  (  1997,   2002  )  or Maskell  (  2001  ) . Evolutionary economics theories that 
focus the attention in the historical evolution of the localisation processes of  fi rms 
introduce other concepts like  industrial relatedness ,  organisational ecology  or 
 industrial heritage . The presence of related industries has increased importance 
where local access to specialised skilled labour force is determinant or knowledge 
sharing between the actors (Frenken et al.  2007  )  in  fi rm heritage processes (Klepper 
 2007  )  and organisational ecology framework (among others, Hannan et al.  1995 ; 
Carroll and Hannan  2000 ; Audia et al.  2006  ) . 

 Furthermore, this accumulation effect is conditional on the  absorptive capacity  
of  fi rms. As Cohen and Levinthal  (  1990  )  have argued,  fi rms can understand, absorb 
and implement external knowledge only when it is close to their own knowledge 
base. The potential learning mechanism might be at work horizontally that is from 
spillovers from other producers and competitors, or vertically, by interacting with 
upstream suppliers and downstream users, as well as from independent research 
carried out in the regional, national or international science and technology net-
works by universities and research institutes. Boshma and Frenken  (  2009  )  show that 
knowledge accumulation tends to operate at the regional level because the mecha-
nisms through which they operate (like spinoff activity,  fi rm diversi fi cation, labour 
mobility or social networking) tend to have a regional bias. 
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 Finally,  technological spillovers  are another source of localisation economies. 
Technical knowledge and expertise, knowledge spillovers, technological learning, 
higher R&D returns and other important synergies for the innovation process (von 
Hippe  1988 ; Feldman  1994 ; Baldwin and Forslid  2000 ; Martin and Ottaviano  2001 ; 
Forslid and Wooton  2003 ; Antonelli  2010  )  are particularly relevant in a regional 
framework. In this perspective, the signi fi cance of the regional dimension of inno-
vation systems has emerged as the logical consequence of the interactive model 
(Kline and Rosenberg  1986  ) , which indeed puts the emphasis on the relations with 
knowledge sources external to the  fi rm. Such relationships – at inter fi rm level, 
between  fi rms and the science infrastructure, between the business sector and the 
institutional environment, etc. – are strongly in fl uenced by spatial proximity mecha-
nisms that favour processes of polarisation and cumulativeness (see, e.g. Lundvall 
 1988 ; von Hippe  1988 ; Cooke et al.  1997  ) . 

 The theoretical literature explored in the previous part suggests that there are 
bene fi ts for the  fi rm adopting inputs available in the geographical area where it is 
located. This could, in turn, be translated into an increase in its performance. 
However, when the inputs are R&D investments, the cumulative efforts may widely 
vary across the different environments. Indeed, technological opportunities and 
appropriability conditions are so different across regions depending on the level of 
knowledge found in the region and the sectoral composition. 

 In a sense, the endogenous growth approach (Romer  1986,   1987,   1990 ; Lucas 
 1988 ; Aghion and Howitt  1992  )  3  applied at the regional level re fl ect the crucial role 
of knowledge stock (proxied by either R&D or patents) and human capital in 
explaining the differences in performance across regions, such as total factor pro-
ductivity (see, for instance, Dettori et al.  2008 , studying 199 European regions over 
the period 1985–2006; Fischer et al.  2008 , analysing 203 European regions over the 
period 1997–2002; Gumbau-Albert and Maudos  2006 , investigating 17 Spanish 
regions over the period 1986–96; Bronzini and Piselli  2009 , studying 19 Italian 
regions over the period 1985–2001). 

 Furthermore, this result might come from the agglomeration patterns creating 
economies of scale and scope that have a direct in fl uence in the performance and 
growth of companies located in certain regions. Cantwell and Iammarino’s work 
 (  1998,   2000,   2001  )  is centred in the presence of large, mainly of them multinational 
or global, players, in determining the specialisation patterns of certain regions by 
the location of their sites. Their works show that the patterns of large players create 
endogenous patterns to attract other innovative actors in order to create lines of 
specialisation through intra- fi rm networks. Their studies show that geographical 

   3   Romer  (  1986  )  and Lucas  (  1988  )  de fi ned a model where the main premises where knowledge was 
considered an input of production and displayed increasing marginal productivity, increasing 
returns to scale and decreasing returns in production of new knowledge. Lately, Romer  (  1987, 
  1990  )  and Aghion and Howitt  (  1992  )  models introduced the assumption of imperfect competition 
and the fact that technological change aroused by the international decisions from pro fi t-maximising 
agents. R&D activities reward  fi rms through monopolistic power, and their effect is higher in envi-
ronments where competition is higher (in specialised clusters of high-tech  fi rms, higher-order 
R&D regions in our work).  
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concentration of large company innovation activity is quite pronounced in most 
European countries. 

 Le Bas and Sierra  (  2002  )  study the question of the determinants of the foreign 
location of technological activities of multinational  fi rms. They explore if multina-
tionals locate their knowledge activities as a consequence of their home country 
advantages or according to host country strengths. The study is based on a panel of 
345 multinationals with the greatest patenting activity in Europe. They found that 
the strategies of multinationals differ among countries of origin and countries of 
destination. Finally, their results con fi rm the work by Patel and Vega  (  1999  )  based 
on a sample of 220 high-patenting multinationals. Both works show that more than 
70% of the multinationals locate their activities in technological activities where 
they are already strong at their home country. 4  

 Moreover, Iammarino and McCann  (  2010  )  provide an explanation for why the 
strategies of multinational enterprises result in a pattern of “concentrated disper-
sion” worldwide. They claim that  fi rms’ accumulated different competences in time 
and space have an impact on their incentives to co-locate and tap into complemen-
tary knowledge bases in different locations. This shows how single important player 
might drive and determine sectoral geographical specialisation and innovative 
strategies.  

    2.2   The Role of R&D to Enhance Firm Productivity: Firm 
and Sectoral Evidence 

 Since Zvi Griliches’  (  1979  )  work, the literature devoted to investigate the role of 
R&D on productivity at the  fi rm and sectoral level has found robust evidence of a 
positive and signi fi cant impact of knowledge capital on  fi rm productivity. 

 In general, microeconometric literature indicates a signi fi cant and positive role 
of R&D in enhancing productivity at the  fi rm level independently of the proxy for 
productivity used (labour productivity as the ratio between value added and employ-
ment or the ratio between value added and hours worked, total factor productivity, 
Solow’s residual, etc.). Furthermore, sectoral studies clearly suggest a greater posi-
tive impact of R&D efforts on  fi rm productivity in high-tech sectors rather than in 
low-tech ones. 

 Examples are Griliches and Mairesse  (  1982  )  and Cuneo and Mairesse  (  1983  ) , 
who performed two companion studies using micro-level data and making a distinc-
tion between  fi rms belonging to science-related sectors and  fi rms belonging to other 
sectors. They found that the impact of R&D on productivity for scienti fi c  fi rms 
(elasticity equal to 0.20) was signi fi cantly greater than for other  fi rms (0.10). 

 By the same token, Verspagen  (  1995  )  tested the impact of R&D expenditures 
using OECD sectoral-level data on value added, employment, capital expenditures 

   4   De fi ned as the technological  fi elds in which a particular country exhibits a specialisation index 
greater than unity.  
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and R&D in a standard production function framework. The author singled out three 
macro sectors: high-tech, medium-tech and low-tech, according to the OECD 
classi fi cation (Hatzichronoglou  1997  ) . The major  fi nding of his study was that the 
impact of R&D was signi fi cant and positive only in high-tech sectors, while for 
medium and low-tech sectors, no signi fi cant effects could be found. 

 Using the methodology set up by Hall and Mairesse  (  1995  ) , Harhoff  (  1998  )  stud-
ied the R&D/productivity link – using a slightly unbalanced panel of 443 German 
manufacturing  fi rms over the period 1977–1989 – and found a signi fi cant impact 
ranging from a minimum of 0.068 to a maximum of 0.137, accordingly to the dif-
ferent speci fi cations and the different econometric estimators adopted. Interestingly, 
the effect of R&D capital was considerably higher for high-technology  fi rms rather 
than for the residual groups of enterprises. In particular, for the high-tech  fi rms, the 
R&D elasticity always turned out to be highly signi fi cant and ranging from 0.125 to 
0.176, while for the remaining  fi rms, the R&D elasticity resulted either not signi fi cant 
(although positive) or lower (ranging from 0.090 to 0.096), according to the differ-
ent estimation techniques. 

 More recently, Wakelin  (  2001  )  applied a Cobb–Douglas production function 
where productivity was regressed on R&D expenditures, capital and labour using 
panel data (170 UK quoted  fi rms during the period 1988–1992). She found that 
R&D expenditures had a positive and signi fi cant role in in fl uencing a  fi rm’s produc-
tivity growth; however, in  fi rms belonging to sectors de fi ned as “net users of innova-
tions”, R&D activities turned out to have a signi fi cantly larger impact on 
productivity. 

 Rincon and Vecchi  (  2003  )  also used a Cobb–Douglas framework in dealing with 
panel microdata extracted from the Compustat database over the time period 1991–
2001. R&D-reporting  fi rms appear to be more productive than their non-R&D-
reporting counterparts throughout the entire time period. Sectoral macroeconomic 
disparities in the R&D productivity link were found in their analysis; the positive 
impact of R&D expenditures turned out to be statistically signi fi cant both in manu-
facturing and services in the USA, while in the three main European countries 
(Germany, France and the UK), only a positive effect was found only in manufactur-
ing. Their estimated signi fi cant elasticities ranged from 0.15 to 0.20. 

 Kwon and Inui  (  2003  )  analysed 3,830 Japanese  fi rms with no less than 50 employ-
ees in the manufacturing sector over the period 1995–1998, also using the methodol-
ogy set up by Hall and Mairesse  (  1995  ) . Using three different estimation techniques 
(within estimates,  fi rst difference and 3-year differences), they found a signi fi cant 
impact of R&D on labour productivity, with high-tech  fi rms systematically showing 
higher and more signi fi cant coef fi cients than medium- and low-tech  fi rms. 

 Ortega-Argilés et al.  (  2011  )  have looked at the top EU R&D investors, using an 
unbalanced longitudinal database consisting of 577 large European companies over 
the period 2000–2005, extracted from the UK-DTI Scoreboards. The authors found 
that the R&D productivity coef fi cient was signi fi cantly different across sectors. In 
particular, the coef fi cient increased monotonically moving from the low-tech to the 
medium-high and high-tech sectors, ranging from a minimum of 0.03/0.05 to a 
maximum of 0.14/0.17. This outcome has been interpreted as evidence that  fi rms in 
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high-tech sectors are still far ahead in terms of the impact on productivity of their 
R&D investments, at least as regards top European R&D investors. 

 With the aim of addressing some conclusions of the comparison of the effect of 
different types of R&D/innovations on  fi rm productivity between manufacturing 
and knowledge-intensive services (KIS) companies in the Spanish region of 
Catalonia, Segarra  (  2010  ) , using a sample extracted from the CIS4 (2002–2004), 
concludes that a considerable heterogeneity in  fi rm performances can be found in 
the comparison of manufacturing and service industries and between high- and low-
tech manufacturing  fi rms; results show that especially KIS sectors play a key role in 
Catalonian economy. 

 On the whole, previous  fi rm and sectoral empirical studies – using different data 
sets across different countries – seem to suggest a greater impact of knowledge and 
R&D investments on  fi rm productivity in the high-tech sectors rather than in the 
low-tech ones.   

    3   Data and Method 

    3.1   The Data 

 The microdata used in this study were provided by the JRC-IPTS (Joint Research 
Centre, Institute for Prospective Technological Studies) of the European Commission; 
the information provided only concerns publicly traded companies and is extracted 
from a variety of sources, including companies’ annual reports, Securities and 
Exchange Commission (SEC) 10-K and 10-Q reports, daily news services and direct 
company contacts, using standardised data de fi nitions and collection procedures to 
assure consistent presentation of data. 5  

 Available data includes:

   Company identi fi cation, name and address and industry sector (Global Industry • 
Classi fi cation Standard (GICS) that can be translated in the standard SIC 
classi fi cation)  
  Fundamental  fi nancial data including income statements, cash  fl ows, taxes, divi-• 
dends and earnings, pension funds, property assets and ownership data  
  Fundamental economic data, including the crucial information for this study, • 
namely, sales, cost of goods (the difference between the former and the latter 
allows us to obtain value added), capital formation, R&D expenditures and 
employment    

 Given the crucial role assumed by the R&D variable in this study, it is  worthwhile 
to discuss in detail what is intended by R&D in our database. This item represents 

   5   The original data source being Compustat Global data set provided by Standard & Poor’s, for 
additional information about the data source, consult:   http://be.ncue.edu.tw/compustat/manual/
MK-CGDC4-02.pdf    .  

http://be.ncue.edu.tw/compustat/manual/MK-CGDC4-02.pdf
http://be.ncue.edu.tw/compustat/manual/MK-CGDC4-02.pdf
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all costs incurred during the year that relate to the development of new products and 
services. It is important to notice that this amount is only the company’s contribu-
tion and excludes amortisation and depreciation of previous investments, so being a 
genuine  fl ow of current in-house R&D expenditure. 6  On the whole, the adopted 
de fi nition of R&D is quite restrictive and refers to the genuine  fl ow of current addi-
tional resources coming from internal sources and is devoted to the launch and 
development of entirely new products. 

 The period covered is 1990–2008; however, the number of years available for 
each company depends upon the company’s history; therefore, the data source is 
unbalanced in nature and comprises 626  fi rms for a total of 3,431 observations. 

 Once we acquired the rough original data from IPTS, we proceeded in the con-
struction of a longitudinal database that would be adequate to run panel estimations 
for testing the hypotheses discussed in the previous section.  

    3.2   Construction of the Data Set 

 The  fi rst step was focused on the data extraction. In guiding the extraction of the 
data from what provided, the following criteria were adopted:

   Selecting only those companies with R&D > 0 in, at least, 1 year of the available  –
time span.  
  Selecting only those companies located in the EU 27 countries.   –
  Extracting information concerning R&D, sales, cost of goods (the difference  –
between sales and cost of goods allowed to obtain value added), capital formation, 
R&D expenditures and employment. More speci fi cally, this is the list of the avail-
able information for each  fi rm included in the obtained workable data set: country 
of incorporation (location of the headquarter), industry code at 2008, R&D 
expenses, capital expenditures, net turnover, cost of goods sold and employees.  
  All the value data were expressed in the current national currency in millions (for  –
instance, countries which are currently adopting euro have values in euro for the 
entire examined period).    

 The second step focused on the de fl ation of current nominal values. Nominal 
values were translated into constant price values through GDP de fl ators (source: 
IMF) centred in year 2000. For a tiny minority of  fi rms reporting in currencies dif-
ferent from the national ones (viz. 41 British  fi rms, 9 Dutch  fi rms, 4 Irish  fi rms, 
2 Luxembourg  fi rms, 1 German and 1 Swedish  fi rms reporting in US dollars and 
7 British  fi rms, 2 Danish  fi rms and 1 Estonian  fi rm reporting in euro), we opted for 
de fl ating the nominal values through the national GDP de fl ator, as well. 

   6   In particular, the  fi gure excludes the following: customer- or government-sponsored R&D expen-
ditures engineering expenses such as routinised ongoing engineering efforts to de fi ne, enrich or 
improve the qualities and characteristics of the existing products, inventory royalties, market 
research and testing.  



214 C. Cozza et al.

 Once we obtained constant 2000 price values, as a third step, all  fi gures were 
converted into US dollars using the PPP exchange rate at year 2000 (source: OECD). 7  
The fourth step was devoted to give format to the data string. The obtained unbal-
anced database comprises 926 companies, 2 codes (country and sector) and 5 vari-
ables (see the bullet points above) over a period of 19 years (1990–2008). 

 Since one of the purposes of this study is also to distinguish between high-tech 
and medium/low-tech sectors, a third code was added, labelling as high-tech the 
following sectors 8 :

   SIC 283: Drugs (ISIC Rev.3, 2423: Pharmaceuticals)  • 
  SIC 357: Computer and of fi ce equipment (ISIC Rev.3, 30: Of fi ce, accounting • 
and computing machinery)  
  SIC 36 (excluding 366): Electronic and other electrical equipment and compo-• 
nents, except computer equipment (ISIC Rev.3, 31: Electrical machinery and 
apparatus)  
  SIC 366: Communication equipment (ISIC Rev.3, 32: Radio, TV and communi-• 
cations equipment)  
  SIC 372–376: Aircraft and spacecraft (ISIC Rev.3, 353: Aircraft and • 
spacecraft)  
  SIC 38: Measuring, analysing and controlling instruments (ISIC Rev. 3, 33: • 
Medical, precision and optical instruments)    

 As a  fi fth step, the following computation of the R&D and capital stocks was 
used. Consistent with the reference literature (see Sect.  2 ), the methodology adopted 
in this study requires us to compute the R&D and capital stocks, accordingly with 
the  perpetual inventory method . In practice, the following two formulas have to be 
applied:
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   7   This procedure is consistent with what suggested by the Frascati Manual (OECD  2002  )  in order 
to correctly adjust R&D expenditures for differences in price levels over time (i.e. intertemporal 
differences asking for de fl ation) and among countries (i.e. interspatial differences asking for a PPP 
equivalent). In particular, “…the Manual recommends the use of the implicit gross domestic prod-
uct (GDP) de fl ator and GDP-PPP (purchasing power parity for GDP), which provide an approxi-
mate measure of the average real “opportunity cost” of carrying out the R&D” (ibidem, p. 217). 
More in detail, nine companies from four countries (Lithuania, Latvia, Malta and Romania) were 
excluded, due to the unavailability of PPP exchange rates from the OECD. The ten companies 
reporting in euro but located in non-euro countries (Denmark, Estonia and the UK) were excluded 
as well, while the 58 companies reporting in US dollars were kept as such.  
   8   The standard OECD classi fi cation was taken (see Hatzichronoglou  1997  )  and extended it includ-
ing the entire electrical and electronic sector 36 (considered as a medium-high-tech sector by the 
OECD). We opted for this extension taking into account that we just compare the high-tech sectors 
with all the other ones and that we need an adequate number of observations within the subgroup 
of the high-tech sectors.  
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where I = gross investment 
 where  g  is generally computed as the ex ante pre-sample compounded average 
growth rate of the corresponding  fl ow variable and   d   is a depreciation rate. 

 However, our data set spans 19 years and is unbalanced in nature. This means 
that only a minority of  fi rms display continuous information all over the entire 
period, while many  fi rms have information only for one or more spans over the 
1990–2008 period and these spans may be either very short or even isolated data. In 
addition, many  fi rms display left-truncated data. 

 Given the unbalanced structure of the data set, to strictly apply the Formulas  12.1  
and  12.2  for computing initial stocks (using – say – the  fi rst 3 years to obtain the ex ante 
growth rates) would have implied the loss of huge amount of information. In the best 
case – say a  fi rm with a complete set of 19 data over the period – this methodology 
would have implied the loss of 3 observations out of 19; in the worst case – say a  fi rm 
characterised by data available only for some spells of 3 years each – this computation 
would have implied the loss of all the available information for that particular  fi rm. 

 In order to avoid this severe loss of available data, we adopted the following 
criteria. First, it was decided to compute a rate of growth using the initial 3 years of 
a given spell and then apply it to the initial  fl ow and not to the fourth year (that is 
our  t  

0
  is the very  fi rst year of the spell and so g is an “ex post” 3-year compound 

growth rate). Second, we iteratively applied this methodology to all the available 
spans of data comprising at least three consecutive years. 9  The combination of these 
two choices allowed us to keep all the available information, with the only excep-
tions of either isolated data or pairs of data. 

 Although departing from the usual procedure, to rely on ex post growth rates 
appears acceptable in order to save most of the available information in the data set; 
however, the impact of this choice on the values assumed by the stocks is limited, 
since they are also affected by the  fl ow values and the depreciation rates. Finally, the 
chosen growth rate affects only the initial stock, and its impact quickly smoothes 
out as far as we move away from the starting year. 10  

   9   This means that for  fi rms characterised by breaks in the data, we computed different initial stocks, 
one for each available time span, consistent with Hall  (  2007  ) ; however, differently from Hall 
 (  2007  ) , we consider the different spans as belonging to the same  fi rm and so we will assign – in the 
following econometric estimates – a single  fi xed or random effect to all of the spans belonging to 
the same company history.  
   10   Options for the choice of  g  – different from the standard one – have been implemented by other 
authors, as well. For instance, Parisi et al .   (  2006  )  assume that the rate of growth in R&D investment 
at the   fi rm  level in the years before the  fi rst positive observation equals the average growth rate of 
 industry  of R&D between 1980 and 1991 (the time span antecedent to the longitudinal microdata 
used in their econometric estimates). In general terms, the choice of a feasible  g  does not 
signi fi cantly affect the  fi nal econometric results of the studies. As clearly stated by Hall and 
Mairesse  (  1995 , p.270, footnote 9): “In any case, the precise choice of growth rate affects only the 
initial stock, and declines in importance as time passes”.  
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 Therefore – in order to be able to compute R&D and capital stocks according to 
the procedure described above – only R&D and capital expenditure  fl ows data with 
at least 3 observations in consecutive years were retained. This implied that 118 
companies had to be dropped because they were lacking 3 R&D observations in 
successive years and 10 additional companies were lacking 3 capital expenditure 
observations in successive years. Thus, a total of 778  fi rms were retained at the end 
of this stage of the cleaning process. 

 Turning the attention to the depreciation rates (  d  ), we differentiated both between 
R&D and capital and between the high-tech sectors and the other sectors, taking 
into account what is common in the reference literature which assumes   d   = 6% for 
computing the capital stock and   d   = 15% for computing the R&D stock (see Nadiri 
and Prucha  1996  for the capital stock; Hall and Mairesse  1995  and Hall  2007  for the 
R&D stock). 

 Indeed, depreciation rates for the R&D stocks have to be assumed to be higher 
than the corresponding rates for physical capital, since it is assumed that technologi-
cal obsolescence is more rapid than the scrapping of physical capital. 

 However, depreciation rates for the high-tech sectors have to be assumed to be 
higher than the corresponding rates for medium- and low-tech sectors under the 
assumption that technological obsolescence – both related to R&D efforts and to the 
embodied technologies incorporated in physical capital – is faster in high-tech sec-
tors. Speci fi cally, depreciation rates were assumed to be equal to 6% and 7% with 
regard to physical capital in the low-medium and high-tech sectors, respectively, 
while the corresponding   d   for R&D stocks were assumed equal to 15% and 18%, 
respectively. 

 Once computed according to the Formulas ( 12.1 ) and ( 12.2 ) and the adopted  g  
and   d   rates, the resulting stocks were checked and negative ones were dropped. 11  
Moreover, we excluded a minority of unreliable data such as those indicating nega-
tive sales and cost of goods equal to zero. 

 After these further removals of data, we ended up with 674 companies, for a total 
of 3,730 observations. 

 Finally, the last step was centred in checking for the presence of outliers (i.e. 
observations that appear to deviate markedly in terms of standard deviations from 
the relevant mean, possibly implying a bias in the econometric estimates); the 
Grubbs test (Grubbs  1969  )  was run on the two critical variables in the analysis: the 
R&D stock (K) and the physical capital stock (C). 

 Since the outlier test has to be applied to the variables used in the regression 
analysis, the test was run on the two normalised stock variables: K/E and C/E (see 
Eq.  12.3  in Sect.  3.3 ). 

 In detail, the Grubbs test – also known as the maximum normed residual test, 
(Grubbs  1969 ; Stefansky  1972  )  – is used to detect outliers in a data set, either creat-
ing a new variable or dropping outliers out of the data set. Technically, the Grubbs 

   11   The occurrence of negative stocks happens when  g  turns out to be negative and larger – in abso-
lute value – than   d  .  
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test detects one outlier per iteration 12 : The outlier is expunged from the data set, and 
the test is iterated until no outliers remain. 13  

 After running the Grubbs test, 100 observations turned out to be outliers for the 
K/E variable and 205 for the C/E variable (6 outliers turned out to be common to 
both the variables). Therefore, at the end of the process, we ended up with a  fi nal 
data set comprising 626 companies (for a total of 3,431 observations).  

    3.3   The Econometric Speci fi cation and the Regional Subsamples 

 Consistent with previous literature discussed in Sect.  2 , we will test the following 
augmented production function, obtainable from a standard Cobb–Douglas func-
tion in three inputs: physical capital, labour and knowledge capital (see Hall and 
Mairesse  1995 , formulas  12.1 ,  12.2 ,  12.3 , pp. 268–69) 14 :

     ln( / ) ln( / ) ln( / ) ln( )VA E K E C E Eb g l eα= + + + +    (12.3)   

 Our proxy for productivity is labour productivity (value added (VA), over total 
employment (E); our pivotal impact variables are the R&D stock (K) per employee 
and the physical capital stock (C) per employee). 

 As it is common in this type of literature (see Hulten  1990 ; Jorgenson  1990 ; Hall 
and Mairesse  1995 ; Parisi et al.  2006  ) , stock indicators rather than  fl ows were con-
sidered as impact variables; indeed, productivity is affected by the accumulated 
stocks of capital and R&D expenditures and not only by current or lagged  fl ows. 

 Moreover, dealing with R&D stocks – rather than  fl ows – has two additional 
advantages: On the one hand, since stocks incorporate the accumulated R&D invest-
ments in the past, the risks of endogeneity are minimised; on the other hand, there 
is no need to deal with the complex (and often arbitrary) choice of the appropriate 
lag structure for the R&D regressor. 

   12   The default number of iterations is 16,000.  
   13   The Grubbs test is de fi ned under the null hypothesis (H 

0
 ) that there are no outliers in the data set;

the test statistic is     1,..,
max i
i N

Y Y
G

s
=

−
=   with     Y   and  s  denoting the sample mean and standard devia-

tion, respectively. Therefore, the Grubbs test detects the largest absolute deviation from the sample 

mean in units of the sample standard deviation. With a two-sided test, the null hypothesis of no outliers 

is rejected if     
( ) 2

( /(2 ), 2)

2
( /(2 ), 2)

1

2
N N

N N

tN
G

N tN
−

−

−
>

− +
a

a

  with     2
( /(2 ), 2)N Nt a −   denoting the critical value of the 

 t -distribution with  (N-2)  degrees of freedom and a signi fi cance level of   a /(2 N) .  
   14   As clearly stated and demonstrated in Hall and Mairesse  (  1995  ) , the direct production function 
approach to measure returns to R&D capital is preferred on other possible alternative speci fi cations.  
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 In this framework, R&D and physical capital stocks were computed using the 
 perpetual inventory method,  according to the Formulas  12.1  and  12.2  reported in 
the previous section. 

 Finally, taking per capita values permits both standardisation of our data and 
elimination of possible size effects (see, e.g. Crépon et al.  1998 , p.123). In this 
framework, total employment (E) is a control variable: If   l   turns out to be greater 
than zero, it indicates increasing returns. 

 All the variables are taken in natural logarithms. 
 While  K/E  (R&D stock per employee) captures that portion of technological 

change which is related to the cumulated R&D investment,  C/E  (physical capital 
stock per employee) is the result of the cumulated investment, implementing differ-
ent vintages of technologies. So, this variable encompasses the so-called  embodied 
technological change , possibly affecting productivity growth (see Sect.  2 ). 

 Table  12.1  reports the correlation matrix of the variables included in Eq.  12.1 . As 
can be seen, a preliminary evidence of the expected positive impacts of both K/E 
and C/E upon VA/E emerges. Moreover, no evidence of possible serious collinearity 
problems is evident, since the three relevant correlation coef fi cients turn out to be 
less than 0.301 in absolute values.  

 Besides the overall sample, as discussed in the previous sections, one of the pur-
poses of this study is to investigate possible regional peculiarities in the relationship 
between R&D and productivity. In order to check for speci fi cities, we decided to 
split the European regions in two de fi ned groups: “higher-order R&D regions” and 
“lower-order R&D regions”. We adopted the NUTS1 geographical classi fi cation to 
split the sample in these two groups independently from the country regions where 
they belong to. 15  Regions were split according to their R&D intensity level, mea-
sured by the R&D/GDP ratio in 2005, as provided by Eurostat. In order to have two 
comparable subsamples, we assumed an R&D/GDP (R&D measured as BERD – 
Business Enterprise Research and Development) ratio equal to 1.8% as a feasible 
threshold, generating an “innovative group” of 328  fi rms (1,827 observations) ver-
sus a “weakly innovative group” of 298 companies (1,604 observations). In the 
following Table  12.2 , we report the ranking of the regions, their R&D/GDP ratios, 
the number of  fi rms and the number of observations. In bold    are the regions belong-
ing to the higher-order R&D regions.    

    4   Results 

 Speci fi cation ( 12.3 ) was estimated through different estimation techniques. Firstly, 
pooled ordinary least squared (POLS) regressions were run to provide preliminary 
reference evidence. Although very basic, these POLS regressions were controlled 
for heteroscedasticity (we used the Eicker/Huber/White sandwich estimator to 
 compute robust standard errors) and for a complete set of three batteries of dummies, 

   15   Final sample (number of  fi rms and observations) by country is reported in Table  12.8  in the 
Appendix.  
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namely, country (18 countries), time (19 years) and sector (52 two-digit SIC sectors) 
dummies. 

 Secondly,  fi xed effect (FE) regressions were performed in order to take into 
account the  fi rm-speci fi c unobservable characteristics such as managerial capabili-
ties. The advantage of the FE estimates is that different  fi rms are not pooled together 
but taken into account individually. The disadvantage is that country and sector 
dummies are dropped for computational reasons, since they are encompassed by the 
individual dummies. Thirdly, random effect (RE) regressions were run to provide 
more complete results, where both individual (randomised) effects are taken into 
account together with the possibility to retain all the entire batteries of dummies. 

 In Table  12.3 , the benchmark European  fi gures are compared with the estimates 
coming out from the separate estimates for the group of  fi rms located in higher-
order or higher innovative regions versus their counterparts located in the lower-
order or lower innovative ones. As can be seen, “more is better”; those regions that 
invest more in R&D are also characterised by a better ability to translate the R&D 
investment in an increase in productivity. In more detail, all the three R&D 
coef fi cients (uniformly signi fi cant) are larger in magnitude when estimated within 
the group of the innovative regions. In other words,  fi rms located in innovative 
European regions not only invest more in R&D but also achieve more in terms of 
productivity gains from their own knowledge investments.  

 As far as the physical capital stock is concerned, the lower-order innovative 
European regions seem to be characterised by a dominant role of the embodied tech-
nological change, which does not turn out to be crucial in the R&D-intensive regions. 
If we consider the latter results together with the evidence coming out from Tables  12.6  
and  12.7 , we come out with a picture where R&D-advanced European regions char-
acterised by high-tech sectors rely on R&D expenditure as the main lever to increase 
productivity, while lagging regions – specialised in the non-high-tech sectors – rely 
more on the embodied technological change incorporated in capital formation. 

 In Table  12.3 , it is interesting to notice that the results for the same  fi rms located 
in higher-order regions show no signi fi cant effect of the sectoral composition of the 
sample on productivity. As can be seen in the fact that the global signifi cance test 
for the sectoral dummies in the higher-order region’ results appears not to be signifi -
cant, an explanation of that could be found in the fact that innovative regions appear 
to have a more dynamic environment, with a higher diversifi cation of the sectors in 

   Table 12.1    Correlation matrix   

 Log(value added 
per employee) 

 Log(R&D stock 
per employee) 

 Log(physical stock 
per employee)  Log(employment) 

 Log(value added 
per employee) 

 1 

 Log(R&D stock 
per employee) 

 0.323  1 

 Log(physical stock 
per employee) 

 0.282  0.126  1 

 Log(employment)  −0.030  −0.202  0.301  1 

  Note: all correlation coef fi cients are 1% signi fi cant  
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contrast with the situation in lower-order regions where only certain sectors are 
relevant to explain their labour productivity. 

 Macroeconomic conditions effects, explained by the signi fi cance of the time and 
country dummy sets, play a role on labour productivity for the  fi rms operating in 
higher-order regions. All these conclusions are reinforced from what emerges from 
the following Tables  12.6  and  12.7 , where we replicated the overall estimation 
reported in the previous Tables  12.4  and  12.5 , separately by manufacturing and ser-
vice sectors (explained in Sect.  4.1 .), and where    we analyse more in depth the high-
tech nature of the manufacturing sectors, differentiating between high-tech and 
non-high-tech manufacturing sectors (Sect.  4.2 ).   

    4.1   Manufacturing Versus Service Sectors 

 Tables  12.4  and  12.5  show the results for the analysis splitting the sample in manu-
facturing and service  fi rms located in higher- and lower-order R&D regions, respec-
tively. As can be seen – focusing on the more reliable FE- and RE-estimated 
coef fi cients – in both manufacturing and service sectors, the R&D-intensive regions 
are characterised by larger R&D coef fi cients in comparison with the other regions. 
This is a con fi rmation of the “increasing return” hypothesis. Furthermore, the higher 
R&D/productivity elasticities are displayed by the  fi rms belonging to the service 
sectors and located in the high-order R&D regions (0.096 and 0.118). 

 Turning the attention to capital formation and embodied technological change, 
an unambiguous outcome clearly merges: In all the economic sectors, the weakly 
innovative European regions strongly rely on embodied technological change with 
a capital/productivity elasticity that is always larger than the one estimated within 
the  fi rms located in the R&D-intensive regions.  

    4.2   High-Tech Versus Non-high-tech Manufacturing Sectors 

 In Tables  12.6  and  12.7 , the focus is in the differences between high-tech manufac-
turing  fi rms located in higher-order or lower-order regions and differences between 
non-high-tech manufacturing  fi rms located in lower-order regions.   

 Table  12.6  results show what other previous evidence showed, the way R&D 
investments affect productivity in high-tech industries appears to be affected by the 
environment where the  fi rm operates. Our results support the hypothesis that  fi rms 
belonging to manufacturing sectors with higher requirements of investments (high-
tech ones) would get more from their investments if they are located in a favourable 
environment for R&D and innovation. High-tech manufacturing  fi rms, characterised 
by higher requirements of knowledge capital, get more from their investments in R&D 
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if they are located in higher-order regions. Regarding the physical capital returns on 
 fi rm productivity, they are also positive and signi fi cant, showing their importance in 
high-tech manufacturing  fi rms’ productivity. We can conclude that this particular set 
of  fi rms show, no matter the type of investment, gains on labour productivity. 

 The results address additional conclusions; high-tech manufacturing sectors 
operating in lower-order regions obtain higher gains for the physical capital than 
high-tech manufacturing  fi rms located in higher-order regions. 

 It is worth noticing that time does not affect the productivity for the high-tech 
manufacturing  fi rms located in higher-order regions, while for  fi rms that are located 
in lower-order regions, the macroeconomic conditions of the cycle affect the labour 
productivity of these particular samples. 

 Table  12.7  contains the results of the samples of  fi rms belonging to non-high-
tech manufacturing sectors and located in higher-order and lower-order R&D 
regions, respectively. As we can see, non-high-tech  fi rms appear to gain more for 
their physical capital investments when they are located in a less favourable R&D 
environment. When  fi rms belonging to a non-high-tech manufacturing sector locate 
themselves in a more dynamic and innovative environment, the only investment 
that appears to be determinant is the knowledge capital. Firms that operate in a more 
competitive environment are forced to maintain higher levels of knowledge invest-
ments and higher production of innovation in order to maintain their levels of com-
petitiveness (and survive and grow). In any case, their investments show higher 
returns in comparison with  fi rms operating in a more hostile environment. 

 The non-high-tech manufacturing  fi rms show the highest returns from their invest-
ments in physical capital when they are operating in non-R&D-intensive regions; 
embodied technical change is still playing an important role in this set of  fi rms. 

 For the non-high-tech  fi rms, the sectoral composition of the environment appears 
to be determinant in explaining the labour productivity differences when they oper-
ate in lower-order regions. In general, industrial structure characterising each region 
might affect the R&D productivity relationship. This issue has not been yet largely 
analysed in the literature. In the case of non-high-tech manufacturing  fi rms operat-
ing in higher-order regions, macroeconomic conditions appear to be more signi fi cant 
in explaining productivity gains. 

 On the whole, in Europe, productivity growth in medium- and low-tech sectors 
and in the less innovative regions is still heavily dependent on investment in physi-
cal capital (embodied technological change), while knowledge capital or intangibles 
seem to play a secondary role. 

 Hence, we can further con fi rm and specify what has been already discussed com-
menting on the sectoral results reported in the Tables  12.4  and  12.5 . In the EU, the 
investment in physical capital is signi fi cantly linked to productivity gains, con fi rming 
the hypothesis advanced in this study that “embodied technological change” is a 
crucial driver of productivity evolution. While this contribution is similar to the one 
offered by the R&D expenditures in aggregate, when we only consider either the 
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manufacturing non-high-tech sectors (Table  12.7 ) or the non-R&D-intensive 
European regions (Tables  12.3 ,  12.4 ,  12.5 ,  12.6  and  12.7 ; panel 3, columns 2 and 3), 
the capital coef fi cient systematically exceeds the correspondent R&D coef fi cient.   

    5   Conclusions and Policy Implications 

 The results of this study show that the returns of the R&D investments on  fi rm perfor-
mance are higher for  fi rms located in the European regions with a more favourable 
innovative environment and, among them, for  fi rms belonging to high-tech sectors. 

 Our results also emphasise the relevant role in  fi rm productivity of physical capi-
tal investments in certain  fi rms. In particular, physical capital is still playing an 
important role in explaining the productivity gains of manufacturing  fi rms located 
in lower-order regions or belonging to non-high-tech sectors. 

 The particular nature of the relationship between R&D and capital formation on 
the one hand and productivity evolution on the other hand might heavily be affected 
by the industrial structure which characterises a single region. Thus – according to 
what discussed above – a region characterised by a large presence of high-tech sec-
tors would probably turn out to be very sensitive to R&D activities in getting pro-
ductivity gains, while a region characterised by a disproportionate presence of 
traditional sectors, mainly composed by SMEs, would come out to be particularly 
responsive to  fi rm capital formation. 

 In terms of policy implications, a European regional policy targeted to increase 
the competitiveness and productivity of European countries by means of increasing 
the R&D investment (with strategies like the Lisbon Agenda or the Innovation 
Union) should not leave aside the strong heterogeneity across European regions. 
Therefore, there is no single formula to promote ef fi cient innovation in all regions, 
but more systematic policy analysis would help policymakers to understand which 
region-level instruments help  fi rms to generate innovation in increasing their 
regional competitiveness and growth. 

 Regional policy of innovation should, in general, focus on emphasising absorp-
tion capacity and innovation by adoption. By encouraging and incentivising labour 
mobility, attracting private capital, improving the accessibility and connectivity and 
promoting endogenous growth by identifying potential sources of growth, the pos-
sibilities of the regions to attract high-tech  fi rms will increase.      

  Acknowledgement   Financial and data support from the “Corporate R&D and Productivity: 
Econometric Tests Based on Microdata” JRC-IPTS project is gratefully acknowledged. Part of the 
work done in this chapter was carried out, while some authors were staff at the European Commission, 
Joint Research Centre (JRC), Institute for Prospective Technological Studies (IPTS), Seville, Spain.   
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      Appendix 

   Table 12.8    Distribution of  fi rms and observations 
across countries   

 Country  Firms  Observations 

 Austria   16      51 
 Belgium   20      82 
 Czech Republic   1         4 
 Denmark   21     152 
 Estonia   1         3 
 Finland   41     157 
 France   54     279 
 Germany  141     749 
 Greece   11      41 
 Hungary   3      12 
 Ireland   8      55 
 Italy   5      19 
 Luxembourg   3         9 
 Netherlands   25     165 
 Slovenia   1         4 
 Spain   3     7 
 Sweden   62    386 
 United Kingdom  223  1,299 
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