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Chapter 6 

A hove four dimensions 

6.1 Overview of the results 

The lace expansion has been used to resolve many of the issues concerning 
the self-avoiding walk in five or more dimensions. Proving convergence of 
the lace expansion ford = 5 involves a myriad of major technical difficulties, 
due to the fact that the best bound on the small parameter responsible for 
convergence ofthe expansion, namely IIHzcll~ = B(zc)-1, is 0.493. However 
many of these technical difficulties are not present if the small parameter 
can be taken to be arbitrarily small, and it is in the context of an arbitrarily 
small parameter that the proof becomes most transparent. For this reason, 
in this chapter we give the proof of convergence of the lace expansion and 
its consequences for the critical behaviour in two contexts: for the nearest­
neighbour model with large d, and for the "spread-out" self-avoiding walk 
with steps (z, y) satisfying 0 < liz- Ylloo $ L, ford> 4 and large L. 

For each of these two models we will use 0 to denote the coordination 
number, i.e. 0 = 2d for the nearest-neighbour model and 0 = (2L + l)d -1 
for the spread-out model. It will be shown that in either case the behaviour 
of IIHzcll~ is governed by the contribution to the corresponding ordinary 
random walk critical (z = o-1) bubble diagram due to the 0 terms in 
which two single step walks end at the same site, i.e. 0/02 = o-1• Hence 
the small parameter can be made arbitrarily small by increasing 0. 

In the remainder of this section we summarize the results that will be 
obtained in this chapter. We discuss both the nearest-neighbour model and 
the spread-out model simultaneously, combining the statements that d is 
sufficiently large for the nearest-neighbour model, and L is sufficiently large 
for the spread-out model, into the single statement that 0 is sufficiently 
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large. We emphasize that all of the results stated in this section, with the 
exception of Theorem 6.1.3, have been proven in Hara and Slade (1992a,b) 
for the nearest-neighbour model for d ;:::_ 5. 

Asymptotic formulas for Cn and the mean-square displacement are given 
in the following theorem, whose proof can be found in Section 6.4.2. 

Theorem 6.1.1 There is an 0 0 such that for n ;:::_ flo there are positive 
A, D such that the following hold (assuming d > 4 for the spread-out model). 

(a) Cn = AJJn(l + O(n-t)] as n-+ oo, for·any c < min{(d- 4)/2, 1}. 

(b) (lw(n)l2} = Dn(l +O(n-t)] as n-+ oo, for any c < min{(d-4)/4, 1}. 

Remark. Bounds on the constants A and D will be given in Section 6.2.3. 
In particular, for the nearest-neighbour model in high dimensions D is 
strictly greater than one, indicating that the self-avoiding walk does move 
away from the origin more quickly than ordinary random walk, although 
only at the level of the diffusion constant. For the nearest-neighbour model 
in five dimensions the current best bounds are given in Hara and Slade 
(1992b) to be 1 :$A:$ 1.493 and 1.098 :$ D :$ 1.803. 

A corollary of (a) is that limn-oo Cn+lfcn = JJ [cf. Equation (7.1.4)]. 
This is believed to be true in all dimensions, but remains unproved for 
d = 2, 3, 4. Theorem 6.1.1 is proven via a Tauberian-type theorem, after 
first controlling the susceptibility and correlation length of order two. The 
results for X and e2 are stated in the next theorem, which is proved in 
Section 6.2.3. [The notation f(z) ""g(z) means limz/zc f(z)jg(z) = 1.) 

Theorem 6.1.2 There is an flo such that for 0;::: Oo (assuming d > 4 for 
the spread-out model) 

and 

( ) Azc 
X z IV-­

Zc- Z 

6(z) ,...., ( Dzc ) 1/2' 
Zc- Z 

where the constants A, D are the same as in Theorem 6.1.1. 

For en (0, x) we will prove the following theorem, which gives the hyper­
scaling inequality CL 1ing - 2 :$ -d/2. In fact this inequality is believed to 
be an equality; see Section 2.1. Theorem 6.1.3 is the only result stated in 
this section which has not been proved for the nearest-neighbour model for 
all d ;:::_ 5. 
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Theorem 6.1.3 There is an no such that for n;::: no (assuming d > 4 for 
the spread-out model) there is a constant B such that 

sup cn(O,x) $ Bf..tnn-d/2 . 
rEZd 

This theorem is proved in Section 6.8. An immediate consequence of Theo­
rem 6.1.3 is the following result, which is a weaker version of the statement 
that a,;ng - 2 $ -d/2. This weaker statement has been proven for the 
nearest-neighbour model for all d ;::: 5; we comment briefly on the method 
of proof in the Notes for this chapter. 

Corollary 6.1.4 There is an no such that for n ;::: no {assuming d > 4 
for the spread-out model) 

for any a< (d- 2)/2. 

00 

sup L nacn(O, x)f..t-n < oo 
rEZdn=O 

For the correlation length e(z) = 1/m(z) [see (1.3.15)] we have the 
following result, which is proved in Section 6.5.1. 

Theorem 6.1.5 There is an no such that for n;::: no (assuming d > 4 for 
the spread-out model) 

{D ( ) 1/2 
e(z)---vu Zcz~z ' 

with the same constant D as in Theorem 6.1.1. 

By Theorems 6.1.1, 6.1.2 and 6.1.5, the length scales defined by the mean 
square displacement, the correlation length of order two, and the correlation 
length are as expected all governed by the same critical exponent v = 1/2. 

Using Theorem 6.1.5 it can be shown that the renormalized coupling 
constant g(z) of(1.4.22) obeys 

g(z) ~ (zc- z)(d-4)/2 as z / Zc, (6.1.1) 

for the spread-out model with n sufficiently large and for the nearest­
neighbour model for d ;::: 6. Unfortunately (6.1.1) remains unproven for 
d = 5. Further details are given in the Remark under Theorem 1.5.5. 

The results for the critical two-point function are stronger in k-space 
than in x-space, and are summarized in the following theorem, whose proof 
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can be found in Section 6.5.2. The upper bound on G,c(O, x) in the theorem, 
for p < (d- 2)/2, follows immediately from Corollary 6.1.4 and the fact 
that lziPcn(O, .x) :5 nPcn(O, x). The k-space result provides a strong infrared 
bound. 

Theorem 6.1.6 There is an Oo such that for 0 ~ Oo (assuming d > 4 
for the spread-out model) the following hold. For any p satisfying p < 
(d-2)/2 or p :52, there is a constant C(p) such that for all x, Gzc(O, x) :5 
C(p )lx 1-p. There is a positive constant such that the Fourier transform 
satisfies G:c(k) = const.[k2 + O(k2+£)]- 1 ask- 0, for any f < min{(d-
4)/2, 1}. In addition, there is a positive constant such that 0 $ G:Jk) $ 
const.k- 2 for all k E [-1r, 1r]d. 

Corollary 6.1. 7 There is an no such that for n ~ no (assuming d > 4 
for the spread-out model) 

m(zc) = 0. 

Proof. The bound on Gz (k) of Theorem 6.1.6 implies that the criti­
cal bubble diagram B(zc) =c (211")-d fr-,..,,..14 Gz 0 (k)2ddk is finite (see Sec­

tion 1.5). It then follows from Theorem 4.1.6 that m(zc) = 0. 0 

To discuss the scaling limit, we first introduce some notation. Let 
Cd[O, 1] denote the continuous Rd-valued functions on [0, 1], equipped with 
the supremum norm. Given an n-step self-avoiding walk w, we define 
Xn E Cd[O, 1] by setting Xn(k/n) = (Dn)- 112w(k) for k = 0, 1, 2, ... , n, 
and taking Xn(t) to be the linear interpolation of this. We denote by dW 
the Wiener measure on Cd[O, 1]. Expectation with respect to the uniform 
measure on the n-step self-avoiding walks is denoted by On. The following 
theorem is proved in Section 6.6. 

Theorem 6.1.8 There is an Oo such that for 0 ~ Oo (assuming d > 4 for 
the spread-out model), the scaled self-avoiding walk converges in distribution 
to Brownian motion. In other words for any bounded continuous function 
I on Cd(O, 1], 

The next result concerns the existence of a measure on infinitely long 
self-avoiding walks. We defer the precise definition of this measure until 
Section 6. 7, where the following theorem will be proved. 
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Theorem 6.1.9 There is an flo such that for 0 ~ Oo (assuming d > 4 for 
the spread-out model) the infinite self-avoiding walk exists. 

The key ingredient in the proofs of the above theorems is the conver­
gence of the lace expansion, which is proved in the next section. 

6.2 Convergence of the lace expansion 

This section is divided into three parts. The first part proves a lemma 
which encapsulates the basic structure of the proof of convergence of the 
lace expansion, and also gives a number of properties of simple random 
walk which will be needed in the convergence proof. The second part gives 
the proof of convergence of the lace expansion, and states a number of 
consequences. The last part gives the proof of Theorem 6.1.2, i.e. existence 
of and mean-field values for the critical exponents for the susceptibility and 
the correlation length of order two. 

6.2.1 Preliminaries 

The following elementary lemma will be used to prove convergence of the 
lace expansion. It states that under an appropriate continuity assumption, 
if a set of inequalities implies a stronger set of inequalities, then in fact the 
stronger inequalities must hold. 

Lemma 6.2.1 Let ft, ... , /n be nonnegative functions defined on the in­
terval [0, p1), and let po E [0, pt) and a < 1 be given. Suppose that 

1. f; is continuous on the interval[O,pt), fori= l, ... ,n, 

2. f;(p) ~ a for 0 ~ p ~ po, fori = 1, ... , n, 

3. for each p E (po, Pt), if /;(p) ~ 1 for all i = 1, ... , n, then in fact 
f;(p) ~a for all i = l, ... ,n. (In other words a set of inequalities 
implies a stronger set of inequalities.) 

Then f; (p) ~ a for all p E [0, Pt) and all i = 1, ... , n. 

Proof. Define lma:r(P) = maXt<i<n /;(p). By the second assumption, it 
suffices to show that fma:r(P) ~ a for p E [po,Pt)· By the third assump­
tion fma:r(P)¢(a, 1) for all p E (po,Pt)· By the first assumption fma:r(P) is 
continuous in p E (O,pt)· Since fma:r(Po) ~ a by the second assumption, 
the above two facts imply that fma:r(P) cannot enter the forbidden interval 
(a, 1] when p E (po,pt) and hence fma:r(P) ~a for all p E (O,pt). 0 
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Before defining the functions /; that we will use, we need to introduce 
two models of ordinary random walk corresponding to the two models of 
self-avoiding walk discussed in the previous section. For the usual nearest­
neighbour simple random walk we denote the coordination number by n = 
2d, and also use n to denote the set of sites which are nearest neighbours 
of the origin. The critical ( z = n-1) two-point function for this model is 
shown in (A.8) to be given by 

c<o)(o, x) = J e-~k·:c da k a' 
[-,.,,.Jd 1- Do(k) (211') 

(6.2.1) 

where 
d 

Do(k) =A L:>ik·:c = d- 1 l:cosk11 . 

:cen 11=1 

(6.2.2) 

Let L ~ 1 be an integer. For the ordinary "spread-out" random walk in 
za whose steps (x, y) satisfy 0 < llx- Ylloo ~ L, we will use 0 to denote 
the set of X E zd with 0 < llxlloo ~ L, and also write n for the cardinality 
of this set, i.e. n = (2L + 1)d- 1. For X E za, let C(L)(O,x) denote the 
critical spread-out ordinary random walk two-point function. This is given 
in (A.8) by 

C(L)(Q ) -1. e-ik·:c ddk 
,x - A d' 

[-w,,.ld 1- DL(k) (21r) 
(6.2.3) 

where 
A 1 """ 'k 1 """ Dr(k) = O LJ e' ·:c = O LJ cos(k. x). 

:cen :cen 
(6.2.4) 

We write simply C(O, x) and D(k) when we wish to discuss both the 
spread-out and nearest-neighbour models simultaneously. The following 
lemma is a combination of the statements of Lemmas A.3 and A.5, in 
which some bounds have been degraded for a unified statement. 

Lemma 6.2.2 For any d ~ 1 there is an 0 0 such that for any k E [-11', 1r]d 
and 0 ~ Oo, 

A k2 
1- D(k) ~ 211'2d' (6.2.5) 

For any d ~ 1 there is an 0 0 such that for all n ~ Oo 

sup nd/211Dnllt < 00. (6.2.6) 
n?:O 

Let s denote a fixed small ·positive number for the spread-out model, and 
let s = 0 for the nearest-neighbour model. There is a K such that for all 
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0 (assuming d > 4 for the spread-out model and d ~ 5 for the nearest­
neighbour model) 

(6.2.7) 

and 

a:~ + 2 (B"bt $ Kn-1+,+2/d (6.2.8) 
[1 - D)2 1 [1 - D)3 1 

(the 2/d in the exponent can be omitted for the nearest-neighbour model). 
The above norms are all LP norms on (-1r, 1r]d with measure (211")-dddk. 
The constant I< depends on the dimension (but not on L) for the spread­
out model, and is a universal constant for the nearest-neighbour model. 

In the following we will maintain the convention that I< and Oo depend 
on the dimension when a statement is applied to the spread-out model, but 
are universal constants when the same statement is applied to the nearest­
neighbour model. 

6.2.2 The convergence proof 

To prove convergence of the lace expansion, we will use Lemma 6.2.1 with 
n = 2, Po = n-1 , Pl = Zc, a= 2/3, 

(6.2.9) 

with I< the constant of Lemma 6.2.2. Here s is as in the statement of 
Lemma 6.2.2, and the 2/d can be omitted from the exponent in the defini­
tion of 12 for the nearest-neighbour model. 

The following three results confirm that the hypotheses of Lemma 6.2.1 
are satisfied, either for the nearest-neighbour model in sufficiently high di­
mensions, or for the spread-out model in more than four dimensions with 
0 sufficiently large. It will then follow from the lemma that IIHpll~ and 
113:~Gplloo are both small (for large 0) uniformly in p E [0, zc)· This 
will give good bounds on the lace expansion, when combined with The­
orem 5.4.4. 

For simplicity we deal explicitly only with the strictly self-avoiding walk, 
although the results of this section also hold for all finite memories 2 ~ r < 
oo, subject to the replacement of Zc by the finite memory critical point 
zc(O; r). In particular, the constants of Corollaries 6.2.6 and 6.2.7 and 
Theorem 6.2.9 are independent of r. Finite memory is used only to prove 
the bound on cn(O,x) of Theorem 6.1.3. 
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Lemma 6.2.3 The above functions It and /2 are continuous on the inter­
val [0, Ze)· 

Proof. We begin with ft. Since the subcritical two-point function decays 
exponentially by (1.3.14), IIHpll~ is finite for p < Ze. This norm can be 
rewritten as a power series in p with positive coefficients, which therefore 
must have radius of convergence at least Zc. Hence it is continuous in 
p E [0, Zc)· 

For /2, we fix r E [0, zc)· Arguing as in the derivation of (1.3.14), there 
is a constant M, depending on r but not on x, such that for any p E [0, r] 
and any x, 

dd x~Gp(O, x) < M. 
p - (6.2.10) 

Hence for Pt < P2 $ r we have 

0 < /2(p2) - /2(pt) 
::; (3K)- 1 nt-•- 2/d sup x~[Gp2 (0, x)- Gp 1 (0, x)] 

X 

$ (3K)-tnt-•-2fdM(P2- Pt)· 

This implies continuity of /2 for p < r, and hence for p < Zc since r is 
arbitrary. o 

Lemma 6.2.4 For p E [0, n-1], f;(p):::; 1/3 fori= 1, 2. 

Proof. For p E [0, n- 1], Gp(O, x) $ G1fn(O, x). Since in general the self~ 
avoiding walk two-point function is bounded above by the ordinary random 
walk two-point function having the same activity, Gp(O, x) $ Gttn(O, x) $ 
C(O,x). Now Hp(O,x) = Gp(O,x)-6o,x, so IIHPII~ = IIGpm-1 $IICm-1. 
Hence by the Parseval relation IIHpll~ $ IICII~- 1, and the desired bound 
on ft follows from (6.2.7). For /2 we use the Fourier transform to write 

The desired bound then follows from (6,2.8). 0 

This leaves the last and most substantial assumption of Lemma 6.2.1 
to be shown. The following result confirms that the final hypothesis of 
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Lemma 6.2.1 is satisfied for ft and h of (6.2.9), i.e. that for each p E 
[n-1,zc), if /;(p)::; 1 (i = 1,2) then in fact /;(p)::; 2/3 (i = 1,2). 

Remark. The next theorem states that a pair of inequalities implies 
a stronger pair. In conjunction with Lemmas 6.2.1, 6.2.3 and 6.2.4, this 
means that in fact the stronger pair of inequalities holds. Hence the weaker 
inequalities also hold, and any consequences of the weaker inequalities used 
in the course of the proof [such as the infrared bound (6.2.19)] will have 
been shown to hold, once the theorem is proved. 

Theorem 6.2.5 There is an Oo such that for n 2:: Oo (with d > 4 for the 
spread-out model) the following implication holds. For any p E [0- 1 , zc), if 

(6.2.12) 

then in fact 

(6.2.13) 

Heres is as in the statement of Lemma 6.2.2, and the 2/d in the exponent 
in the bound on llx~Gplloo can be omitted for the nearest-neighbour model. 

Proof. We assume the weaker pair of bounds, and prove the stronger pair. 
For the proof we will work with Fourier transforms. As will be described 
in more detail below [in the paragraph containing (6.2.27)], the assumed 
bounds (6.2.12), together with Theorem 5.4.4, imply (absolute) convergence 
of the lace expansion. Hence by (5.2.18), 

Fp(k):: Gp(k)-1 = 1- pOD(k)- fip(k). (6.2.14) 

Since Fp(O) = x(p)- 1 > 0 for p < Zc, it follows by adding and subtracting 
Fp(O) to Fp(k) that for p;::: n-1 

Fp(k) = Fp(O) + p!l[l- D(k)] + ftp(O)- ftp(k) 

~ [1- b(k)] + [fip(O)- ftp(k)]. (6.2.15) 

The basic idea of the proof is that the assumed bounds imply that the 
second term on the right side is a small perturbation of the first, which in 
turn implies that Gp = 1/ Fp(k) is bounded above by a small perturbation 
of its ordinary random walk counterpart, and hence by Lemma 6.2.2 the 
improved bounds hold. 
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We now bound the difference fip(O) - ilp(k), using Theorem 5.4.4. It 
follows from (5.4.1), (5.2.16), symmetry, and (5.4.21) that 

00 

fip(O)- flp(k) ~ - ~)il~2i+ 1)(0)- fl~2i+ 1 )(k)] 
j:l 

d 

> - 2:(1- cos k11)llx~Hplloo 
1.1=1 

00 

X 2:U + 1)2 11Hpll~i+l11Gpll~j-l. 
j:l 

(6.2.16) 

For the norm IIGplla, we note that by definition Hp(O, x) = Gp(O, x)- c5o,x, 
and hence using (6.2.12) we have 

(6.2.17) 

for sufficiently large n. The right side of (6.2.16) is dominated for large 0 
by the j = 1 term, and hence by (6.2.5) and (6.2.12) we have 

(6.2.18) 

where u = 3/2 for the nearest-neighbour model and u = 5/2 - 5s/2 - 2/d 
for the spread-out model, and K1 is a constant which is independent of L 
for the spread-out model and independent of d for the nearest-neighbour 
model. We will use [(1 as a "variable constant" in what follows, to denote 
various constants which are independent of L or d as in (6.2.18) and whose 
precise values are irrelevant. Substituting (6.2.18) into (6.2.15) gives the 
infrared bound 

(6.2.19) 

We are now in a position to obtain the improved bound on IIHpm· By 
the Parseval relation and (6.2.17), 

where the norm on the right side denotes the £ 2 norm on [-1r, 1r]d with 
measure (211")-dddk. Hence by (6.2.19) we have 

(6.2.20) 
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Applying (6.2.7), this gives 

IIHPII~:::; (1 + I<tn-u+t-•)Kn-1+•. (6.2.21) 

For the nearest-neighbour model -u + 1- s = -1/2, while for the spread­
out model with d > 4, -u + 1 - s = -3/2 + 3s/2 + 2/d < 0. This gives 
the desired result that for n sufficiently large 

(6.2.22) 

We turn now to the bound on llx~Gplloo· We give the proof with the 
2/ d present in the exponent, but for the nearest-neighbour model this can 
be omitted by following the same proof. [The significant difference between 
the two models occurs in (6.2.31).] 

In terms of the Fourier transform we can write 

2 J 2' -ik·X ddk x1,Gp(O, x) =- apGp(k)e (21r)d. (6.2.23) 

Explicit computation of the derivative on the right side gives the following 
expression, in which we have simplified the notation by dropping arguments 
and denoting partial differentiation with respect to kp by the subscript Jl. 

(6.2.24) 

We insert (6.2.24) into (6.2.23), and take absolute values inside the integral 
and the sum of five terms. Applying (6.2.19) to bound F from below gives 
fl'-i :::; (1 + I<1n-u)(l- b)-i for j ~ 1. Applying (6.2.8) and using I :::; pf! 

then yields 

x~Gp(O, x) :::; (1 + K 1n-u)(p0)2 

x [Kn-1+•+2/d+llfiJ.l,J.lllooll1~bl[ 

+ 4 (~~ ~)' 
1 
+ 2 (I ~~)' J (6.2.25) 

The last three terms on the right side are error terms. Before bounding 
these, we first bound the factor pO. By (6.2.12), 

IIHPIIoo :::; llx!Gplloo :::; 3Kn-1+•+2/d; (6.2.26) 

this follows from the facts that Hp(O, 0) = 0, and for x f. 0, Hp(O, x) = 
Gp(O, x) and 1 :::; x~ for some Jl. (This bound on IIHplloo is inefficient for 
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the spread-out model, for which the factor 0 2/d on the right side should 
not be necessary, but it is adequate for our needs.) Applying (6.2.26) and 
(6.2.12) to (5.4.18) and (5.4.20), we see that for sufficiently large 0 the lace 
expansion converges and 

lfip(k)l:::; pOK1o-t+•+2/d. (6.2.27) 

Since x(p)- 1 = 1- pO- fip(O) > 0, 

pO:::; 1- fip(O):::; 1 + pOK1o-t+•+2/d, 

so that for 0 sufficiently large 

P:::; o-1[1 + K1o-1+•+2/d]. (6.2.28) 

Since -u:::; -1 + s + 2/d, the factor (1 + K1o-u)(p0)2 in (6.2.25) can be 
replaced by 1 + K10-1+•+2/d, for 0 large. 

We next consider bounds on the derivatives of fip appearing in (6.2.25). 
It follows from (6.2.12) and (5.4.20) that 

(6.2.29) 

(the N = 2 loop term dominates). We also will need a bound on opfip(k). 
Since by symmetry this derivative is zero whenever kp = 0, it follows from 
Taylor's Theorem and the above bound on the second derivative that 

(6.2.30) 

Similarly, 
(6.2.31) 

Turning now to the three error terms in (6.2.25), for the first we use 
(6.2.29) and (6.2.7) to bound it above by K10-2+2•+2/d. For the other two 
terms we first note that by symmetry, (6.2.5) and (6.2.7), 

II (1 ~~ ii)•ll, ~ K l• 
(6.2.32) 

Hence by (6.2.30) and (6.2.31) the second error term is bounded above by 

(6.2.33) 
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Finally, the last error term can be bounded above by K1n-4+4•+4/d, using 
(6.2.30) and then (6.2.32). Taking n sufficiently large then gives the desired 
result 

(6.2.34) 

0 

The following results, which follow relatively easily from Theorem 6.2.5, 
will be fundamental in the rest of the chapter. 

Corollary 6.2.6 For n ~ no (with d > 4 for the spread-out model), 

IIHzlloo :$ 2Kn-t+•+2/d, 
ll.:z:!Gzlloo :$ 2Kn-1+•+2/d, 

and 
IIHzll~ :$ 2Kn-t+• 

for all complex z in the closed disk lzl :$ Zc. Heres is as in the statement of 
Lemma 6.2.2, and for the nearest-neighbour model the 2/d can be omitted 
from the exponent in the first two inequalities. 

Proof. Since the left sides are largest at z = Zc, we can restrict attention 
to this case. The left sides are monotone increasing in real positive z, 
and satisfy the above bounds uniformly in z < Zc by Theorem 6.2.5 (see 
(6.2.26) and the Remark preceding Theorem 6.2.5). Therefore the same 
bounds hold at z = Zc by the monotone convergence theorem. 0 

Corollary 6.2.7 For n ~no (with d > 4 for the spread-out model), there 
is a constant I<1 such that the following bounds hold uniformly in k E 
[-11', 7r]d and lzl :$ Zc.' 

lflz(k)l :$ K1n-t+•+2/d 

l811 flz(k)l < K1n-2+2•+2/djk11 1 

182rr' (k)l :$ r/1n-2+2•+2/d. p z H H 

In fact the series representations of these quantities are bounded absolutely 
(absolute values inside sums over .x, N) and uniformly by the right sides. 
The critical point obeys 

n-1 < z < n-1[1 + K n-t+'+2faJ. - c- 1 

Also, 
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For any p E [0, Zc] 

flp(O)- ilp(k);:::: -K1o-u[l- D(k)] 

and for any p E [0- 1 , Zc] 

Fp(k) ;:::: [1- K 1o-u][1- D(k)]. 

Heres is as in the statement of Lemma 6.2.2, and for the nearest-neighbour 
model the 2/d can be omitted from the exponents in the first four inequali­
ties. The exponent u is equal to 3/2 for the nearest-neighbour model, while 
for the spread-out model u = 5/2 - 5sf2 - 2/d. 

Proof. Given Corollary 6.2.6, the first four inequalities follow exactly 
as in the proof of Theorem 6.2.5. It then follows from the dominated 
convergence theorem that for u E {0, 1, 2}, o~frz(k) is continuous on the 
closed disk lzl ::5 Zc. Since x(p)-+ oo asp/ Zc by (1.3.6), we have 

-1 • • 
x(p) = Fp(O)- 1- ZcO- IIzc(O) = 0. 

The last two bounds of the corollary follow from (6.2.18) and (6.2.19) for 
p < Zc, and then follow at Zc by taking the limit. 0 

By Corollary 6.2.7 and the fact that -V~D(O) ~ 1, there is a constant 
c4 such that for 0 sufficiently large and p E [O-t, Zc], 

(6.2.35) 

The following lemma. will allow for bounds on Oz ftz(k) in the closed disk 
lzl ::5 Zc· 

Lemma 6.2.8 For any p E (0, zc] and m = 1, 2, 3, ... , 

a;'Gp(O, x) :$ m!p-m Hp * · · · * Hp * Gp(x), 

where there are m factors of Hp in the convolution. 

Proof. By definition, 

a;'Gp(O, x) = m!p-m E 
w:O-o21 
lwl~m 

(6.2.36) 

where the sum is over all self-avoiding walks from 0 to x. The binomial 
coefficient on the right side counts the number of ways to choose 0 < it < 
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i2 < · · · < im :$ lwl, so it is also the number of ways to break w into 
m + 1 pieces such that the first m pieces each consist of at least one step. 
The upper bound then follows by neglecting the mutual avoidance between 
these pieces. 0 

Theorem 6.2.9 For 0 sufficiently large (with d > 4 for the spread-out 
model), 

(6.2.37) 

uniformly in k E [-11", 1r]d and lzl :$ Zc. In fact the series representation of 
the left side is bounded absolutely (absolute values inside sums over x and 
N) and uniformly by the right side. Here/( is the constant of Lemma 6.2.2, 
s is as in the statement of Lemma 6.2.2, and the 2/d can be omitted from 
the exponent for the nearest-neighbour model. Hence for 0 sufficiently large 
there is a positive constant C3 such that for any p E (0, zc] 

(6.2.38) 

Proof. The bound (6.2.38) clearly follows from (6.2.37), so it suffices to 
obtain {6.2.37). But by (5.4.18), (5.4.19), Corollary 6.2.6 and the upper 
bound on zcO of Corollary 6.2.7, to prove (6.2.37) it suffices to show that 

(6.2.39) 

Since llp{O, x) is a power series with nonnegative coefficients, it suffices to 
obtain (6.2.39) at z = Zc. By Lemma 6.2.8 and the fact that G:(O, x) = 
H:(O, x) + 6o,z, 

8:H:.(O, x) = 8:G:.(O, x) < z; 1 H:. * H:.(x) + z; 1 H,r.{O, x) 
:$ z; 1 IIH:.II~ + z;1 H:.(O, x). 

The desired result now follows from Corollary 6.2.6 and the fact that Zc is 
bounded below by o-t. 0 

We conclude this section with an upper bound on the susceptibility, 
which in particular implies that it is finite in the closed disk lzl :$ Ze 

everywhere except at the critical point itself. 

Theorem 6.2.10 For 0 sufficiently large (with d > 4 for the spread-out 
model}, the inverse susceptibility F: (0) = 1 - zO - llz (0) satisfies 

(6.2.40) 

for all z with lzl :$ Ze. 
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Proof. Let lzl $ Zc. By Corollary 6.2.7 .F,.(O) = 0 and hence 

IFz(O)I = 11: BzFz(O)dzl 

= lzc- ziiO + 11 
8,fi(1-t)z.+tz(O)dtl. (6.2.41) 

The lemma then follows, using Theorem 6.2.9. 0 

6.2.3 Proof of Theorem 6.1.2 

The critical bubble diagram B(zc) = IIGz.ll~ = 1 + IIHz.m is finite by 
Corollary 6.2.6. It follows from Theorem 1.5.3 that .Y = 1, in the sense that 
there are positive constants c1 and c2 such that for all p < Zc, 

(6.2.42) 

To obtain the stronger asymptotic behaviour stated in Theorem 6.1.2, 
we observe that since fr.,.(O) = 1 - zcO- flz.(O) = 0 by Corollary 6.2.7, 

x(z) = 
1 

Fz(O)- Fz.(O) 

= (-1-) (n + fi,.(O)- fiz(O)) -
1 

Zc- Z Zc- Z 
(6.2.43) 

It then follows from Theorem 6.2.9 that as z /' Zc 

(6.2.44) 

Defining 
(6.2.45) 

gives the statement of Theorem 6.1.2 for the susceptibility. 
For the correlation length of order 2, we note that by symmetry and 

direct calculation, 

(6.2.46) 

The desired asymptotic behaviour of 6(z) now follows from the asymptotic 
behaviour of x(z) and (6.2_.35), if we define 

(6.2.47) 
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[Continuity at Zc of 'V~fiz(O) is discussed in the proof of Corollary 6.2.7.] 
0 

We end this section with bounds on the constants A and D, for sim­
plicity restricting the discussion to the nearest-neighbour model in high 
dimensions. 

Proposition 6.2.11 For the nearest-neighbour model with d sufficiently 
large, there are positive universal constants Ct, c2, cs such that 

In particular D is strictly greater than 1. 

Proof. For the first bound we conclude from Theorem 1.5.3 that 1 $ A $ 
B(zc)· But by Corollary 6.2.6, B(zc) $ 1 + c1d- 1 for some constant c1. 

For the bound on the diffusion constant D, we have from (6.2.47) and 
(6.2.45) that 

D = 1- (2dzc)- 1 'V~fizc(O). 
1 + (2d)-18.:IIzc(O) 

It suffices to show that there are positive constants a; such that 

- a1d-312 $ -(2dzc)- 1 'V~fizc(O) $ a2d-1 

and 

(6.2.48) 

(6.2.49) 

(6.2.50) 

Beginning with (6.2.49), it follows from Corollary 6.2.7 and the fact that 
2dzc ~ 1 that 

(6.2.51) 

This gives the upper bound of (6.2.49). For the lower bound, by symmetry 
it can be concluded that for fixed p. 

00 

- V~fizc(O) 2: -d L: L:>~n~~J+l)(O, x). (6.2.52) 
i=l $ 

By (5.4.20) and Corollary 6.2.6 the right side is bounded below by a multiple 
of -d-312• 

Turning now to (6.2.50), the lower bound follows immediately from 
(6.2.37). For the upper bound, we write 

00 

8zfiz.(O) = -8zfi}~>(O) + L(-1)N8zfi}~>(O). (6.2.53) 
N:2 
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The first term on the right side (with its minus sign) is bounded above by 
the contribution due to the walk which steps to a neighbour of the origin 
and then back to the origin, which is -8z(2dz2 ) = -4dzc 5 -2. Thus 
it suffices to show that the second term on the right side is bounded in 
absolute value by a multiple of d-1• This follows from Corollary 6.2.6 and 
the bound ll8:Hzelloo ~ Kt of (6.2.39), together with (5.4.19). 0 

6.3 Fractional derivatives 
In this section we describe some elementary properties of what we term 
fractional derivatives. This terminology is somewhat inaccurate, but is 
useful in a suggestive sense in the analysis of the Iarge-n asymptotics of 
power series coefficients. Given a power series f(z) = L:::o anzn and 
l ~ 0, we define the fractional derivative 

00 

6;f(z) =I: nEanzn. (6.3.1) 
n:O 

Note that for l equal to a positive integer, 6! does not give the usual 
derivative. We will use (6.3.1) with l E (0, 1). Allowing l to take on 
arbitrary negative values defines a relative of the antiderivative, as follows. 
For Cl:' > 0 we define 

00 

6;a f(z) =I: n-aanzn. (6.3.2) 
n=l 

Both of the above quantities will be finite at least strictly within the circle 
of convergence of f(z). 

The following lemma provides formulas which are convenient for esti­
mating fractional derivatives. 

Lemma 6.3.1 Let f(z) = L::=o anzn have radius of convergence R. Then 
for any z with lzl < R, and for any Cl:' > 0, 

(6.3.3) 

where Ca = [CI:'f(CI:'))- 1. In addition, for any z with lzl < R and for any 
lE(O,l), 

(6.3.4) 

The identities {6.3.3} and (6.3.4) also hold for z = R, if an ~ 0. 
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Proof. Let lzl < R. We first note that for any a> 0, 

-a - _1_ roo -n>.l/"'d' 
n - ar(a) lo t At 

(6.3.5) 

as can be seen by making the substitution y = nA1101 in the integral on the 
right side. Therefore 

(6.3.6) 

Since the right side converges absolutely the order of integration and sum­
mation can be interchanged to yield (6.3.3). 

For (6.3.4), we write nl = n-<1-E)n and use (6.3.5) with a = I - f: to 
obtain 

00 00 100 
"' f n- C "' ( ->.1/(1-<))n-1 ->.1/(1-•)d' LJ n anz - 1-lz LJ nan ze e A. 

n=O n=1 0 

(6.3.7) 

Since the right side converges absolutely we can interchange the order of 
summation and integration to obtain 

00 100 "' f n- C f'( ->.1/(1-•)) ->.1/(1-<)d' L...Jn anz - 1-lz ze e A. 

n=O 0 
(6.3.8) 

Now suppose that an ~ 0 and take z = R. Then the above interchanges 
of sum and integral are justified by Fubini's Theorem. 0 

The following lemma provides an error estimate analogous to the error 
estimate in Taylor's theorem. In applications of the lemma, R will be the 
radius of convergence of f. 

Lemma 6.3.2 Let f: E (0, 1) and let f(z) = L::=o anzn. Let R > 0 and 
suppose that Al = L:::o nllanlRn-l < oo, so in particular f(z) converges 
for lzl ~ R. Then for any z with lzl ~ R, 

(6.3.9) 

Suppose that Bl = L::=1 nl+llaniRn-1-l < oo, so in particular f'(z) = 
L::=1 nanzn-1 converges for lzl ~ R. Then for any z with lzl ~ R, 

(6.3.10) 
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Proof. We just give the proof of (6.3.10). The proof of (6.3.9) is similar 
and simpler. By definition, 

But in general 

wi -1 

. (6.3.12) 

Taking absolute values in (6.3.12) and using w = z/R and lwl ~ 1 gives 

(6.3.13) 

Since Ej,:-~ je $ {1 + f)- 1nl+e, (6.3.10) follows from {6.3.11) and {6.3.13). 
0 

The intuition behind the following lemma is that if a power series with 
radius of convergence R behaves like IR- zl-6 near z = R, for some b ~ 1, 
then roughly speaking it should have coefficient of zn not much worse than 
order n-nnb-l. 

Lemma 6.3.3 Let f(z) = E::o anz" have radius of convergence greater 
than or equal to R > 0. 
(i) Suppose that for lzl < R, 1/(z)l $ const.IR- zl-b for some b ~ 1. Then 
lanl $ O(R-nna), for any~> b -1. 
(ii) If for some b ~ 1 a bound on the derivative of the form 1/'{z)l ~ 
const.!R- zj-b holds for every lzl < R, then lanl ~ O(R-nn-a) for any 
a< 2- b. 

Proof. (i) Fix b ~ 1 and let a> b- 1. Since n-aan is the coefficient of 
zn in the fractional antiderivative 6;-a- /(z), 

-a - 1 f ~-af( ) dz (6 3 14) n an - 21f"i uz z zn+l ' . . 

where the integral is around a circle of radius r < R centred at the origin. 
By Lemma 6.3.1, 

n-alanl ~ const.r-n j . .,. d9100 d.XIf(reille-.\'1'")- /(0)1. (6.3.15) 
-11' 0 
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Since f(z) - /(0) = O(lzl) for z near zero, the contribution to the integral 
with respect to A due to A E [1, oo) is finite. Using the assumed bound on 
f(z), we thus have 

n-olan I::; const.r-n [1 + 1: dO fo1 d..\lR- re;8e->. 11'"1-b]. 

Replacing the Ron the right side by r gives an upper bound. Taking the 
limit r --+ R in the upper bound leads to 

n-alanl $ const.n-n-b [1 + [1r1r dO fo 1 dAI1- e; 9e->. 11'"1-b]. (6.3.16) 

To check that the integral on the right side is finite, it suffices to show 
that the corresponding quantity with limits of integration () = ±1 is finite 
(or any other small finite interval containing () = 0). Thus it suffices to 
verify that 

(6.3.17) 

As we now show, it is an exercise in calculus to see that the left side is 
bounded for a> b- 1 > 0. 

Making the substit~tion u = Al/o and writing the absolute value on 
the right side as the square root of the sum of the squares of its real and 
imaginary parts leads to an upper bound for (6.3.17) of the form 

11 dO 11 duu 0 - 1[(1- e-u)2 + e- 2u92]-bf2 . (6.3.18) 

The change of variables 01 = Oe-u /(1- e-u) in (6.3.18) gives 

1 -u e-"/(1-e-") fo duu 0 - 11 :-: (1- e-u)-b fo dth[l + o?]-b/2• (6.3.19) 

The 01-integral is bounded uniformly in u if b > 1, while if b = 1 it is 
finite for u near 1 and O(pogul) for u near 0. Hence forb 2: 1, (6.3.19) is 
bounded above by a multiple of 

fo 1 du uo-b I log uj, (6.3.20) 

which is finite for a > b - 1. 

(ii) Given the bound on the derivative, it follows from (i) that lnanl ::; 
O(R-nnP) for any p > b- 1. Therefore lanl $ O(R-nnP- 1) for any a= 
1- p < 2- b. 0 
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Remark. The hypothesis b ~ 1 in Lemma 6.3.3(i) is not artificial. For 
example, let f(z) = L:~=l n-2z2n. Then f(z) is finite for lzl :::; 1 so in par­
ticular 1/(z)):::; const.)1- zj-b for any bE [0, 1). However aN= [log2 N)- 2 

for N = 2n, so an 'f: O(nb-l+c) for£ E {0, 1- b). 

The following lemma is a kind of Tauberian theorem, in which informa­
tion more detailed than merely the asymptotic form of a power series near 
its singularity provides information about the Iarge-n asymptotics of the 
coefficients of the power series. 

Lemma 6.3.4 Let 
1 00 

f(z) = (z) = L bnzn, 
'{) n=O 

where ~.P(z) = L~=O anzn. Suppose that for some £ E (0, 1) 

00 

L nl+cJan)Rn < oo, 
n=O 

so in particular I.P(z) and I.P'(z) are finite when lzl = R. Assume in addition 
that IP'(R) '# 0. Suppose that ~.P(R) = 0 and that ~.P(z) '# 0 for lzl ~ R, z '# 
R. Then 

f(z) = -~.P~(R) R ~ z + O(IR- zlc-l) (6.3.21) 

uniformly in lzi :::; R, and 

bn = R-n-l [ 1 + O(n-o:)] as n _,. oo, 
-~.P'(R) 

for every a < £. 

Proof. Since ~.P(R) = 0, 

Let 

and 

f(z) = 

= 

~.P(R)- ~.P(z) 
1 

~.P'(R)(R- z) + [~.P(R)- ~.P(z)- I.P'(R)(R- z)]' 

h(z) = ~.P(R)- ~.P(z)- I.P'(R)(R- z) 
R-z 

h(z) cp'(R) 
t/;(z) = - IP'(R) + h(z) = - 1 - ~.P(z) (R- z). 

(6.3.22) 

(6.3.23) 

(6.3.24) 

(6.3.25) 
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Then t/J is analytic in lzl < R. Also, 

1 1 
f(z) =- tp'(R) R _ z [1 + t/J(z)]. (6.3.26) 

Since h(z) = O(IR-zjt} uniformly in lzl S R by Lemma 6.3.2, it is also the 
case that t/J(z) = O(IR- zit) uniformly in lzl SR. This proves (6.3.21). 

Let C,. be the circle of radius r centred at the origin and oriented coun­
terclockwise. The coefficient bn is given by the contour integral 

(6.3.27) 

so by (6.3.26) 

bn = __ 1_ [-1- + _1 { t/J(z) dz] 
tp'(R) Rn+l 211'i JcR12 (R- z)zn+l · 

(6.3.28) 

It remains to show that the second term in (6.3.28) gives a correction of 
the desired size. 

We use statement ( ii) of Lemma 6.3.3 for the correction term, as follows. 
A straightforward calculation using the bound on the (1 +£)-derivative of tp 
assumed in the statement of the lemma, together with Lemma 6.3.2, gives 

I.!!_ t/J( z) I < O(!R- zlt- 2) 
dz R- z - (6.3.29) 

uniformly in lzl S R. Hence the coefficient of z" of (R- z)- 1t/J(z) is 
bounded above by O(R-nn-a), for every a< E:, by Lemma 6.3.3(ii). This 
gives the required bound on the second term of (6.3.28). D 

6.4 en and the mean-square displacement 

This section consists of two parts. In the first part we obtain bounds on 
fractional derivatives involving iiz(k), and then in the second part these 
bounds are used in conjunction with the results of Section 6.3 to prove 
Theorem 6.1.1. 

6.4.1 Fractional derivatives of the two-point function 

We begin by obtaining bounds on norms of fractional derivatives of the two­
point function. Bounds on fractional derivativesofii1 (k) are then obtained, 
using a generalization of Theorem 5.4.4 involving fractional z-derivatives. 
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The results of this section hold for finite or infinite memory, subject 
to the replacement of Zc by the finite memory critical point zc(O; r) in all 
occurrences. We use K2 and c in this section to denote constants which 
may depend on 0, and which may change from one occurrence to the next. 
They are however independent of the memory. 

For >. ~ 0 we define 
->.1/(1-<) 

P>. = Zce , (6.4.1) 

and as usual we write 

' 1 ' ' Fz(k) = -,- = 1- zOD(k)- llz(k). 
Gz(k) 

(6.4.2) 

The following lemma will be used to bound norms of fractional derivatives 
of the two-point function. 

Lemma 6.4.1 For 0 sufficiently large (with d > 4 for the spread-out 
model), there is a positive constant c such that for any k or >. 

Fp~ (k) ~ c[l- e->. 11<1-•> D(k)). (6.4.3) 

Proof. Since Fzc(O) = 0, 

Fp,. (k) = [Fp,. (k)- Fp,. (0)] + [Fp,. (0)- fl'zc(O)] (6.4.4) 

= p>.O[l- b(k)] + [fip,. (0)- frp,. (k)) + tc [-opFp(O)]dp. 
}p,. 

By Theorem 6.2.9, 

tc[-fJpFp(O)Jdp ~ C3(zc- P>.)· 
}p,. 

Also, by Corollary 6.2.7, 

(6.4.5) 

(6.4.6) 

Take 0 ~ max{ 4C3/3, 64I<f}, and consider first the case of,\ bounded 
away from infinity in such a way that P>. ~ 4K10-312. Then by (6.4.4)­
(6.4.6) 

Fp,. (k) > . ap~O (1- D(k)] + C3(Zc- P>.) 

> C3zc[1- e->.'/( 1-•> D(k)], (6.4.7) 
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which gives (6.4.3) for this range of A. For A such that P>. ~ 4K1 n-3/ 2, we 
have P>. ~ (20)-1, and so we use 

Gp,.(k) S Gp,.(O) 

and hound the right side by the ordinary random walk susceptibility at p = 
(20)- 1 , which is finite. Therefore Fp,. (k) is bounded below by a constant, 
and so (6.4.3) holds (decreasing c if necessary). D 

We are now able to obtain hounds on fractional derivatives of the two­
point function. 

Theorem 6.4.2 For 0 sufficiently large (with d > 4 for the spread-out 
model) there is a positive constant ](2 (which may depend on£ and 0) such 
that for any p E [0, zc], 

and 

llc5;8pGplloo ~ K2 if 0 < £ < min{(d- 4)/2, 1}, 

llc5;Gpll2 S I<2 if 0 < e < min{(d- 4)/4, 1}, 

llz!cS;Gplloo S K2 if 0 < £ < min{(d- 4)/2, 1}. 

(6.4.8) 

(6.4.9) 

(6.4.10) 

Proof. Let £ E (0,1). For an upper hound, we take p = Zc. We define P>. 
as in (6.4.1). The proof of each of these three inequalities is similar, and we 
focus mainly on the first one. By Lemma 6.3.1 [using the fact that Gp(O, .r) 
has nonnegative coefficients cn(O, z)], we have 

( 100 2 ->.1/(1-<) 6p8pGp(O,.r) = Ct-£Zc 8pGp(O,z)l_ e dA. 
O P-P>. 

(6.4.11) 

Using Lemma 6.2.8 to hound the derivative of Gp in the integrand, and 
then going to the Fourier transform, we can bound the right side as 

£ < ! ddk roo >,1/(1-·) 21. 2 • I c5p8pGp 0, .r) $ 2 (21r)d Ct-£Zc Jo d>-.e- p~ Hp,. (k) Gp,. (k) . 

(6.4.12) 
Using the fact that fl,(k) = [zOD(k) + fi,(k)]F,(k)- 1 , and then using 

(6.2.37) to bound z-1fi,(k), it can be shown that there is a constant ](4 

(depending on n hut not on >-.) such that 
1 • • 1 

p); IHp,.(k)l ~ ](4Fp,.(k)- . (6.4.13) 

We bound the right side of (6.4.12), using (6.4.13) and (6.4.3), by 

•2 J ddk roo ->.1/(1-<) • -3 
21\4 (211")dCt-£Zc Jo dAe Fp,.(k) 

S const. J (~:~d loo d)..e->.1/(l-<)[1- e->.l/(l-•) D(k)J-3. 
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Now by (6.3.4), the right side of the above inequality is equal to 

J ddk 1 ( [ • -2] I const. (2 )d -, - cP (1- pD(k)) 
"' D(k) p=1 

J ddk ~ ( )£ • ( )n-2 = const. (21r)d ~ n n- 1 D k . 

By (6.2.6), the right side is finite for 1 +t:- (d/2) < -1. This proves (6.4.8). 
For (6.4.9}, we proceed in a similar fashion. Using Lemmas 6.3.1 and 

6.2.8 and the Parseval relation gives 

llo~Gpll 2 $11C1-£Zc 100 d.Xe->. 11 < 1 -•>p~ 1 HpA(k}GpA(k)ll 2 , 
where the norm on the left is with respect to normalized Lebesgue measure 
on [-11', 1r]d. Arguing as above and using the triangle inequality for 11·112 
gives 

00 

llcS~Gplh $ const. l: n(IID(k)n-1112· 
n:l 

The desired bound now follows from the fact that IID(k}nll2::; O(n-d/4}, 

by (6.2.6). 
For (6.4.10), by Lemma 6.3.1 we have 

2 ( roo ->. 1/(1-<) 2 
:c11 6pGp(O, :c)= Ct-£ Zc Jo d.Xe :c,/)pGpA (0, :c). (6.4.14) 

It follows from (6.2.10) that x!8PGPA (0, :c) is bounded uniformly in x and 
.X ~ .X0, for any fixed positive .X0. Taking for simplicity .X0 = 1, it suffices 
to bound 11 d.Xe->. 1/(l-•) x!8pGpA (0, x). (6.4.15) 

Applying Lemma 6.2.8 and the Fourier transform, and noting that P>. is 
bounded below by Pt for .X E (0, 1], the above integral is bounded above by 

rl ->.1/(1-·) f ddk I 2[. • 11 < ) const. lo d.Xe (211')d aj.l HpA(k)GpA(k) . 6.4.16 

It follows from Corollary 6.2.7 that 18~FPA(k)l is bounded (uniformly in 
.X). Also, it follows from Taylor's theorem and the bound on 18/Jft,(k)l of 
Corollary 6.2.7, together with (6.2.5), that 

d 

2:[8pFpA (k)]2 ::; const.k2 ~ const.[l- e->.l/(l-<) D(k)]. 
IJ=1 
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It then follows from direct computation of the second derivative of 

occurring in (6.4.16), together with (6.4.3) and symmetry, that 

2 ~a ( ) [ 100 ->-1/(1-•) j ddk • ( )-31 xJ.I6P P 0, x $ const. 1 + 0 d>.e (21r)d FPA k . 

Now the discussion below (6.4.13) can be applied. 0 

The following corollary of Theorem 6.4.2 will be used to prove Theo­
rem 6.1.1. 

Corollary 6.4.3 For 0 sufficiently large (with d > 4 for the spread-out 
model), there is a I<2 (which may depend on e and 0) such that for any 
k E [-11", 1r]d and lzl $ Zc, 

l6!8:frz(k)l, l6!8~fr:(k)l $ I<2, (6.4.17) 

for u = 0, 1, 2, where the first bound holds for any nonnegative e < min { ( d-
4)/2,1} and the secondfor any nonnegative£ <min{(d-4)/4,1}. lnfact 
the series representations of the left side are bounded absolutely by I<2. 

Proof. We write the left sides as sums over sites x and number of loops 
N. For upper bounds, we take absolute values inside sums over both x and 
N, and consider z = Zc. For the first bound, the derivatives bring down a 
factor lwll+£. This can be distributed among the subwalks of the N loop 
diagram, using Holder's inequality in the form 

The resulting diagrams can then be bounded using Lemma 5.4.3, with the 
subwalk weighted by lwl1+£ bounded with the L00 norm. Convergence 
then follows using an extension of Theorem 5.4.4 for fractional derivatives, 
together with Corollary 6.2.6 and (6.4.8). 

Similarly, for the second bound, the derivatives bring down factors lwl£ 
and lx~l· As in the proof of Theorem 5.4.4, these can be distributed among 
the subwa.lks in a diagram, with each factor on a. distinct subwalk (the 
one-loop diagram does not contribute). The subwalk weighted with lx~l is 
bounded using the L00 norm, and all other subwalks are bounded using the 
L 2 norm, using (6.4.9) for the subwalk weighted with lwl£. Convergence 
follows using Corollary 6.2.6. 0 
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6.4.2 Proof of Theorem 6.1.1 

In this section we give the proof of Theorem 6.1.1. We begin with Cn. 

Proof of Theorem 6.1.1(a). The susceptibility is given by 

1 1 
x(z) = P.(O) = 1- zn- fi.(O) 

(6.4.18) 

Fix ( < min{(d-4)/2, 1}. By Corollary 6.4.3, for any (1 < min{(d-4)/2, 1}, 
Ln nt+c'I1Tnlz~ < oo, where 1Tn is the coefficient of zn in the power series 

representation of fi.(O). Moreover by Theorem 6.2.9 8:Fzc(O) f. 0, and 
by Theorem 6.2.10 the only singularity of x(z) on the circle lzl = Zc is at 
z = Zc. It then follows immediately from Lemma 6.3.4 that 

(6.4.19) 

where in agreement with (6.2.45) 

(6.4.20) 

0 

We now turn to the mean-square displacement. 

Proof of Theorem 6.1.1(b). By definition of the Fourier transform, 

(6.4.21) 

The asymptotic behaviour of the denominator on the right side was ob­
tained in (6.4.19), and we now proceed to analyze the numerator. 

Since cn(k) is the coefficient of zn in G.(k), 

2 " 

- \7~cn(O) = -~ f \7~0.(0)~ = ~ f \7~F.(O) dz 1 , (6.4.22) 
2n zn+l 21Tz Fz (0)2 zn+ 

where the integrals are performed around a small circle centred at the origin. 
We define an error term E(z) by 

(6.4.23) 
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Inserting the right side of (6.4.23) into the right side of (6.4.22), the integral 
corresponding to the first term can be performed exactly to give 

2 • 

- V'~cn(O) = V' ~c!z.{O) (n + 1)z;(n+2) + -21 . f E(z) d+zl. {6.4.24) 
[8:Fz.{0))2 11'l zn 

The remaining task is to bound the last term in {6.4.24). This is done us­
ing Lemma6.3.3. Let c < min{(d-4)/4, 1}. It follows from Lemma6.3.3(i) 
that if it can be shown that IE(z)l ~ const.jzc-zl-2+f for alljzj ~ Zc, then 
the second term on the right side of (6.4.24) is O(z;nna) for every a > 1-c. 
Assuming for the moment this bound on the error term and using {6.4.19), 
we then have the desired result 

(lw(n)i2}n = Dn + O(na-), (6.4.25) 

with 

{6.4.26) 

We now establish the upper bound on IE(z)l used in the previous para­
graph. We first use (6.4.23) to write E(z) as a difference of two fractions, 
and then write this difference over a common denominator and add and 
subtract V'~Fz(O)F:(0) 2 in the numerator. This leads to 

E(z) = T1 + T2 (6.4.27) 

with 

(6.4.28) 

and 
To _ -V'~Fz(O)[F:(0) 2 - [8zF:.(0)]2(zc- z)2] 

2 - [8:Fz.(0))2Fz(0)2(zc- z)2 . 
(6.4.29) 

For T1 , we use existence of an c-derivative in the numerator by Corol­
lary 6.4.3, together with the Taylor theorem type bound of (6.3.9) to con­
clude that 

(6.4.30) 

For T2 we factor the difference of squares in the numerator and bound the 
denominator using Theorem 6.2.10, obtaining 

IT2I ~ const.(zc- z)-4(Fz(O) + 8:Fz.(O)(zc- z)][F:(O)- 8:Fz.(O)(zc- z)). 
{6.4.31) 

The middle factor on the right side is O(lzc- zll+f), by Corollary 6.4.3 and 
Lemma 6.3.2. For the last factor, the second term is clearly O(lzc- zl), 
as is the first, by virtue of the bound on the middle factor. Therefore 
IT2I ~ O(lzc- zjf-2). 0 
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6.5 Correlation length and infrared bound 

6.5.1 The correlation length 

In this section we prove Theorem 6.1.5, which states that for sufficiently 
large n, 

{D ( )1/2 e(z>-vu Zcz~z asz./'zc. (6.5.1) 

We work with the fully self-avoiding walk, with positive activity p < Zc, 

and as usual write m(p) = e(p)-1 • 

By Proposition 4.1.1(b) and Theorem 4.1.6 [and the fact that B(zc) < oo 
by Corollary 6.2.6], m(p) is strictly positive and finite for p < Zc, and 
m(p) '\. 0 asp/ Zc. For any function f defined on zd, and m E R., we 
define 

(6.5.2) 

The following lemma, whose proof is deferred to the end of this section, is 
a key ingredient in the proof of (6.5.1). 

Lemma 6.5.1 For 0 sufficiently large {with d > 4 for the spread-out 
model), there is a 6 > 0 (which may depend on 0) such that for p E 
[zc- 6, Zc) and m < m(p), 

IIH~m)ll~ = l:fH~m)(O, z)emz-1 ] 2 ~ 2KO-l+', 
Z' 

where K and s are as in the statement of Lemma 6.2.!1. 

Lemma 6.5.1 leads to the following result. 

Corollary 6.5.2 Let 0 be sufficiently large (with d > 4 for the spread-out 
model). There is a positive constant Ks which is independent of p and m 
{but may depend on£ and 0) such that 

E lzd2+fln~m)(O, z)l ~ Ks 
Z' 

for all p E [zc- 6, Zc), m < m(p) and l < min{(d- 4)/2, 1}. 

Proof. The sum on the left side involves diagrams having two or more 
loops, weighted with both lztl2+f and em~~:,. We split the former among 
subwalks along one side of"the diagram using Holder's inequality, and factor 
the latter along subwalks on the other side of the diagram. We then bound 
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the resulting diagrams using Lemma 5.4.3. The subwalk weighted with 
!x1!2+£ is bounded using the infinity norm, as follows: 

sup !x1!2+£ I: cn(O, x)p" $ sup !x1!2 I: nfcn(O, x)p" 
:c n :t: n 

(6.5.3) 

The right side is finite for e as in the statement of the corollary, by The­
orem 6.4.2. All other subwalks are bounded as in Lemma 5.4.3 using the 
L2 norm, yielding factors of I!Hp!b, I!Gplb = 1 + I!Hp1!2, IIH~m)ll2 and 
IIG~m)ll2 = 1 + IIH~m)lb· The sum of all diagrams is then bounded above 
by a geometric series with an m-dependent ratio. The geometric series 
converges for 0 sufficiently large by Lemma 6.5.1 and Corollary 6.2.6, uni­
formly for p and m as in the statement of the lemma. 0 

Proof of Theorem 6.1.5. The proof is modelled on the corresponding 
random walk result in Theorem A.2(b). Let p E [zc- 6, zc)· For m < 
m(p), let x(m)(p) = L:c G~m)(O, x). Because Gp(O, x) decays exponentially 
with decay rate m(p) by Lemma 4.1.5, x<m>(p) is finite if m < m(p). By 
multiplying (5.2.17) by em:c 1 and then taking the Fourier transform, we 
obtain 

G(m)(k) = 1 
p 1- p!lD(m)(k)- ft~m)(k). 

(6.5.4) 

[The Fourier transform ft~m) exists for p E [zc- 6, zc) and m < m(p), by 
Corollary 6.5.2.) The function b(m)(k) is defined by 

b(m)(k) =A I: emYieik·y. 

yen 

Using (6.5.4) and (6.5.5), 

{6.5.5) 

x(p)-1 - x(m)(p)-1 = p ~)cosh myl - 1) + ft~m)(O)- ITp(O). (6.5.6) 
yen 

We intend to take the limit as m / m(p) in (6.5.6). As a first observa­
tion, we show that for any p < Zc, 

lim x(m)(p) = 00. 
m)'m(p) 

(6.5.7) 

This can be seen as follows. For simplicity we deal in the remainder of this 
paragraph only with the nearest-neighbour model; a modified argument 
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applies to the spread-out model. Let BR = {y E zd : IIYIIoo :::; R} and 
8BR = {y E zd: IIYIIoo = R}. For y E 8BR let G~{O,y) = L:zlwl where 
the sum is over all nearest-neighbour self-avoiding walks from 0 to y which 
hit 8BR for the first and only time at y. Then for :r:ft.BR, we have the 
following Lieb-Simon type inequality: 

Gp(O, :r:):::; E a:(o, y)Gp(y, z):::; E Gp(O, y)Gp(y, :r:). (6.5.8) 
YE8BR YE8BR 

Multiplying this inequality by em(p)z•, it follows from Lemma A.1 that if 
x<m(p))(p) were finite then G(m(p))(O, x) would decay exponentially, contra­
dicting the definition of m(p). It then follows from the monotone conver­
gence theorem, and the fact that x<m)(p) is finite if m < m(p), that (6.5.7) 
holds. 

The remainder of the proof is concerned with showing that the limit of 
the right side of (6.5.6), as m / m(p), is a multiple of m(p)2 plus a higher 
order correction. Together with Theorem 6.1.2, which states that x(p) """ 
const.(z~- p)- 1, this will show that m(p)2 is asymptotic to a multiple of 
z~- pas p /' Zc. 

By definition and symmetry, 

:r: 

+ L [cosh mx1 -1- m~x~] Ilp(O, x). (6.5.9) 
:r: 

Fix f < min{(d- 4)/2, 1}. There is a positive constant C such that 

(6.5.10) 

Hence by Corollary 6.5.2, 

~~[cosh m:r:t- 1- m~:r:~] Ilp(O, x)l < Cm2+£ ~ l:r:ti 2+€1IJ~)(O, .x)l 

:::; CI<3m2+£, 

uniformly in m < m(p) and p E [zc- 6, zc)· Hence the limit of the left side 
as m / m(p) is O(m(p)2+£]. 
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From this fact, together with (6.5.7) and (6.5.9), we conclude that taking 
the limit as m / m(p) in (6.5.6) gives 

x(p)- 1 = p z)cosh(m(p)Yt)- 1] 
yen 

+ m;12 2:1~12IIp(O,~)+O(m(p)2+(). (6.5.11) 
t: 

Since as noted at the beginning of this section m(p) - 0 as p / Zc, the 
right side of (6.5.11) is asymptotic to 

( ) 2 [ze ""' 2 1 ""'I j2 ( )] m(p)2 2 • ( ) m P 2 L...J Yt + 2d L...J ~ liz. 0, ~ = -u \7 kFz. 0 
yen t: 

asp/ Zc. The right side is positive, by (6.2.35). Also, by Theorem 6.1.2 
the left side of (6.5.11) is asymptotic to (Azc)- 1(zc- p). Thus by (6.4.20) 
and (6.4.26) we have 

m(p)2,.... 2~ Zc- p = 2d Zc- p 
1 

A \7~Fz.(O) Zc D Zc 
(6.5.12) 

which proves Theorem 6.1.5. 0 

We now complete the remaining step of the proof. 

Proof of Lemma 6.5.1. The proof uses Lemma 6.2.1 with m playing the 
role of p, n = 1, a= 2/3, Po= 0, Pt = m(p) and 

IIH(m)ll2 

ft(m) = 3[{~-t+~. 

We begin by considering the hypotheses of Lemma 6.2.1 in this context. 
First, for any p < Zc, ft (m) is continuous in m E [0, m(p)). This fol-

lows from the fact that if p < zc and m < m(p) then IIH~m)m < oo (by 
Lemma4.1.5), together with the monotone convergence theorem. Next, by 
Corollary 6.2.6, ft(O) :5 2/3 for all p < Zc, if n is sufficiently large. 

It thus suffices to show that the remaining, and substantial, hypothesis 
of Lemma 6.2.1 is satisfied, namely that there is a 6 > 0 such that given 
p E [zc- 6, zc), m < m(p) and n sufficiently large (independently of p, m), 
if IIH~m)m :5 3Kn-t+• then in fact IIH~m)ll~ :5 2Kn-t+•. The remainder 
of the proof is concerned with showing the existence of such a 6. 
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Denoting the reciprocal of G~m)(k) by PJm>(k), we have 

la(m)(k)l < 1 
p - IRefrJm>(k)l. 

(6.5.13) 

Now 

RefrJm)(k) > RefrJm)(k)- frJm)(O) 

= pORe[b(m)(O)- b(m)(k)] + Re[fi~m)(O)- fi~m)(k)]. 

But for p ~ n-t, 

pORe[b(m)(O)- b(m)(k)] = p L emYt [1- cos k · y] 
yen 

Also, by Corollary 6.2.7 we have 

Re[fi~m)(O)- fi~m)(k)] 

= p 2:::::: cosh my1 (1 - cos k · y] 
yen 

> 1-b(k). (6.5.14) 

= [flp(O)- ftp(k)] + Re [ (fi~m)(O)- nr>(k))- (fip(O)- flp(k))] 

~ -K1n-u[l- D(k)] +I) cosh mx 1 - l]ITp(O, x)[l- cos k · x] 
:r 

(with u = 3/2 for the nearest-neighbour model and u = 5/2 - 5s/2 - 2/d 
for the spread-out model). Therefore 

RefrJm>(k) ~ [1- K1n-u][l- D(k)] 

+ L[cosh mx1- l]ITp(O, x)[l- cos k · x]. 
:r 

Since 
0 :$ cosh t - 1 :$ const.IW cosh t 

for 0 :$ £ :$ 2, and since [by (6.2.5)] 

0::; 1- cos k · x::; (k '2x)2 
::; 1r2dlxl 2[l- D(k)], 

we have 

~)cosh mxt - l]Ilp(O, x)[l- cos k · x] 
:r 

::; Ctdmt[l- D(k)J L lxl 2 l.rdtiii~m)(O, x)l, 
:r 
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where c1 is a universal constant. Now the proof of Corollary 6.5.2 goes 
through equally well assuming IIH~m)ll~ < 3I<n-l+• rather than IIH~m)ll~ < 
2Kn-1+•, so under this assumption we have a bound on the sum over x in 
the right side of the above inequality by a constant independent of p and 
m < m(p) (but possibly depending on f and 0). Changing the value of K 1, 

we then have 

(6.5.15) 

where cis independent of p but may depend on n. 
Using (6.5.15), the Parseval relation, the fact that IIH~m)m = IIG~m)ll~-

1, and the ordinary random walk bound of (6.2. 7) gives 

IIH~m)ll~ < [1 + I<tn-u + Cm{] Ill~ b II:- 1 

< Kn-1+'[1 + K1n-u + Cm(] + K1n-u + Cm{. 

For d > 4, -u < -1 + s, so if n is sufficiently large, say n 2: 01 (not 
depending on m, p), then 

For fixed n 2: 0 1 we then choose 6 sufficiently small that 

Cm(py $ min{l/4, Kn-1+• /4} 

for p E [zc- 6, zc); this is possible because m(p) --+ 0 asp/ Zc. Then for 
p E [zc- 6, Zc) and m < m(p) we have 

IIHr(m)ll~ < Kn-1+• [1 +! + !) + !Kn-1+·· + !I<n-t+• 
4 4 4 4 

0 

6.5.2 The infrared bound 

In this section we give the proof of Theorem 6.1.6, apart from the bound 
GzJO, x) $ C(p)lxl-r for p < (d- 2)/2, which is a consequence of Corol­
lary 6.1.4. The bound Gzc(O, x) $ const.lxl- 2 has already been established 
in Corollary 6.2.6, and the upper bound on G:c(k) follows from the last 
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inequality of Corollary 6.2.7. Let£< min{(d -4)/2, 1}. Here we show that 
ask-+ 0, 

0 (k) _ 2d 1 
Zc - 'V~Fz.(O) k2 + O(k2+£)' 

(6.5.16) 

Since Gzc(0)- 1 = 0 by Corollary 6.2.7, 

Gz.(k)- 1 = Gzc(k)-1 - Gzc(0)-1 

= ZcO(l- D{k)] + llz.{O)- ITzc(k). (6.5.17) 

The last two terms on the right side can be written as 

The quantity in square brackets can be bounded above by c2k2+e!x!2+e, for 
some universal constant c2. The sum over x can then be bounded as in 
Corollary 6.5.2. The result is 

(6.5.18) 

where 

(6.5.19) 

6.6 Convergence to Brownian motion 

Given an n-step self-avoiding walk w, we define 

Xn(k/n) = (Dn)- 112w(k), k = 0, 1, ... , n (6.6.1) 

where D is the diffusion constant given in (6.4.26). We then obtain a con­
tinuous function Xn on the interval [0, 1], taking values in Rd, by defining 
Xn(t) to be the linear interpolation of Xn(k/n). In this section we prove 
Theorem 6.1.8, which states that if n is sufficiently large (with d > 4 for 
the spread-out model) then Xn(t) converges in distribution to Brownian 
motion, or in other words that 

lim (f(Xn)}n = jtdW n-oo 
(6.6.2) 
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for every bounded continuous function f on Cd(O, 1] (the latter denotes 
the R"-valued continuous functions on [0, 1], equipped with the supremum 
norm). Here W is the Wiener measure, normalized such that 

J eik·B'dW = e-k2 tf2d, (6.6.3) 

and the angular brackets on the left side of (6.6.2) denote expectation with 
respect to the uniform measure on the set of n-step self-avoiding walks 
beginning at the origin. 

To prove this result it suffices to show both convergence of the finite­
dimensional distributions to Gaussian distributions and tightness [see e.g. 
Billingsley (1968)]. Tightness follows readily from Theorem 6.1.1 and will 
be discussed at the end of this section. 

For convergence of the finite-dimensional distributions, we need to prove 
that for any positive integer N, any 0 < t 1 < t2 < ... < tN $ 1 and any 
bounded, continuous function g on RdN, 

(6.6.4) 

Since weak convergence of probability measures on nm is implied by con­
vergence of the corresponding characteristic functions, it suffices to consider 
only 

(6.6.5) 

where x = (z<1>, ... ,z(N)) with each z(i) E R", and similarly fork, and 

k · x = Ef:1 k(i) · z(i), Equivalently, we can replace this g by 

g(x) = exp [it k(i). (z(i)- z(i-1))] , 
J=l 

(6.6.6) 

which will be better suited to take into account the "effective independence" 
of the self-avoiding walk on distinct intervals [t;, ti+tl· 

Let a= ( a1, ... , aN), with each a; a nonnegative integer, and let 

(6.6.7) 

We define 
M(k,a) = L eik·.1w(a)J<[O,aN], (6.6.8) 

w:lwl=aN 

where the sum over w is a sum over simple random walks, and I<[ a, b] 
was defined in (5.2.6). (We work in this section with infinite memory, i.e., 
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with the fully self-avoiding walk.) Inserting (6.6.6) into (6.6.4) and using 
the above notation, we see that for convergence of the finite-dimensional 
distributions it suffices to show that for N = 1, 2, 3, ... , 

[ 1 N . 2 l nl~c;;lNM(k/VDn,nt)=exp - 2dt;1(k<•>) (t;-ti-t) . (6.6.9) 

[The nt and ntN on the left are to be interpreted as (lntd, ... , lntNJ) and 
LntnJ respectively; similar shorthand is use~ throughout this section. Also, 
(k(i))2 denotes the square of the Euclidean norm of the vector k(i). Finally, 
there is no difficulty in the replacement of Xn(t) by (Dn)-112w(Lntj) that 
has been made in the left side of (6.6.9).] 

We obtain (6.6.9} for N = 1 in Section 6.6.1, and prove (6.6.9) for N ~ 2 
by induction on N in Section 6.6.2. 

6.6.1 The scaling limit of the endpoint 

In this section we prove (6.6.9) for N = 1. In fact, a minor generalization 
of (6.6.9) will be needed to take the induction step, and we prove the 
generalization here. 

Theorem 6.6.1 Let 0 be sufficiently large (with d > 4 for the spread-out 
model). Let hn be any fixed nonnegative sequence with limn-oo hn = 0, and 
let g = {un} be any real sequence with lgnl ~ hn for all n. Fix t > 0 and 
letT= t(1- Un)· Then for any k E Rd, 

lim Cnr(kj$n) = exp [-k2tf2d], 
n-oo CnT 

(6.6.10) 

uniformly in g. 

Proof. Fix any e < min{(d- 4)/4, 1}. By (6.4.19), the denominator of 
(6.6.10) can be written 

(6.6.11) 

uniformly in g. The numerator of (6.6.10) is the coefficient of znT in 
Gz(k/VJJTi), and hence is given by 

• rr::L 1 f 1 dz cnr(k/v Dn) = -2 . • .fDn --r---+1 • 
11'l Fz(k/ Dn) zn 

(6.6.12) 

where the integration contour is a small circle centred at the origin. The 
task now is to obtain the asymptotic form of the integral on the right side. 
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We extract the leading contribution to the right side of (6.6.12) as fol­
lows. We subtract Fz.(O) = 0 from Fz(k/ffn), and then add and subtract 

. 1 2. p 
Oziiz.(O)(zc- z) + 2d \7 ,~:IIz.(O) Dn · 

The result can be written 

where 

and 

. rn- . 1 2. k2 
a= a(k/v un) = -zco,F,.(O)- 2d \7 ,~:II.~.(O) Dn' 

/3 = /3(k/..fi5n) = -ozi'z.(O)- 0(1- D(k/..fi5n)], 

(6.6.13) 

(6.6.14) 

(6.6.15) 

. . rn- . . k2 2. 
E= -IIz(k/vDn)-oziiz.(O)(zc-z)+IIz.(0)+ 2dDn V~:IIz.(O). (6.6.16) 

The error term can be written 

(6.6.17) 

where 

Et = fiz.(k/..fi5n)- fiz(k/..fi5n)- OziTz.(k/..fi5n)(zc- z), (6.6.18) 

E2 = [oziTz.(k/..fi5n)- OziTz.(O)](zc- z), (6.6.19) 

(6.6.20) 

1 1 E 
Fz(k/ffn) = 0'- /3z- (a- {3z)Fz(k/ffn) · 

(6.6.21) 

We now insert (6.6.21) into (6.6.12). The integral corresponding to the 
first term on the right side of (6.6.21) is pnT a-(nT+l). A straightforward 
calculation using the definition of D in (6.4.26) and the fact that 1- D( u) "J 

-(1/2d)u2\72 D(O) shows that 

pnT 1 [ k2 ] nT 
- 1--anT+l -Oz i',.(O)z~T+l 2dn 

,.., • 1 T+l exp(-k2t/2d], (6.6.22) 
-oz F,. (O)z~ 
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uniformly in g. Comparing (6.6.11), the theorem follows from (6.6.22) if it 
can be shown that 

1 f E dz ( -nT) 
211'i (a- {3z)F2 (kf-/l5Ti) znT+l = 0 Ze 

(6.6.23) 

uniformly in g. We show that (6.6.23) holds by using Lemma 6.3.3. 
The first step is to obtain lower bounds on the two factors in the denom­

inator of the integrand of (6.6.23). We begin with Ia- Pzl = .Bia/.8- zl. 
For large n, {3 is bounded away from zero by Theorem 6.2.9. Also, it can 
be seen from (6.6.22) that af/3 ~ Zc for n large. Hence there is a positive 
constant such that for large n and lzl $ ze, 

Ia - ,8zl ~ const.lze - zj. (6.6.24) 

For a lower bound on 1Fz(kf-/l5Ti)l, we write 

By Corollary 6.4.3 and Lemma 6.3.2, the first two terms on the right side 
combine to give -82 F2 .(k/v'Dfi)(zc-z)+O(lzc-zll+£). By the dominated 
convergence theorem the derivative appearing here is continuous in k, and 
hence differs from its value at k = 0 by o(l). Thus we have 

Fz(k/..fi5n) = [-8zFz.(O) + O(lze- zn + o(l)](zc- z) + Fz.(k/..fi5n). 
(6.6.26) 

By Corollary 6.2.7, the last term on the right side is nonnegative. Since 
the first term in square brackets on the right side is also nonnegative by 
Theorem 6.2.9, it follows that for z in a small neighbourhood of Zc (inside 
the closed disk of radius ze), the right side of (6.6.26) is bounded below by 
const.lzc-zl (for large n). Outside ofthis neighbourhood, by Lemma6.2.10 
there is a constant c > 0 such that IFa(O)I ~ c. Hence IF,~(kf-/l5Ti)l ~ c/2 if 
n is sufficiently large, since by Corollary 6.2.7 there is a bound on IV' kFz(k)l 
which is uniform in k and lzl S Zc· Therefore for lzl S Zc we have 

(6.6.27) 

We now turn to upper bounds on Ei for i = 1, 2, 3. Beginning with Et. 
it follows from (6.6.24), (6.6.27), and a straightforward calculation using 
Corollary 6.4.3 and Lemma 6.3.2 that 

1
.!!._ El I < O(lz - zl£-2) 
dz (a- {3z)(Fz(kf..Jl5Ti)) - c ' 

(6.6.28) 
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and hence by Lemma 6.3.3(ii) (6.6.23) is satisfied if E is replaced by Et. 
For E2, we show 

(6.6.29) 

which suffices by Lemma6.3.3(i). To do so we write 11'm(z) for the coefficient 
of zm in 11,(0, z), so that 

a,fr,.(k/ffn)- a,fr,.(O) =-L m11'm(z)z~-l[l- eos(k. z/..ffin)]. 
z,m 

(6.6.30) 
Since 11-costi $OW) for small£$ 2, and since lxlfl11'm(x)l $ mfl11'm(x)l, 
the right side of (6.6.30) is O(n-f/2) by Corollary 6.4.3, which gives (6.6.29). 

Finally, for Ea we use symmetry to write 

"' [ k . :t ( k . z )2 ] Ea = L...J 11'm(x)z~ 1- cos .trL- 2Dn . 
zm vDn . (6.6.31) 

For small positive e, 11- cost- t2 /2l $ O(lti2+E). Since lxl2+fl11'm(x)l $ 
mtlxl 2111'm(x)l, it follows from Corollary 6.4.3 that lEal ~ O(n-l-t/2). 

Then Lemma 6.3.3(i) gives (6.6.23) forE replaced by Ea. D 

6.6.2 The finite-dimensional distributions 

In this section we complete the proof of Theorem 6.1.8 by showing that 
(6.6.9) holds for N ~ 2. The proof of (6.6.9) is by induction on N, with 
the case N = 1 having been treated in the previous section. Lemma 5.2.5 
is a basic element of the induction argument. 

To perform the induction step, some flexibility is needed in the number 
of steps in the walk. Let g = {gn} be any sequence satisfying 0 ~ 9n ~ 
n- 112, and let T = (tt, t2, ... , tN-t, T), where T = tN(l - 9n)· It suffices 
to prove the following theorem. 

Theorem 6.6.2 Let 0 be sufficiently large (with d > 4 for the spread-out 
model) and let N ~ 2. Suppose that 

(6.6.32) 

holds uniformly in g, when N is replaced by N- 1. Then in fact (6.6.32) 
holds as stated, uniformly in g. 
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Proof. To simplify the notation we write ,. = {K.1, ••• , l'i'.N) = kj../lfii. 
By (6.6.8), and Lemma 5.2.5 with m = ntN-11 

M(K.,nT) = L: L: ei"·4 w(nT)K[O,It]J[It,I2]K[hnT]. 
l:lnt/IT-1 w:lwl=nT 

(6.6.33) 
The sum over I is the sum over intervals [It,l2] of integers with either 
0 ~It < ntN-t < I2 ~ nT or It = I2 = ntN-t· 

In (6.6.33) we factor the walk w into three independent subwalks on 
the subintervals [0, It], I= [It, I2] and [h nT]. We fix a sequence bn with 
limn-oo bn = oo and bn = o(nt/2), for example bn = n114 • It will become 
apparent that the significant contribution to the right side of (6.6.33) is due 
to intervals I with III $ bn. We take n sufficiently large that for such I, 
ntN-2 <It $ ntN-l $ I2 < nT. 

Denote by Mf and M~ respectively the contributions to the right side 
of (6.6.33) due to III ~ bn and III > bn. By factoring the exponential we 
can resum to obtain 

where 

x L Et(w,l)J[O, III]cnT-r2 (K.N), 
w:lwl=lll 

(6.6.34) 

Et(w, I) = exp[iK.N-t · w(ntN-l -It)+ iK.N · w{l2- ntN-d] 
= 1 + O(bnn-112) (6.6.35) 

uniformly in w and III $ bn. For III $ bn and n sufficiently large, It E 
[ntN-t(l- n-112), ntN-1]. Hence by the induction hypothesis, 

[ [ 1 N-1 2 l l =c11 exp - 2d~(k(i)) (ti-ti-t) +E2(I), (6.6.36) 

where IE2(I)I = o(l) uniformly in III ~ bn. Similarly it follows from 
Theorem 6.6.1 that for III$ bn, 

CnT-I2 (K.n) = CnT-12 [exp [- 2~ ( k(N)f (tN- tN-l)] + Ea(I)] , 

(6.6.37) 
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where IE3(/)I = o(1) uniformly in Ill$ bn. 
Substituting (6.6.35)-(6.6.37) into (6.6.34) leads to 

(6.6.38) 

where 

IAI $ o(1) L CJ, L IJ[O, lliJicnT-12 • (6.6.39) 
I~ ntN-1 fwf=flf 
IllS b,. 

Since M(O, nT) = CnT, we have M6 = CnT- M~. Hence 

c~J.M(~,nT) = exp[- 2~t.(k(i)r(ti-ti-dl [1-c~J,M~) 
+ c~J.A + c~J.Mk. (6.6.40) 

Now by Theorem 6.l.l(a) and (6.6.39), 

b,. 

c~J.IAI :5 o(l) I: Ill I: IJ[O, IIIJ1zl11 (6.6.41) 
111=1 lwi=ITI 

(here III is merely a summation index and the sum is no longer a sum over 
intervals). In (6.6.41) the factor Ill counts the number of possibilities for 
ntN-1 E /. Extending the summation over III on the right side to infinity, 
it follows from the (absolute) bound on ozfi of Theorem 6.2.9 that 

c~J.IAI $ o(t). (6.6.42) 

It suffices now to show that c~J.Mk = o(l) as n-+ oo. Arguing as for 

Mf, 
00 

c~J.IMkl $ 0(1) I: III L IJ[O, IIIJ1zl11. (6.6.43) 
lll:b,.+l lwi=ITI 

The right side goes to zero as n-+ oo since by Theorem 6.2.9 

00 

I: Ill L IJ[O, lliJizllf < oo. 
111=1 w:fwl=lll 

0 
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6.6.3 Tightness 

Tightness is proved via the following lemma. Although not stated explic­
itly in Billingsley (1968), the lemma follows in a straightforward manner 
from Theorem 8.4 and results on pages 87-89 [both references to Billingsley 
(1968)]. For the statement of the lemma, we define a process closely related 
to Xn(t) by 

Yn(t) = (Dn)-112w(LntJ). (6.6.44) 

Lemma 6.6.3 The sequence {Xn} is tight if there exist constants I<~ 0 
and a > 1/2 such that for 0 ~ t1 < t2 < ta ~ 1 and for all n, 

(1Yn(t2)- Yn(tt)I 24 IYn{ta)- Yn(t2)l24)n ~ Klt2- td4lta- t2l4, (6.6.45) 

where the angular brackets denote expectation with respect to the uniform 
measure on the set of n-step self-avoiding walks. 

We will use Theorem 6.1.1 to show that (6.6.45) holds with a= 1. With 
a= 1 the left side of (6.6.45) is equal to 

D2 12 L lw(nt2)- w(ntt)l2lw(nta)- w(nt2)l2 K[O, n], (6.6.46) 
n Cn 

lwl=n 

where the sum on the right side is over all n-step ordinary random walks, 
and brackets indicating integer part have been omitted to simplify the no­
tation. The inequality 

(6.6.47) 

allows for the replacement of the sum over w by sums over independent 
subwalks on the intervals [0, ntt], [ntt, nt2], [nt2, nta], [nta, n], for an upper 
bound on (6.6.46). Also, by Theorem 6.1.1(a), 

(6.6.48) 

Using the above two inequalities in (6.6.46) gives 

{1Yn{t2)- Yn{tt)I21Yn(ta)- Yn(t2)12)n 

E 
-1 

X Cnls-nl2 
jwj:nt3-nt2 

= const.n-2{lw(nt2- ntt)l2)nt2 -nt 1 {lw(nta- nt2W)nt 3 -nt2 • 

But by Theorem 6.1.1(b ),·the expectations on the right side are bounded 
above by a multiple of (nt2- ntt)(nta- nt2), which gives (6.6.45). 
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6. 7 The infinite self-avoiding walk 
In this section we give the proof of Theorem 6.1.9. Throughout the section 
we work only with the fully self-avoiding walk, i.e. r = oo. 

We begin by defining the infinite self-avoiding walk. Given n ~ m and 
an m-step self-avoiding walk w, we let Pm,n(w) denote the fraction of n-step 
walks whose first m steps are given by w. In other words, Pm,n(w) is the 
fraction of n-step self-avoiding walks which extend w. Then we define 

Pm(w) = lim Pm n(w) (6.7.1) 
n--oo ' 

if the limit exists. If the limit does exist, then the probability measures Pm 
on m-step walks will be consistent in the sense that for each n ~ m and 
each m-step self-avoiding walk w, 

Pm(w) = E Pn(P), (6.7.2) 
p>w 

where the sum is over all n-step self-avoiding walks p which extend w. This 
consistency property allows for the definition via cylinder sets of a measure 
P 00 on the set of all infinite self-avoiding walks. The measure P 00 is the 
infinite self-avoiding walk. 

Although the limit (6.7.1) is believed to exist in all dimensions, the clos­
est results to existence of the limit in general dimensions are Theorems 7 .4.2 
and 7.4 .5( a). These state that for any m-step self-avoiding walk w which can 
be extended to an infinite self-avoiding walk, liminfn-oo Pm,n(w) > 0 and 
limn-oo Pm,nH(w)/Pm,n(w) = 1. (For bridges the situation is easier, and 
existence of the infinite bridge in all dimensions is proven in Section 8.3.) 
The remainder of this section is devoted to a proof that the limit in (6.7.1) 
exists if 0 is sufficiently large (with d > 4 for the spread-out model). 

Given a nonnegative integer m, let k = {k(1), •.• , k(m)), where k(i) E 
[-11', 1r]d. Given n ~ m and an n-step self-avoiding walk w, let Wm be the 
first m steps of w, and 

Let 

m 

k · Wm = L k(i) · w(i). 
i=l 

c,Om,n(k) = I: eik·wm K[O, n], 
lwl=n 

where the sum is over all n-step ordinary random walks and I< was intro­
duced in (5.2.6). We also define 

Y'm,n(k) = E eik.w Pm,n(w) = c1 <Pm,n(k), 
lwl=m n 
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where the sum is over all m-step self-avoiding walks (walks which do have 
self-intersections would make no contribution so the sum can also be con­
sidered to be over ordinary random walks). Since {Pm,n}n is clearly tight, 
a standard convergence theorem [see Billingsley (1968), p. 46] guarantees 
that existence of the limit (6. 7.1) follows from existence of the limit 

<pm(k) = lim <j?m n(k), 
n-co ' 

(6.7.3) 

for all k E [-11', 1r]md. 

We now recall some notation and a lemma from Section 5.2. Form~ 0, 
we defined a quantity similar to the Fourier transform G.(k) of the two­
point function by 

00 

r.(k,m) = 2: <Pm,n(k)zn. 
n=m 

Since lf,(k, m)l :$ x(lzl), this power series converges for lzl < Zc. We also 
defined a quantity similar to fi.(k), again for m ~ 0, by 

00 

w.(k, m) = L z& L eik.w,.J[O, s], (6.7.4) 
&:m lwl:& 

where the sum is over ordinary random walks. It follows from the absolute 
bound on the lace expansion ofTheorem 6.2.9 that for v = 0, 1, a~w.(k, m) 
is bounded by a finite constant uniformly in k and lzl :$ Zc. For j < m 
we define kj = (kU+l), ... , k(m)). In Lemma 5.2.6, it was shown that for 
m ~ 1 

m 

r.(k, m) = znb(l: k(j))f.(kt' m- 1) 
i=l 

m-1 m 

+ L z• L exp(i L kU) · w(min{j, s })]J[O, s]f,(k&, m- s) 
&:2 lwl=& j=l 

+ w.(k, m)x(z). 

Let N.(k, m) = x(z)- 1 r.(k,m). The above identity and induction on 
m then can be used to argue that for v = 0, 1, 8~ Nz (k, m) is uniformly 
bounded in k and lzl :$ Zc. 

To prove existence of the limit (6.7.3), we proceed as follows. By defi­
nition of N., 

<Pm,n(k) = (6.7.5) 
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where the contour is a small circle centred at the origin. It suffices to show 
that the second term on the right side is o(cn), which by Theorem 6.1.1(a) 
is equivalent to o(z;n). Hence by Lemma 6.3.3(ii) it suffices to show that 
for izl $ Zc, 

(6.7.6) 

for this would imply that the second term on the right side of (6.7.5) is 
O(z;nn-a), for every a< 1. 

Now since lozNz I is uniformly bounded for lzl $ Zc, 

d d 
dz [Nz(k, m)- Nze(k, m)]x(z) = O(l)x(z) + O(lzc- zl) dzx(z). 

The first term on the right side is O(lzc-zl-1) by Theorem 6.2.10. It follows 
easily from Theorem 6.2.9 and Theorem 6.2.10 that the second term on the 
right side is also O(lzc - zl- 1 ). Thus we have (6. 7.6), and the proof of 
Theorem 6.1.9 is complete. 

6.8 The bound on cn(O, x) 
In this section we prove Theorem 6.1.3, which states that for the nearest­
neighbour model in sufficiently high dimensions or for the spread-out model 
with d > 4 and L sufficiently large, there is a positive constant B such that 

sup Cn(O,x) $ BJ.tnn-d/2 • 
:rEZ4 

(6.8.1) 

This shows that if as believed cn(O, x)"" const.J.tnna,;,.,- 2 then a,;ng- 2 $ 
-d/2, i.e. we have proved an inequality corresponding to the conjectured 
hyperscaling relation a,;ng- 2 = -dv. This is the only result stated in 
Section 6.1 which has not yet been proved for the nearest-neighbour model 
for all d ~ 5. We assume in this section that n and llxllt have the same 
parity; otherwise cn(O, x) = 0. 

For reasons to be discussed momentarily, with some reluctance we rein­
troduce a finite memory as in Section 5.2; recall that the estimates of 
Section 6.2 are uniform in the memory. Let Cn,r(O, x) denote the number of 
n-step walks ending at x which are self-avoiding with memory T. For any 
T E [0, oo] and for any x, 

(6.8.2) 
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Denote by i the d-dimensional vector whose components are all11'. Then 
since n and llzllt have the same parity, 

(6.8.3) 

Using this fact, together with periodicity, we can then conclude that the 
integral on the right side of (6.8.2) is twice the integral over [-11' /2, 11' /2) x 
[-11', 11']d-t, and hence 

To estimate the integral on the right side, we will first use contour integra­
tion to estimate the integrand. In Theorem 6.6.1 we have already obtained 
good control of cn(k) for k of order n-112, but now we require estimates 
valid for all k. 

In (5.2.5), we introduced zc(k; r) as the radius of convergence of G.:(k; r). 
Thus zc(k; r) is the zero of Fz(k; r) = G.:(k; r)- 1 which is closest to the 
origin. Our contour integration method requires us to track this zero as a 
function of k, and because it will occur frequently we abbreviate the no­
tation by writing zr(k) = zc(k; r) and Zr = Zc(O; r). In general zeroes of 

F.:(k; r) occur in complex conjugate pairs since Gz(k; r) = Gz(k; r), but 
it will be shown that for small k there is a unique, and hence real, zero 
near Zr. Clearly Zr(k);::: Zr, since IG.:(k; r)l ~ 0.:(0; r). Similarly, Zr ~ Zc· 
Without introducing a finite memory we are unable to control ft.: beyond 
Zc and therefore are unable to analyze z00 (k) for k bounded away from 0. 
However with a memory we will see that there is an analytic continuation 
of G.:(k; r) beyond Zr, which permits us to control the integral in (6.8.4). 

For £ > 0 and r ;::: 4 we define 

(6.8.5) 

We wish to show that there is an analytic continuation of Gz(k; r) to the 
disk Dr(£), for some positive£. As a first step we have the following con­
sequence of Theorem 6.4.2. 

Theorem 6.8.1 Let 0 be sufficiently large (with d > 4 for the spread-out 
model). There is a positive constant £o (which may depend on d, n but not 
on r) such that for any r ~ oo, £ < £o and p E (0, Zr], 

(6.8.6) 

(6.8.7) 
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and 
(6.8.8) 

Here I< is the constant of Lemma 6.2.2, s = 0 for the nearest-neighbour 
model, s = 1/20 for the spread-out model, and the 2/d in the exponents can 
be omitted for the nearest-neighbour model. 

Proof. Theorem 6.4.2 (with finite memory) immediately gives finite 
bounds (uniform in r) for the left sides, for any f < min{(d- 4)/4, 1}. 
In fact, if we take f < min{(d- 4)/8, 1/2} (say), then Theorem 6.4.2 can 
be used to give finite bounds (again uniform in r) on the derivatives with 
respect to f of the norms on the left sides. Hence the left sides can be 
made as close as desired to their f = 0 values by taking f sufficiently small, 
independent of r. The theorem then follows from the f = 0 bounds given 
in Corollary 6.2.6 and (6.2.39). 0 

This leads to the following corollary, which extends Corollary 6.2.7 and 
Theorem 6.2.9. The corollary in particular provides an analytic contin­
uation of fiz(k; r) to Dr( Eo), and hence a meromorphic continuation of 
Gz(k; r) to the same disk. 

Corollary 6.8.2 Let 0 be sufficiently large (with d > 4 for the spread-out 
model). There is a positive constant I<t which is independent of 0 such 
that for any f :5 Eo, any r, k, and any z E Dr(fo), 

lfiz(k; r)l :5 I<tn-~+•+2/d, (6.8.9) 

lozfiz(k; r)l < Ktf2•+2/d, (6.8.10) 

lopfiz(k; r)l < Ktn-2+2•+2/dlkpl. (6.8.11) 

lo~fiz(k; r)l < I<tn-2+2,+2/d, (6.8.12) 

lfiz(O; r)- fiz(k; r)l < I<tf2-2+2&+2/dk2. {6.8.13) 

Proof. By Theorem 5.4.4 and the second Remark below Theorem 5.4.2, 
the quantities on the left sides of (6.8.10)-(6.8.13) can be bounded in terms 
of various norms involving 

r 

Hz(O, x; r) = l: Cn,r(O, X )z". (6.8.14) 
n=l 

Here we have used the fact that for finite memory, all diagram subwalks 
have length at most r, and hence the sum in the above equation can be 
truncated at n = r. 
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For example, the left side of the second inequality can be bounded in 
terms of the norms 

Each of these norms can be bounded using Theorem 6.8.1. To see this, we 
note that for z E D,.(e) and v E {0, 1}, 

7' 

a~ Hlzl(O, x; r) ~ E n11 Cn,,.(O, :r:)z~-fl{l + £r- 1 log r)"- 11 • (6.8.15) 
n=l 

For 1 ~ n ~ r, 

(6.8.16) 

Taking v = 0, using (6.8.16) in (6.8.15), and extending the summation to 
all n;?: 1 gives 

IIHI.ri(O, ·; r)lloo ~ (1 + fr- 1 logr)II6!G.r,(O, z; r)lloo· (6.8.17) 

Similarly, 

(6.8.18) 

The case of v = 1 is slightly more involved: 

7' 

8:Hlzl(O, x; r) ~ (1 + £r-1 log r) L nt+tcn,,.(O, :r:)z~- 1 • (6.8.19) 
n=l 

Since 
00 

6!8:G.r(O,z;r) = L(n -1Yncn,.(O,z)z"- 1, (6.8.20) 
n=2 

it follows from (6.8.19) that 

ll8aHI.ri(O, ·; r)lloo ~ (1+£r- 1 log r) (2tll6!8,G:,(O, ·; r)lloo + 1). (6.8.21) 

The second bound of the corollary then follows just as in Section 6.2, using 
Theorem 6.8.1. 

The other bounds are similar, apart from the last one, which follows by 
integration of the third bound. 0 

By (5.2.18), 
F.r(k; r) = 1- zOD(k)- flz(k; r). 

Also, by Corollary 6.2.7, F.r,(O; r) = 0. The next lemma provides an ex­
tension of Theorem 6.2.10 for finite memory. 
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Lemma 6.8.3 Let 0 be sufficiently large (with d > 4 for the spread-out 
model). Then 

(6.8.22) 

for all r, and for all z E D.,.(t:o). In particular, z.,. is the unique zero of 
Fz(O; r) in D.,.(t:o). 

Proof. The proof is identical to that of Theorem 6.2.10, using Corol­
lary 6.8.2. o 

The next lemma gives bounds which allow for the estimation of cn,.,.(k) 
by contour integration. There are separate estimates for two distinct sets 
of k values. 

Lemma 6.8.4 Let 0 be sufficiently large (with d > 4 for the spread-out 
model). There is a positive constant c1 (depending on d, n but not on r) 
such that the following hold. 
(a) Fork E [-?r/2, ?r/2) x [-11", 1r]d-l with P $ Ctr- 1 \ogr, Fz(k; r) has 
a unique zero z.,.(k) in D.,.(t:0 ), which is in fact located inside D.,.(t:o/2). 
Moreover, z.,.(k) is a simple zero and 

(6.8.23) 

for all r and all z E D.,.(t:o). 
(b) There is a positive (t < £o (depending on d, 0 but not on r) such that 
fork E [-11"/2,11"/2] x[-11",11']d-l with k2 ;:::: Ctr-1logr, Fz(k;r) has no zero 
in D.,. ( £1 ). Moreover there is a constant c2 (depending on d, n but not on 
r) such that for these values of k 

lFz(k; r)l ;::: c2[r-1 log r + lzarg zl] (6.8.24) 

for all r and all z E D.,.((t)· (Here arg z E [-11', 1r].) 

Proof. (a) Consider k near the origin. By Lemma 6.8.3 and Rouche's 
Theorem, to see that there is a unique zero in D.,.((o) it suffices to show 
that lFz(k; r)- Fz(O; r)l < lFz(O; r)l on the boundary of D.,.(t:o). But the 
left side is equal to 

{6.8.25) 

by (6.8.13) and the fact that 1 - D(k) is order k2, where c' is independent 
of r. By Lemma 6.8.3, on the boundary of D.,.((o) 

I A ( ) I z.,. n(o -1 Fz 0; T ;::: - 2-r logr. (6.8.26) 
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Since zT ~ zo = 1/0., uniqueness of the zero follows if 

k2 < ;~ r- 1 log r. 

Thus we take Ct < £o/(2c'). 

(6.8.27) 

To see that the zero is located in DT(£o/2), we proceed as follows. Dif­
ferentiation of the equation Fz,(k)(k; r) = 0 with respect to kJJ, together 
with Corollary 6.8.2, gives 

18JJzT(k)l =I~: I $ const.lkJJI (6.8.28) 

for small k. Therefore 

11 d 
zT(k) = zT(O) + 

0 
dtzT(tk)dt $ zT(O) + const.k2 , (6.8.29) 

with the constant independent of r. This gives the desired result, if we take 
c1 sufficiently small. 

For the lower bound on F, we have 

!Fz(k; r)l = !Fz(k; r)- Fz,(k)(k; r)l 

= jzT(k)- zjjO.D(k) + ll 8zflz,+t(zr(k)-z)(k; r)dtj 

n > 21z- zT(k)l, (6.8.30) 

for k near zero and n sufficiently large, by Corollary 6.8.2. 

(b) It suf!ices to proye the lower bound (6.8.24). For this we add and 
subtract Ilz(O; r) to Fz(k; r), and then subtract Fz,(O; r) = 0, obtaining 

Fz(k; r) = O.(zT- zb(k)) + fiz,(O; r)- fiz(O; r) + fiz(O; r)- fiz(k; r). 
(6.8.31) 

Using Corollary 6.8.2 then gives 

IF.,(k; r)l ~ O.lzT- zb(k)l- Ktf2'+2/dlzT- zl- Ktk20-2+2'+2/d. (6.8.32) 

For the middle term on the right side, we use 

lzT- zl $ lzT- zD(k)l + lzll1- D(k)l. (6.8.33) 

It follows from the fact that 11- cost! $ t 2 /2 for all t E R that 11-
D( k) I is bounded above by k2 / (2d) for the nearest-neighbour model and 



6.8. THE BOUND ON CN(O, X) 223 

by (k20 2/d)/2 for the spread-out model. We write this upper bound as 
a(O)P. Then using lzl $ 2z,. we have 

IFz(k; r)l ~ (0- Ktn•+2/d)lz,.- zD(k)l 
- [2z,.a(O)K1n•+2/d + K1n-2+2•+2/d]k2. 

Next we write z = lzlei 11 , and use the inequality Ia I+ lbl $ v'21a + ibl to 
obtain 

lz,.- zD(k)l ~ ~ [lz,. -lziD(k)cosOI + lzD(k)sinOI]. (6.8.34) 

Now for z E D,.(lt), and for k2 large as stated in the lemma but within a 
small sphere of radius 0(1) centred at the origin [so that D(k) is bounded 
away from zero], it follows from (6.2.5) that 

lzD(k)cosOI < z,.(I +ltr- 1 logr) (1- 2!:d) 
$ z,. ( 1- 4~:d) ' 

if we choose lt sufficiently small (independent of r). For this range of k 
and for n sufficiently large we then have 

(6.8.35) 

for some constant c2 depending on d, n, but not on r. 
For k2 at least 0(1) from the origin, D(k) is bounded away from 1. 

Hence by (6.8.9) and the fact that z,.O = 1 - flz. (0; r), for 0 sufficiently 
large there are (J, (J' E (0, 1) such that 

IFz(k; r)l ~ 1 -lzOD(k)l-lfiz(k; r)l 
~ 1- (J(l + o(1))(1 + ltr- 1 logr)- o(l) 

> (J'. 

[Here o(l) denotes a quantity which goes to zero as 0 increases, uniformly 
in r.] 

This completes the proof. 0 

We are now in a position to estimate Cn,,.(k). 

Lemma 6.8.5 Let 0 be sufficiently large (with .d > 4 for the spread-out 
model). 
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(a) Fork E [-11'/2,11',2] x [-11',11']d-l with k 2 :$ c1r-1Jogr, 

Cn,r(k) = Zr(k)-(n+l) [-ozFz,(k)(k; r)- 1 

+ 0[(1 + {(o/3)r- 1 logr)-(n+l)JogrJ]. (6.8.36) 

(b) Fork E [-11'/2,11',2] x [-11',11']d-l with k2 ~ c1r-1Jogr, 

(6.8.37) 

Here O[f(n, r)] denotes a quantity wh.ich is bounded in absolute value by 
const.lf(n, r)l, with the constant independent of n, r. 

Proof. (a) Let C be the circle of radius Zr /2 centred at the origin, oriented 
clockwise. Then 

1 i . dz Cn r(k) = -2 . Gz(k; r)-+1 . , 11'z c zn {6.8.38) 

Since lzr{k)l ~ Zr, Zr(k) is not inside C. By Lemma6.8.4 and the Residue 
Theorem, deforming the contour from C to the boundary 8Dr ( (o) of Dr ( (o) 
gives 

Cn,r(k) = Zr(k)-(n+t)[-ozFz,(k)(k; r)- 1 

+ _21. 1 Gz(k; r) (Zr(k))n+l dz]. 
11't Jav,(eo) z 

To bound the integral on the right side we first note that since Zr(k) E 
Dr((o/2), for z E 8Dr((o) we have 

I Zr;k) r+l :$ 0[(1 + ((o/3)r- 1 logr)-(n+l)]. (6.8.39) 

Also, by {6.8.23) 

1 IGz(k;r)l!dzl < O[lloglzr(l+(or- 1 logr)-zr(k)I,IJ 
JeD,( eo) 

< O[logr). (6.8.40) 

This proves {6.8.36). 

(b) We perform contour integration as in part (a), deforming the contour 
to 8Dr((t). Here there is no singularity inside 8Dr((!), and only the error 
term contributes. Explicitly, 

• . 1 t 1 
Cn r(k) = -. . dz. 

' 211'z 8D,(e 1 ) Fz(k; r)zn+l 
{6.8.41) 
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The factor z-(n+I) in the integrand is responsible for everything in the 
upper bound stated in the lemma except for the log T, which comes from 
integrating 1/ P using the lower bound of Lemina 6.8.4(b ). D 

We need one more lemma before proving Theorem 6.1.3. Recall from 
Lemma 1.2.3 that as the memory T goes to infinity, zT converges to Ze. The 
next lemma gives a bound on the rate of this convergence. 

Lemma 6.8.6 Let n be sufficiently large (with d > 4 for the spread-out 
model) and£ < min{(d- 4)/2, 1}. There is a Kt (possibly depending on 
d, £ 1 {l but not on T) such that for al/ T, 

. (6.8.42) 

Proof. Consider two memories u < T. Then Za 5 zT. Since P.r(O; T) = 
F:.,(O; u) = 0, 

(zT - Za )0 = (fiz., (0; u) - fiz., (0; T)) + (fi,,(O; T) - fi,r(O; T)). (6.8.43) 

Using (6.8.10) to estimate the second term on the right side, for some 
constant C we have 

(6.8.44) 

By Lemma 5.4.5 and Corollary 6.2.6, the right side is bounded by a multiple 
of 

00 

II L Cn,a(O, ·)z~lloo, (6.8.45) 
n:a/6 

Inserting 1 5 (6n/u]l+f into the summation, the above norm is bounded 
above by a multiple of 

-(l+f) ua G (0 · )I (T 11z !I z I :Z: I (T z:z, • (6.8.46) 

The bound on the fractional derivative of (6.8.46) given in Theorem 6.4.2, 
together with (6.8.44), then gives 

(6.8.47) 

for some constant K1• Letting T-+ oo, we obtain (6.8.42). D 

Proof of Theorem 6.1.3. We now take T = n1/b with bE (1, 1 + £), and 
use (6.8.4). As a first observation, by Lemma 6.8.6 we have 

lim (Znl/b)n = lim [1- O(n-(l+f)/b)]n = 1. 
n-oo Ze n-oo 

(6.8.48) 
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To estimate the integral of len nl/b(k)l, we divide the integral over k into 
two parts as in Lemma 6.8.5. F~r k as in part (b) of the lemma, we have 
from (6.8.48) and the lemma that 

(6.8.49) 

Integrating this over k as in part (b) of the lemma gives a bound of the 
desired form (in fact the decay is much better than required). 

We now bound en nl/b fork as in part (a) of the lemma. The quantity in 
square brackets on the right side of (6.8.36) is bounded above uniformly in 
k and T = n1fb, so we just concentrate on the factor zT(k)-n. By (6.8.48), 
for T = n1fb we have 

(6.8.50) 

By (6.8.29), 

ZT(k) = ZT [~ + z;- 1 t 11 
8/1zT(tk)kJJdt]. 

!1=1 0 

(6.8.51) 

Jt SUfficeS to ShOW that the right side is bounded below by ZT [1 + C1 k2], for 
some constant C1 > 0 which is independent of both T and small k. In fact, 
given such a bound we would have 

lcn,n'/b(k)l ~ CJ.ln[1- C2k2]n ~ Cttne-nC2k2
, (6.8.52) 

and extending the integration domain to Rd then gives an upper bound of 
the required form ttnn-d/2, 

We now complete the proof by obtaining such a lower bound on the 
right side of (6.8.51). As in (6.8.28), we have 

aj1zT(/) = a/1fr~r(l)(/; T) , (6.8.53) 
-8zFz,(l)(l; r) 

The denominator on the right side is positive and bounded above uniformly 
in T and small/, by Corollary 6.8.2. For the numerator, we use zT(l) ~ n-1 

and Corollary 6.8.2 to obtain 

aj1frz,(l)(/; r) ~ n-1 L x/1 sin/. X- I<1n-2+2•+2/dllj11· (6.8.54) 
rEO 

Expanding sin I · x and using symmetry, the first term on the right side is 
given by n-1 Lren x~/11 plus a term of order /3 which is negligible for I 
going to zero depending on n. Thus the first term dominates the second, 
and we have the desired lower bound. This completes the proof. D 
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6.9 Notes 

Section 6.1. The results stated in Section 6.1-for sufficiently large n have 
all been proven in Hara and Slade (1992a,1992b) for the nearest-neighbour 
model with d ~ 5, except for Theorem 6.1.4. Their proof relies on the 
fortuitous fact that the critical bubble diagram is not too large in five 
dimensions. Since the critical bubble diagram can be expected to diverge 
as d- 4+ (with any reasonable definition for noninteger dimensions), the 
proof is not entirely natural. A more natural proof (which we hope will one 
day be forthcoming) would rely on the fact that the bubble is finite rather 
than small. The methods used for the nearest-neighbour model with d ~ 5 
are quite similar to those of Chapter 6, except for the proof of convergence 
of the lace expansion. The latter, while similar in spirit to the proof given in 
Section 6.2, is enormously more complex (and in fact is computer assisted) 
due to the fact that the small parameter cannot be taken to be arbitrarily 
small. 

For the nearest-neighbour model with d ~ 5, Corollary 6.1.4 cannot be 
deduced from Theorem 6.1.3 since the latter has not yet been proven in this 
context. Instead, in Hara and Slade (1992a) (6.4.8) is extended to show that 
the supremum norm of the a-th derivative of the critical two-point function 
is finite [rather than just the (1 + £)-th derivative]. 

Section 6.2. The first proof of convergence of the lace expansion was 
for weakly self-avoiding walk with d > 4, in Brydges and Spencer (1985). 
The proof began by considering walks which are self-avoiding with finite 
memory r, and then used an intricate induction on the memory. Later, in 
Yang and Klein (1988), the same methods were applied to a weakly self­
avoiding walk taking steps of arbitrary length m parallel to the coordinate 
aXeS in zd With probability prOpOrtional tO m-2 I and it Was ShOWn that if 
the self-avoidance is sufficiently weak then the scaling limit of the endpoint 
has a Cauchy distribution if d > 2 (which is the distribution of the scaling 
limit in any dimension for the corresponding random walk without the self­
avoidance constraint). An alternate proof of Brydges and Spencer's results, 
which uses the lace expansion and an induction on finite memory but avoids 
the use of generating functions, is given in Golowich and Imbrie (1992). 

In Slade (1987) and Slade (1989) it was proven that v = 1/2 and r = 1 
for the strictly self-avoiding walk in sufficiently high dimensions. Conver­
gence of the expansion was proven using Lemma 6.2.1. No estimate was 
given of how high the dimension had to be. 

The convergence proof used in Section 6.2 is the prototype for the proofs 
of convergence of the lace expansions for lattice trees and animals and for 
percolation, used to prove Theorems 5.5.1 and 5.5.2. 
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Section 6.3. The fractional derivative analysis is taken from Hara and 
Slade (1992a). 

Section 6.4. This section follows the methods of Hara and Slade (1992a). 

Section 6.5. The proof of mean-field behaviour for the correlation length 
in Theorem 6.1.5 is modelled on the proof of the analogous result for per­
colation in Jlara (1990), and follows Jlara and Slade (1992a). 

Section 6.6. It was proven in Slade (1988, 1989) that the scaling limit of 
the self-avoiding walk is Gaussian in sufficiently high dimensions, using a 
finite-memory cut-off. Hara and Slade (1992a) used the fractional derivative 
argument presented here. 

Section 6. 7. The definition used here for the infinite self-avoiding walk 
was introduced in Lawler (1980). Lawler (1989) constructed the infinite 
self-avoiding walk in sufficiently high dimensions. 

Section 6.8. The bound on cn(O, x) obtained in Section 6.8 is new. The 
method of proof takes its inspiration from Brydges and Spencer (1985). 
The proof is unsatisfactory in its use of finite memory; it should be possible 
to improve Theorem 6.1.4 to prove that cn(O, x) is asymptotic to a multiple 
of n-d/2 (for fixed x, as n - oo), without making use of finite memory. 
To do so remains an open problem. No estimate has been made of how 
high the dimension need be for the proof to work for the nearest-neighbour 
model, but we would guess something on the order of d ~ 10. 
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