Chapter 3

Applications of Agent-Based Modeling
and Simulation to Healthcare Operations
Management

Sean Barnes, Bruce Golden, and Stuart Price

1 Introduction

Simulation techniques have been applied to problems in healthcare operations
management for many years in several focus areas. Historically, research in this
area has consisted of results derived from system dynamics (SD) and discrete
event simulation (DES) methods (Fone et al. 2003; Jun et al. 1999; Koelling and
Schwandt 2005). Both methods focus on system-level behavior, but they differ in
how the system is modeled and how time is simulated. SD models represent entities
as continuous variables whose states change continuously with time, whereas
DES models contain individual components whose states only change at discrete
moments in time. In either case, the goal is to aggregate the system behavior
and draw conclusions about how the system evolves over time under internal
and external forces. These techniques can provide valuable insight to problems in
healthcare operations management and are ideally suited for many such problems.
In recent years, a new modeling and simulation methodology has gained
momentum with respect to healthcare applications. The methodology is most
commonly known as agent-based, or individual-based, modeling (ABM). In contrast
to SD and DES methodologies, ABM focuses on modeling individuals, interactions
between individuals, and in some cases, interactions with a physical or influential
surrounding environment (Macal and North 2007b). This activity can then be
aggregated to simulate how a system behaves over time. The focus on detailed,
individual agents and their interactions makes ABM an ideal tool for analyzing
complex systems such as healthcare facilities and organizations because there
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are many components to these systems and outcomes can be difficult to predict
without adequate model representation. A comparison between the three modeling
frameworks is shown in Table 3.1.

Agents can interact with each other in many ways. Interactions may occur
in a spatial environment, which could be a simple one-dimensional ring, a two-
or three-dimensional Cartesian grid, or a specific geographic location or region.
Alternatively, interactions can lack spatial representation and instead be constrained
by relational considerations, where agents only interact if there is an explicit
connection between them, such as being a member of the same family, working
together, or being cared for by the same healthcare worker. For these cases, physical
space has no effect on the outcome of the interactions, and, therefore, it does
not need to be modeled explicitly. Social network analysis (SNA) is often paired
with ABM for problems in which the structure of the interaction network is not
uniform, implying that each individual may only interact with a specific subset of
the population. For these types of problems, agents are often represented by nodes
in a network, and interactions are represented by edges, which can be weighted to
represent the frequency or type of those interactions.

There are several advantages of ABM over SD and DES. First, ABM is a more
realistic modeling approach for many problems, especially problems in which there
are multiple types of actors that interact in different ways. For these cases, it is very
straightforward to model these actors as agents that have distinct sets of behaviors
and characteristics without making assumptions as to how the system would be
affected by each type. Individuals are not typically represented in SD models, and
in DES models, individuals are explicitly modeled, but their states are typically
a function of their status in some type of predefined system process. In addition,
agent-based models facilitate detailed analysis of both individual- and system-level
behavior because metrics at each level can be updated with each interaction. Agent-
based models are also easier to explain than most SD and DES models because
of their direct correlation to reality, which is an important factor in gaining the
confidence of healthcare professionals and ultimately having an impact. SD models
often consist of mathematical models that can become quite complicated, and DES
models are usually described by intricate flow diagrams. These abstractions can
cause difficulty in explaining model concepts to healthcare professionals who are
not trained in mathematical or computational disciplines.

As in all methodologies, there are disadvantages to ABM as well. ABMs can
become very complex when they incorporate a lot of detail. When this happens,
it becomes difficult to separate the actual effect of each input parameter in the
model. In addition, agent-based models can become computationally expensive,
requiring excessively long computer run times for simulations. This problem
has been alleviated to some degree by high-performance and parallel computing
techniques, but it demands additional developmental resources that are not typically
required by SD or DES models. Agent-based models also face different challenges
related to assumptions. SD and DES models often require more assumptions
about system-level parameters (e.g., patient admission rates, average hand-hygiene
compliance of healthcare workers), whereas ABM requires more assumptions about
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3 Agent-Based Modeling in Healthcare
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Table 3.2 Agent characteristics and definitions

Characteristic Definition

Autonomy Agents act independently of other agents

Heterogeneity Agent characteristics and evolution of state are sufficiently different
for all agents

Awareness Agents can have varying levels of knowledge of the system state,
ranging from ignorance to omniscience

Memory An agent can remember its state and/or the state of the system at
earlier points in time

Adaptation Agents can change their behavior over time based on the current
state of the system or prior experience

Goal oriented Agents act toward accomplishing an objective

Rationality Agents act in their best interests

Interactivity Agents can exchange information or resources with other agents

Reactivity Agent state or behavior can change in reaction to the environment
or changes in the behavior of other agents

Mobility Agents can move within the environment

individual-level parameters (e.g., probability of nurse-to-patient transmission for a
given infectious disease) and the nature of interactions. Some of these requirements
can be satisfied easily, by speaking with experts who have experience working
in these environments, but others can be more difficult to quantify. However, the
advantage of ABM is that few assumptions need to be made about the system as
a whole, because system behavior is determined by the activities at the individual
level.

Agents have several characteristics that can be used to distinguish ABMs from
SD or DES models. These characteristics and their definitions are summarized
in Table 3.2. For a more complete discussion on ABM, the reader is referred
to Macal and North (2007a). There are additional characteristics associated with
agent-based models, but this set is sufficient for identifying appropriate studies.
Agent-based models do not necessarily possess all of these characteristics, and
in some cases, the distinction between ABM and DES can be difficult. For the
purposes of this review, each included research article must present the results of a
simulation that models sufficiently heterogeneous agents that interact in a dynamic,
nondeterministic manner. In general, articles that only describe the concept and
implementation of an agent-based model without demonstrating insightful results
were also excluded.

As with any modeling methodology, choosing an appropriate software package
is critical during the early stages of developing an agent-based model. This
selection process for healthcare applications depends primarily on three factors: the
complexity of the model, the skill of the developer, and the level of interaction
the consumer wants to have with the model. Developers with limited modeling
experience and enthusiasm for modeling should identify the platform that is easiest
to learn and provides the necessary functionality. More experienced developers are
probably either skilled in a programming language that offers the required capability
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or willing to learn a new language if it is more appropriate to the nature of the model.
On the delivery end, some consumers may only require the results from a model and
do not need to interact with it in any way. In this case, visualization and animation
would be helpful capabilities, but a graphic user interface would not be required.
If the consumer will interact with the model regularly, a graphic user interface is
necessary and proper training needs to be provided.

Software can range from commercial products to a variety of programming
languages and open-source platforms. Commercial software is typically easy to
learn and is accompanied by extensive documentation and customer support, but it
may not provide the modeling flexibility necessary for modeling a complex system.
Object-oriented programming languages are especially well suited for agent-based
models because objects correspond well to agents and object methods correspond
to agent behavior, which facilitates a relatively straightforward implementation.
Mathematics-based software typically provides substantial built-in functionality,
but computational times can be prohibitively slow for an agent-based model.
Lower level programming languages typically execute significantly faster than the
aforementioned software types, which may be critical for large models, but they
lack the built-in functionality that helps to accelerate development times. There
is a growing set of dedicated software packages that offer built-in functionality
common to agent-based models. These tools vary significantly in terms of their
user-friendliness, level of documentation, speed, and modeling flexibility, but their
diversity demonstrates the variety of applications that can be modeled using agent-
based methods.

In this chapter, we review and evaluate a selected body of research that has
applied ABM and simulation techniques to healthcare operations management,
which we interpret broadly. Specifically, research that applies agent-based methods
in the following areas is included, based on surveys of simulation and system
dynamics applications to healthcare (Fone et al. 2003; Jun et al. 1999; Koelling
and Schwandt 2005):

* Healthcare delivery: studies that focus on a single facility (e.g., a hospital) or
unit within a department (e.g., an emergency department) and emphasize patient
flow characteristics, scheduling, or allocation of resources.

e Epidemiology: studies that focus on the spread of illness or disease or the
physiological understanding of an illness or disease.

* Healthcare economics and policy: studies that focus on the financial and policy
decisions made by hospitals or healthcare organizations which can include the
purchase of equipment, pharmaceutical items, or other medical equipment.

We review the ABM literature for each topic and briefly describe the core
methods, summarize the key results, and identify best practices. We will also
highlight areas within each topic where ABM and simulation filled a significant
gap that was not addressed previously by other methods. Finally, we will propose
some new questions that may be of interest moving forward.
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2 Healthcare Delivery

There are many different types of facilities that serve as healthcare providers. Each
provider has its own set of objectives and constraints. Outpatient facilities tend to
operate using appointments that are scheduled well in advance, whereas emergency
rooms deal almost entirely with unscheduled arrivals. This section focuses on
modeling hospitals and the individual departments therein. There are models of
other facilities such as long-term care facilities, outpatient clinics, or diagnostics
laboratories, but the literature is not as extensive as it is on hospitals.

Hospitals are complex service systems that operate under many constraints.
Providing healthcare services to patients is their primary objective, but there are
many obstacles to doing so effectively. First, almost every patient has a different
set of medical needs. Therefore, hospitals need to have a robust strategy to
accommodate their needs. In addition, some patients are scheduled, whereas other
patients (e.g., emergency and ambulance patients) enter the hospital unexpectedly.
Failure to meet these demands could adversely affect the health of the patients, a far
greater consequence than just lost revenue.

Hospitals have to manage many resources—including physical and human—in
order to meet the needs of the patients they serve. They employ physicians, nurses,
technicians, administrative personnel, and many other support staff that help to
provide the necessary care to patients. Employees must be scheduled in such a way
as to properly staff the hospital in the presence of a highly variable workload. On the
other hand, these personnel are limited in the number of hours they can work before
patient safety becomes a concern. Medical equipment can also be a critical resource.
Some equipment is expensive and must be employed at high utilization rates in order
to be cost effective. However, shortages in availability can cause bottlenecks in the
system, which lead to excess waiting times for patients. Ultimately, the goal is to
maximize the utilization of medical personnel and equipment while maintaining a
sufficient buffer to accommodate spikes in patient demands.

A substantial amount of work has been done using DES to model the delivery of
healthcare in hospitals. DES is a natural extension to the traditional queuing theory
models, which are popular analytic models for service-oriented problems. DES
allows for the use of distributions of system parameters that might be intractable in
a purely analytic model but better fit observed data. For a survey of DES in hospitals
and healthcare clinics, see Jun et al. (1999). DES is the current standard, and
some of the agent-based models presented have yet to take full advantage of their
potential in providing unique insight into these types of problems. In addition, these
preliminary models have the potential to address questions inaccessible to DES.
ABM can generate heterogeneous patients that each have a unique set of medical
needs. Patient arrival rates can be a function of time or other system parameters.
Moreover, dynamic responses by the physicians and nurses in the system can be
tested, allowing for them to respond to not only the needs of each patient but
also the state of the entire system. In addition, ABM can represent many resource
types, including medical equipment, to analyze the system efficiency under various
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patient demands and constraints. The following two sections deal with patient flow
through the operating room and the emergency department, respectively. The third
section examines the use of radio-frequency identification (RFID) technology in an
emergency department.

2.1 Patient Flow

With rising costs and an aging population, the demand for affordable healthcare is
likely to increase significantly. In the USA, the Bureau of Labor Statistics predicts
that the healthcare industry will generate more new jobs than any other industry
between 2008 and 2018, but increasing the workforce is not enough and does little
to help control expenses. Beyond increasing the capacity of the healthcare system,
it is important that facilities are operated efficiently to minimize the idle time of
operating rooms, imaging equipment, and healthcare workers.

Workflow problems are often modeled using queuing theory (see Chap. 1).
Queuing theory facilitates analysis of complex systems that serve individuals with
either stochastic arrival times, service times, or both. For a stationary arrival process,
it is straightforward to determine the number of servers that can adequately meet
the system demands. However, when the arrival process is less predictable, as it is
in hospitals where patient arrival times typically vary by time of day and day of
week, analytic solutions for these problems are not tractable. As a result, simulation
becomes the best approach to evaluate potential solutions for improving the system
throughput.

One example is a simulation model developed by Pearce et al. (2010), in which
the authors seek to minimize delays in the first set of morning surgeries in an
operating room (OR). They focus on delays at the start of a period because these
delays can cause successively longer delays throughout the day. Patients scheduled
for surgery are either inpatients or outpatients. All outpatients must first pass through
registration and then receive some subset of tasks (e.g., triage, phlebotomy, etc.)
before they join the inpatient track. Inpatients and processed outpatients see a
combination of healthcare workers, which may include a patient care technician,
surgeon, anesthesiologist, and certified registered nurse anesthetist before finishing
their preoperative process. The tasks in both the initial outpatient track and the
subsequent inpatient track may be subject to reordering in order to minimize wait
times and maximize resource utilization. After finishing both tracks, the patient is
then queued for the operating room.

The model developed by Pearce et al. treats patients, staff, and informational
units (e.g., charts and laboratory results) as agents. Patients progress through
four states: waiting room, preoperative room 1 (for the outpatient track), preop-
erative room 2 (for the inpatient track), and the OR itself. Hospital records are
used to determine relative inpatient/outpatient loads. Data for the time each task
requires was gathered by several days of shadowing patients through the process.
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The expected length of preparatory time is a function of acuity level, with sicker
patients taking more preparatory time on average than patients with lower acuity
levels.

A variety of tests are run to improve the percentage of initial surgeries that
began within 10 minutes of the scheduled time while keeping patient wait times
as short as possible. Several scheduling strategies are evaluated. One strategy that
was found to be effective is to schedule high-acuity patients and patients requiring
blood work as early as possible because they have longer service times on average
and more variance. The best improvement is achieved by signaling and coordinating
the agents that needed to see the patient upon arrival to preoperative room 2. This
strategy results in an increase of on-time surgeries from a baseline of about 60% to
one of 85%. Signaling also allows the benefits of other changes to be more fully
realized. For example, a policy of using the RN staff to perform triage without
signaling results in only about a 1% improvement in on-time surgeries. Without
signaling, patients under this policy spend less time in the waiting room but more
time waiting in the preoperative stage. When signaling is used in addition to this
policy, it allows for around an 89% on-time rate, about a 4% improvement over the
base case with signaling. Future work will focus on resource utilization at each of
the tasks for the inpatient and outpatient track.

2.2 Emergency Departments

Emergency rooms have become a primary source of medical treatment for an
increasing number of people. According to the CDC there were over 123 million
visits to emergency departments in 2008, a 37% increase from 1996. Emergency
rooms, more so than other parts of the hospital, have a highly variable workload
because patients by their very nature are unscheduled. Therefore, one of the key
problems is how to appropriately staff physicians and nurses in order to have a
robust response to uncertain demand. Such a response, ideally, has neither excessive
patient waiting nor idle physicians or nurses. Another key question is identifying
bottlenecks in the system. For example, what should be the relative ratio of staffing
of nurses to physicians? In addition to staffing, what procedures can be implemented
to reduce waiting times? This might include steps taken within a single department,
such as criteria for adding or subtracting triage nurses based on queue length. On a
regional scale with multiple hospitals, how can ambulances and patients be diverted
to prevent excessive congestion at any one hospital in the system?

Models of patient flow through an emergency department (ED) typically simulate
a process similar to that in Fig.3.1. The patients enter the system as either walk-
ins or arrive by ambulance. Patients who arrive via ambulance circumvent the
registration process and proceed directly to treatment as they have, in a sense,
already been assigned a critical diagnosis. Walk-in patients first queue to register and
then, after registration, proceed to queue for triage. At triage, a nurse will assign the
patient a priority based on their emergency severity index (ESI). While the number
of levels in an ESI need only be two or greater, the trend is toward a five-tiered
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Fig. 3.1 The basic workflow ©
of patients through an Gulagcs @
emergency department. Note
that queues may form prior to
any rectangular station in the Registration
system T
Triage
Nurse/Bed
Medical Tests }<—> MD

Table 3.3 Summary of emergency department model parameters

Kanagarajah et al. ~ Jones and Evans ~ Laskowski et al.

Model parameters (2006) (2008) (2009) Wang (2009)
Software platform  Micro Saint Sharp  NetLogo CH+ NetLogo
Adaptive agents Yes No No Yes

Medical tests Yes No Yes Yes
Ambulance arrivals  No Yes Yes No

Triage levels 3 5 3 1

system. ESI in a five-tiered system ranges from 1, typically labeled resuscitation
which must be treated immediately, to 5 for nonurgent patients. Patients are then
queued separately with those receiving the highest ESI typically being served first
(as opposed to a purely FIFO system). A certain percentage of walk-in patients are
treated as ambulance patients (in that they are visibly in such need that they skip
the registration and triage processes and proceed directly to a room or bed to await
physician care). After triage, patients queue for a room or a bed where they will
then queue for treatment by a physician. Some models have a physician order tests
for a percentage of patients, the results of which will be reviewed by a physician
before discharging the patient. Patients can exit the ED at any step in the process if
they leave against medical advice, leave before receiving treatment, or die. Patients
complete the system after seeing a physician when they are either discharged from
the hospital, transferred to another hospital, or admitted to the hospital. A summary
of models using this basic framework can be seen in Table 3.3.

The Kanagarajah et al. model focused on balancing economic incentives,
workload, and quality of care (Kanagarajah et al. 2006). These competing goals
ultimately are a function of physician utilization and wait time. The simulation
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tests a variety of effects which included using on-call physicians to aid when arrival
rates surged, adjusting the capacity of examination rooms where physicians serviced
triaged patients, and having physicians spend less time with patients when lines
were long. The amount of time spent with patients by a physician is an example of
an adaptive behavior, which is unique to each individual physician and evolves over
time. This adaptive behavior is a feature of ABM that cannot be easily replicated by
other modeling techniques.

The Jones and Evans model, which allowed for a high degree of control in terms
of inputs, was validated using data gathered from an urban hospital’s ED (Jones
and Evans 2008). Using a heterogeneous Poisson arrival process for patients, the
authors observed how hourly and daily variation in patient arrival rates coupled with
staffing levels affects patient waiting times. These distributions were gathered from
hospital data and paired with actual staffing levels in order to validate their system’s
predicted wait times. In the model, the time required for a patient to be treated is an
exogenous variable determined at the creation of the patient agent.

The Laskowski et al. model was used in the context of a single hospital to
explore appropriate staffing levels for expected patient arrival rates (Laskowski
and Mukhi 2009). The model, however, is also run in parallel to simulate multiple
emergency rooms in order to explore policies that seek to distribute patient arrivals
between hospitals in order to prevent excessive congestion in any one hospital in the
system. The authors tested a policy known as random early detection, which reroutes
ambulances with increasing probability as a function of the queue length of the
intended destination. Reroutes are also applied to walk-in patients in the queue and
can be thought of as either a suggestion that wait times might be shorter elsewhere
or an offer for an ambulance to transfer them. This policy has the effect of greatly
reducing congestion at any one hospital, essentially bounding the average queue
length across hospitals and increasing physician utilization rate.

The Wang model focused on the total time spent in the system by patients (Wang
2009). The focus is on finding bottlenecks in the system that, if improved, could
decrease total time spent in the system. The model explored the effect of adding
triage nurses conditioned on the line length, then reducing staff once the line had
reduced to one. The model also examined the system’s sensitivity to radiology test
times by having physicians order tests for a percentage of patients. The model which
does not include patient acuity levels showed substantial improvements (30%) in
total wait times by adding an extra triage nurse when the queue length reached
ten patients. They also showed that small improvements in the average time spent
in radiology (from 30 to 28 min) actually translated to much larger time savings,
10.38 min to all patients in the system.

The models described above define patient arrivals using a Poisson process, with
Wang also having the option for a random uniform distribution for inter-arrival
waiting times. The Jones and Evans model goes a step further in modeling patient
arrival rates using a heterogeneous Poisson process with arrival rates varying each
hour with daily and weekly cycles. All the models use empirical data to capture
arrival rates and service times, drawing from either data available to them or data
published from other ED studies. All models used between one day and one week
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of simulated time as a warm up for the system to enter an equilibrium state. One
of the more novel applications of agent-based models in this area was the 2009
Laskowski and Mukhi paper, in which a method for using the model to test the
effects of multiple staffing levels is described. The results from each simulation are
input into a genetic algorithm that generates a new set of staffing levels to be tested.

Most of the models in the papers cited above were a first attempt to replicate more
complicated real-world behavior and as such included simplifications that might be
relaxed in future versions of the models. The Jones and Evans model, for example,
showed that when using real-world staffing levels and variable arrival rates, their
model simulated with a high degree of accuracy the wait time experienced by
patients. Most of the papers stated a desire to better capture the many roles of nurses
in the ED. Most of the workflow models still do not incorporate much in the way
of spatial components. In addition, patient outcomes (as viewed by how they leave
the ED) were independent of wait time. One can imagine that instead of this being
exogenous to the system, it might be a function of wait time.

2.3 Modeling Radio-Frequency IDs and Electronic
Health Records

RFID is a technology that allows for both passive and active tracking of goods
or patients. RFID technology is being used to help implement a real-time location
system (RTLS) for patients. This system allows for patients’ progress through the
ED to be tracked, allowing for more accurate record keeping and potentially shifting
some of the burden of such record keeping away from nurses, especially when used
in conjunction with electronic health records (EHR). Such systems, however, are
not without their shortcomings. Active tags, which require batteries, have a greater
range than passive tags, but can cost upwards of $50 per tag. Passive tags, which
do not require batteries, can cost as little as five cents and are often preferred to
active tags. Passive tags typically have a limited range of approximately one to two
meters, with objects and other patients potentially impeding the signal further. If,
however, passive readers are placed too densely in an area, there is the potential for
interference between readers.

Laskowski et al. (2010) modeled the use of RFID technology in an RTLS
implemented to track patients in an ED. Given the nature of the problem, the actual
topology of the ED plays a much more important role than it did in the workflow
models. The topology of the ED is in two dimensions with walls, which completely
block RFID signals. Patients, nurses, and other agents that represent people are
represented as circles with a 60 centimeter radius. A patient is thought to be at the
last RFID reader triggered until another reader is triggered. Thus, when the patient is
not within a reader’s radius, but has not yet triggered another reader, there is an error
in where the system believes the patient is located. The paper seeks to analyze the
effect of passive RFID reader placement on system accuracy. The paper, which tests
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six reader configurations, runs each configuration 500 times to generate meaningful
statistics (given the stochastic nature of arrival processes, this experimental design
increases the likelihood that some high-volume days will be observed). There are
two error terms calculated: the average Euclidean distance between a patient and
the reader zone and the time a patient is reported as being in an incorrect zone. The
paper then examines the effect of combining readers with variable ranges. The paper
concludes that having too many readers leads to interference, which overwhelms any
benefits from covering a larger area. The best performance is achieved by spacing
readers as tightly as possible without overlap.

EHRs are another technology being integrated into many hospitals and emer-
gency departments. The Poynton et al. model addresses a different question from
the earlier ED workflow models, exploring how the spatial distribution of computer
terminals for data entry affects workflow (Poynton et al. 2007). This model is unique
in that between each stage of the patient’s journey, the attending physician or nurse
must enter the data from their most recent interaction with a patient. The model
is clearly simplified because it assumes that caregivers are dedicated to a patient
until they are discharged. The authors found that a policy based on having one
computer per bed produces the best outcome. However, this strategy is often not
feasible due to economic reasons; centralized computer clusters are preferable to
computers distributed along the length of the hallway, depending on agent behavior.

2.4 Conclusions

ABM is an intuitive framework to design and interpret models of healthcare delivery.
Agents are well suited to navigate and interact with two- and three-dimensional
spatial environments, as they were considered in the RFID model. Agents have
the potential to learn and adapt their behavior as the situation changes. Adaptive
behavior can represent different responses to different inputs, but also different
behavior to the same inputs at different times, which allows for a richer modeling
of policies. The scope of applications is quite broad, ranging from the scheduling of
patients, medical diagnostics, and imaging equipment to the directing of ambulances
to hospitals depending on urgency, specialty, and crowding.

3 Epidemiology

The field of epidemiology is primarily concerned with how disease spreads in a
given population. Studies that model the transmission of infectious diseases can
focus on increasingly large scales, ranging from single hospital units or wards to
entire hospitals to communities, cities, and global pandemic scales. Vector-borne
diseases, or those that are transmitted by way of an intermediate carrier, are the most
commonly modeled types, but airborne, waterborne, food-borne, respiratory, and
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sexually transmitted diseases can also be modeled. These diseases can be modeled
with different degrees of specificity to include incubation periods and periods where
a colonized individual is infectious but asymptomatic. Understanding how diseases
are transmitted and determining the best ways to control transmission are critical
to preventing excessive spread, and epidemic modeling is an ideal method for
experimenting with various strategies.

Epidemiological models have typically been compartmental models, which pre-
dict how proportions of several population states evolve over time using differential
equations. The most well known of these models is the susceptible-infected-
recovered (SIR) model (Kermack and McKendrick 1927), which laid the foundation
for many other compartmental models (Austin and Anderson 1999; Austin et al.
1999; Beggs et al. 2008; Bootsma et al. 2006; Cooper et al. 2004; McBryde et al.
2007; Raboud et al. 2003; Robotham et al. 2007; Sebille et al. 1997). The SIR
model equations are shown in (3.1), where S, /, and R represent proportions of the
population that are in the susceptible, infected, and recovered states, respectively.
B and y are the transmission and recovery rates. These equations can simply be
integrated over time to generate population transmission dynamics and can provide
interesting results for both deterministic and stochastic scenarios. An important
measure for this type of model is the basic reproduction number, Ry, which is
the average number of secondary infections (i.e., transmissions) per primary case
in an entirely susceptible population. R is a key metric in predicting the extent
to which an infection is likely to spread. If Ry > 1, then an epidemic is likely to
grow because on average, each infected person transmits the disease to more than
one other person. If Ry < 1, then an epidemic is likely to become extinct. Some
models use Ry as an input to drive transmission within a population, whereas other
models use a transmission rate or probability parameter and calculate the resultant
Ry value for the population based on the number of initially and secondarily infected
individuals. These models have also provided a lot of insight into the effects
of certain parameters on transmission dynamics and the effectiveness of various
infection control measures as defined, for example, by the following differential

equations:

ds d/ dR
g = PSLg =BSI=vl, =7 (3.1)

Mathematical models such as the SIR model have several assumptions and
limitations that prevent them from producing more valuable results. The first
key assumption is that populations modeled by mathematical equations are well
mixed, meaning that all individuals within the population interact with equal
probability. For example, the SI term in the differential equations in (3.1) shows
that transmission is proportional to the interaction between all susceptible and
infected individuals, rather than a specific subset. All individuals within each
compartment are assumed to be uniform, which prevents analysis of how mixed
or extreme behavior, such as superspreaders or non-compliant healthcare workers
(HCWs), can affect transmission dynamics. It can also be difficult to implement
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time-varying or conditional behavior in a mathematical model, and thus analysis of
control measures is often performed by simply varying input parameters without
modeling the interactions involved in that particular intervention. Some variables,
such as hand-washing probabilities and screening test return times, are reasonable
to approximate with simple parameters, but others such as isolation or the effect
of staffing ratios are more difficult to simplify. Several advances in mathematical
modeling have been made in recent years to account for these limitations, but the
results are often only valid for particular applications (Bansal et al. 2007).

Agent-based, or computational, disease spread models have expanded on the
research established by the mathematical models described above and have ad-
dressed many of their limitations. They have reinforced many conclusions from
mathematical and simulation models and have provided additional detail about
the nature of transmission. The key advantage of ABMs is that they simulate the
interactions that serve as the primary mechanism for transmission and they are
capable of implementing many infection control measures explicitly. In addition,
ABMs are also more adept at simulating stochastic effects, which must be captured
when modeling heterogeneous populations. As a result, they have contributed
significantly to a better understanding of epidemics.

The articles reviewed in this section fall mainly into two categories: process-
oriented models of transmission and network models of transmission. Process-
oriented models typically simulate agents that are moving through a series of stages
before being removed from the population, much like they would in a DES model.
Network models simulate the spread of disease between individuals using relational
connections as the primary mechanism of transmission. Intermediate carriers such
as HCWs do not need to be modeled explicitly in this type of model because the
connections between individuals are explicit, unlike in a process-oriented model.
Exemplary methods and contributions for both types of models are summarized in
the following subsections.

Pandemic modeling is another research area that has been affected positively by
ABM. Diseases such as malaria, SARS, smallpox, and various strains of influenza
are typically modeled for these applications. Control measures are most often
concerned with logistics, such as distributing vaccinations, locating community
clinics, delivering emergency rations and medical supplies, and evaluating the
effects of social distancing (e.g., school closures). The initial work in applying
ABM techniques to pandemic scenarios was done primarily by Carley et al. (2006)
and Cummings et al. (2004), which both demonstrated the value of agent-based
models in generating pandemic dynamics and evaluating response strategies. Since
then, agent-based pandemic models have begun to incorporate massive data sets that
reflect detailed demographic, social, transportation, and even climate characteristics
of a particular geographic region. However, although many of the characteristics and
advantages of these models are applicable to healthcare operations management, we
do not provide additional coverage of this research area because these large-scale
applications are more appropriately discussed within the context of public health.
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Fig. 3.2 Sample patient flow diagram of disease spread model in a hospital. Optional infection
control measures are indicated by dashed lines and dotted arrows

3.1 Process-Oriented Models of Transmission

Process-oriented models of transmission are the most natural application of ABM to
epidemiology. A common example is a simulation of patient-to-patient transmission
in a hospital, in which patients are admitted, visited by HCWs, and discharged
(see Fig. 3.2 for a sample patient flow diagram). What separates these models from
traditional DES models is that there are often multiple patient and HCW types,
and their behavior is often dynamic. Transmission typically occurs through HCWs,
who spread an infection from one patient to another because they fail to wash
their hands adequately. These types of transmissions, from an already infected
(i.e., primary) patient to a newly infected (i.e., secondary) patient, are known as
hospital-acquired, or nosocomial, infections. Hospital intensive care units (ICUs)
are commonly modeled in an agent-based framework. ABM is ideally suited for
this type of model because populations are small and diverse, patients are typically
more susceptible to infection than in other hospital units, contacts between patients
and HCWs are frequent and intimate, and stochastic effects are of considerable
importance.

Within agent-based models, there is often an increased ability to track various
simulation data and provide additional insight into the transmission dynamics.
These models can evaluate the effectiveness of various infection control measures in
order to offer recommendations of which measure or bundle of measures should be
implemented. Typical control measures that are modeled include the hand-washing
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behavior of HCWs, diagnostic screening of patients, isolation of infected patients,
vaccination, and decolonization, in which colonized patients undergo a therapeutic
process that negates their ability to infect others.

There is a set of pathogens that are commonly modeled in these types of
simulations, and many of these are resistant to antibiotic treatments. The most
prevalent pathogens are methicillin-resistant Staphylococcus aureus (MRSA) and
vancomycin-resistant enterococci (VRE), in which patients typically become col-
onized with the pathogen prior to developing an infection. This scenario is
particularly difficult because colonized patients are often asymptomatic and, there-
fore, they can only become identified by using active surveillance techniques such
as diagnostic screening. Consequently, these patients can spread the pathogen to
HCWs and ultimately other patients before any intervention is initiated. In addition,
treatment for these resistant organisms is often difficult, thus protecting patients
from acquisition is the most effective approach for ensuring their safety.

The articles discussed in this section all follow a similar pattern for modeling
transmission of an infectious disease in a hospital. They incorporate resistant
pathogens and assess the potential effectiveness of specific control measures. How-
ever, these models differ slightly in their specific sets of experimental parameters
and the nature of their results. These differences are summarized in Table 3.4.

In our review, we begin with two agent-based models that extensively explore the
effects of external factors and infection control measures on disease transmission
in a hospital. Both models highlight the specific level of detail afforded by ABM
that is not possible using SD or DES methods. In the first example, Barnes et al.
(2010) developed a detailed agent-based simulation of MRSA transmission in a
hospital. The model incorporates many of the most common infection control
measures and is able to reinforce the conclusions from mathematical models that
one-to-one HCW-to-patient ratios and patient screening combined with isolation
are most effective in reducing transmission (Austin and Anderson 1999; Austin
et al. 1999; Bootsma et al. 2006; Cooper et al. 1999, 2004; McBryde et al. 2007;
Raboud et al. 2003; Robotham et al. 2007). In addition, the authors highlight cases
in which hospitals that have implemented infection control measures could still
fall susceptible to MRSA outbreaks. Barnes et al. (2010) also conduct numerous
simulations to explore the effects of individual HCW behavior on transmission,
experimenting with the hand-washing probabilities of entire HCW classes (i.e.,
nurses and physicians) as well as rogue individuals that were less compliant than
others in the same class. Many of these experiments are executed using parallel
computing techniques, which alleviate the long run times caused by the model
complexity. In the second example, Hotchkiss et al. (2005) also test the effects of
several factors and infection control measures on transmission and demonstrate that
early detection and subsequent isolation of infected patients, quick patient turnover,
cohorting patients, and limiting the frequency of physician visits can all reduce the
likelihood of a significant outbreak.

In addition to evaluating infection control measures and determining the most
influential external factors, ABM can also provide more realistic transmission
dynamics by introducing additional model complexity. This additional detail not
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only increases the relevancy and strength of simulation results, but it can be used to
address the concerns of healthcare professionals who are skeptical of the model
validity. Ong et al. (2008) implemented a spatially explicit ABM of influenza
transmission in a hospital unit, where at any given time, each agent occupies a
specific area in the unit. Several types of HCWs are modeled, including physicians,
nurses, health attendants, clerks, and cleaners. Ambulant and non-ambulant patients
are also modeled. Transmission of influenza is airborne; therefore, additional model
considerations must be taken into account because agents can transmit the disease
without coming into direct contact with each other. Results directly related to
transmission are limited, but the model generates a distribution of contacts between
all pairs of agents in the unit that could be incorporated into future modeling work.
The model by Meng et al. (2010) incorporates multiple routes of transmission
and variable transmission rates between patients, but it produces limited results
related to actual dynamics. Temime et al. (2010) describe an agent-based model of
pathogenic transmission in a hospital, but the implications of these results are more
appropriately addressed in the following section on network models of transmission.

Agent-based models can also be used to address questions related to antibiotic
resistance, which is an important issue in disease control. Several models address
the implications of antibiotic resistance at the microbiological level and are not to
be discussed. However, D’ Agata et al. (2007) focused on the effects of antibiotic
resistance on transmission and the competition between resistant pathogens in a
hospital. Single patient and HCW types are modeled explicitly, with each having
eligible states of being susceptible to or colonized with resistant and/or nonresistant
pathogens. The authors demonstrate that initializing decolonization treatments
on patients quickly and for shorter durations can eliminate both resistant and
nonresistant strains from the population. The authors are also able to develop
a corresponding differential equation model that facilitates model validation and
additional analysis.

3.2 Network Models of Transmission

Network models of transmission provide a different perspective than process-
oriented models for analyzing the spread of infectious diseases. They are an
abstract representation of the physical interactions that can lead to transmission,
in contrast with the direct correlation to reality afforded by process-oriented
transmission models. The edges, or connections, between nodes in the network can
represent a relationship between patients in a hospital or between individuals in
a community. The structure, or distribution, of these connections has a significant
effect on transmission dynamics, and different network structures can be designed to
represent various scenarios. Whereas process-oriented models can identify the best
interventions, network models can provide insight as to where those interventions
should be directed, such as targeting individuals for vaccinations or closing schools
or hospital wards.
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Fig. 3.3 Sample network instances for regular (degree = 4), small-world (initial degree = 4,
rewiring probability p = 0.5), random (edge probability = 0.2105), exponential (mean degree = 4),
and scale-free (generated using the Barabdsi—Albert model for preferential attachment) structures.
Darker shaded nodes have a higher degree relative to the other nodes, and lighter shaded nodes
have a relatively lower degree. The bottom plot shows the mean degree distribution for each
network type with 20 nodes and approximately 40 edges, averaged over 100 samples. The regular
network degree distribution (not shown in the graph) has a constant degree distribution, with all 20
nodes having a constant degree of 4. As the network structure changes from regular to scale-free,
the degree distribution becomes more skewed, with several nodes being highly connected and the
remaining nodes having relatively few connections

There are several common structures for interaction networks, which are typi-
cally characterized by the frequency distribution of node connections in the network,
also known as the degree distribution (Albert and Barabdsi 2002). Examples of
each of the following network types and their corresponding degree distributions
are shown in Fig. 3.3. Regular networks have nodes that all have the same degree,
and edges can be structured (e.g., nodes are connected to their nearest k neighbors)
or randomly distributed to other nodes in the network. Random networks are
generated by assigning an equal probability to each potential edge in the network.
Each edge is then chosen at random based on the given probability, which forms
a network in which the degree distribution follows a binomial model. Small-
world networks (Watts and Strogatz 1998) interpolate between regular and random
networks by rewiring a certain proportion of edges in a structured, regular network.
Nodes in this type of network are still highly clustered, but disease could spread
more quickly because there are shortcuts to other highly susceptible sections of
the network. A random network is a special case of a small-world network that has
rewired all of its edges. A special class of networks are exponential networks, whose
degree distribution follows an exponential trend. These networks have been found
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to be the most realistic structure for social interaction networks (Bansal et al. 2007).
The last common type of network is a scale-free network. These networks have a
power law degree distribution, in that there are a few nodes with a large number of
connections and many nodes with a small number of connections. These networks
are called scale-free because the average distance between any two nodes increases
very slowly as the number of nodes increases. Disease transmission through these
types of networks is likely to find the highly connected nodes quickly. However,
transmission to the remaining population is likely to take much longer because there
are fewer paths to nodes on the periphery of the network.

Mathematical models inherently assume that populations are well mixed, which
means each individual has an equal probability of interacting with all other
individuals. Interpretations can vary, but, in general, this assumption corresponds
most closely to a regular network, whether the connections are structured or
random. For certain applications, this configuration could be appropriate if each
individual has approximately the same number of social contacts (e.g., child care
centers). In other cases, a small-world, exponential, or scale-free network is a more
accurate representation because there can be individuals that have connections to
several population subgroups. These highly connected individuals often have the
greatest effect on transmission, and neglecting to model them explicitly can have
a significant effect on the results that are ultimately communicated to healthcare
organizations.

The first set of models investigates how direct transmission can occur between
individuals in a general population. These models typically consist of a homoge-
neous population of agents with essentially no individual characteristics other than
their infection status. However, heterogeneity enters the model because the degree of
each node in the network is not constant. The goal of these models is to characterize
how the structure of the network affects the rate and extent of transmission, and to
further demonstrate the limitations of homogeneous models.

Bansal et al. (2007) presented strong evidence that homogeneous mixing models,
such as the SIR model, do not accurately predict epidemics for realistic contact
networks. The authors are able to demonstrate that several empirical contact
networks could all be approximated by synthetic networks with exponential degree
distributions. Homogeneous mixing models, although reasonably accurate for char-
acterizing transmission dynamics on regular, random networks, do not accurately
predict epidemics on the more heterogeneous exponential and scale-free networks.

Christley (2005) focused instead on identifying the most susceptible individuals,
or those most likely to become infected in the event of an outbreak, in random and
small-world networks. This type of analysis is especially useful because the results
could be used in developing strategies for targeting individuals for vaccination,
isolation, or quarantine. The authors experiment with various measures of node
centrality and determine that the degree of a node proved to be as good an indication
of an individual’s risk of infection as more complicated measures that would also
require more information to compute. Eubank (2005) also proposed several local
and global measures of network structure that could have significant implications
for transmission of infectious diseases.
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Fig. 3.4 The network of
contacts in the modeled ICU
in the Temime model. There
are 18 patients and 3 types of
HCWs: 2 profiles of HCWs,
corresponding to nurses and
physicians, are assigned to
subgroups of patients, and
one peripatetic-type HCW
visits every patient once
each day
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The next set of network models contain multiple types of agents that interact,
whether they are explicitly or implicitly represented in the model. These studies
are also focused on the structure of the network, but in addition they seek to
characterize how interactions between different agent types affect transmission. The
degree of heterogeneity in these network models facilitates analysis of the relative
effect of each type of HCW. These models can also implement HCW behavior
and bring consideration to other potential aspects of transmission such as HCW-
to-HCW transmission and patient sharing. These types of interactions are not often
considered, but can lead to increased levels of transmission in certain circumstances.

Temime et al. (2009) constructed a model of a hospital ICU with three types of
HCWs that visit patients. Two types of HCWs are assigned to specific groups, or
cohorts, of patients, whereas the third type visits all of the patients (see Fig.3.4).
The assigned HCWs represent nurses and physicians, and the third type, designated
the peripatetic HCW, represents someone who could potentially come into contact
with any patient, such as a nursing assistant or respiratory therapist. The model
demonstrates the threat posed by the latter type and presented results that a single,
noncompliant peripatetic HCW could cause the same level of transmission as if all
HCWs were moderately noncompliant (i.e., 19-23% noncompliance). These effects
become even more significant when HCW-to-HCW transmission occurs.

Barnes et al. (2012) also designed a network model of patient-to-patient trans-
mission in a hospital. In this model, patients are connected directly if they share
an HCW (see Fig.3.5), which contrasts with the explicitly modeled intermediate
HCW nodes in the Temime model. Nurses and physicians in this model are modeled
implicitly, in that their states are only stored locally for agents in each respective
cohort. By varying the number of patients, nurses, and physicians, networks are
generated with different densities, calculated as the ratio of direct connections in the
network to the maximum possible number of connections. Simulation experiments
show that both nurses and physicians can pose threats to patients in different ways.
Nurses visit patients more often, but physicians have the potential to infect patients
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Fig. 3.5 An example of a dense (/eft) and sparse (right) patient network from the Barnes, Golden,
and Wasil model. Patients that share a nurse are connected by a link, while patients that share a
physician have the same color

in different locations in the network, similar to the threat posed by Temime’s
peripatetic HCW, albeit to a lesser degree. Barnes et al. also experiment with
patient sharing, demonstrating that the sharing of patients between HCWs should
be performed in a structured, and not random, manner.

3.3 Conclusion

Overall, ABMs are well suited for testing potential infection control measures
and can provide some indication of success before implementing any particular
strategy. Among ABMs, process-oriented models have a more established record of
contribution, and they have produced relatively widely accepted results concerning
the effectiveness of common infection control measures. The foundation has been
established for network models of transmission, but there are still many areas to
explore, particularly in determining which network measures are the most effective
in predicting an outbreak. However, the benefit of modeling the explicit connections
between individuals has been demonstrated in the unique results from this type of
model. Both static and dynamic network measures may be useful, but the ease of
calculation may be critical for practical use.

There are several key results that ABMs have reinforced, and several more
that are unique to this methodology. The hand-hygiene compliance of HCWs is
critical to preventing outbreaks of infectious diseases. In most cases, however, hand
washing is not sufficient to control transmission, and additional measures such as
active surveillance, patient isolation, or higher staffing ratios become necessary.
Minimizing patient lengths of stay and HCW visits to patients can also reduce the
risk of secondary infections, as susceptible patients are exposed less to potential
infections and infected patients have fewer opportunities to infect HCWs.
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ABMs have also provided insight into the relative threats posed by HCWs that
care for patients in a hospital. Nurses and other HCWs that visit patients frequently
are at a high risk of becoming at least transiently colonized or infected and can
quickly spread disease to other patients in their care. Physicians and other HCWs
that may visit many more patients than nurses can potentially create multiple
pockets of infection that could lead to an entire unit becoming infected. Maintaining
high staff-to-patient ratios and assigning patients to HCWs in a structured way can
offset these dangers. Future studies may be able to suggest methods for identifying
individuals at a high risk of infection because of their location in a network, and
appropriate measures could be taken to prevent that person from becoming infected
before isolation or quarantine measures become necessary.

We focused here on general models with implications for potentially many
applications, but there are several models that have been applied to empirical
networks (Eubank 2005; Meyers et al. 2005). These models have also achieved
results that could have a significant impact, for not only their intended scenario but
others. They are also good examples of the process involved in modeling real-world
scenarios and can provide a good framework for future applications.

4 Healthcare Economics and Policy

In addition to modeling individual point-of-care facilities, ABMs can be used to
analyze large populations at local, regional, or national levels. The interactions
between different facilities are often difficult to observe from the perspective of
any individual facility and are often difficult to predict. System behavior is often
regulated by policies that are set in place by local, state, or federal governments.
Policy changes are not usually enacted one at a time, therefore it is difficult to
predict and attribute changes to a single cause when multiple changes are made.
Important policy decisions should be informed using the best available data and
analysis, which now includes modeling.

4.1 Healthcare Economics

In their paper, entitled “Modeling Healthcare Policy Alternatives,” Ringel et al.
(2010) address the benefits and limits of using agent-based (microsimulation)
models to anticipate the effects of policy changes in health insurance markets.
In particular, they address several issues related to the data used to populate the
agents in the model and describe the relations between them and the difficulties in
defining a choice model for agent decisions. The relevant models (Congressional
Budget Office 2007; Girosi et al. 2009; Garret et al. 2008) seek to represent the
national population in terms of households and their relationship to employers as
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well as model their decisions on purchasing health insurance with respect to price,
availability, and need. The scope of these models is at the national level and consists
of at least three types of agents including households, employers, and insurers.

The naive approach to populating a model would be to assume independence
between distributions of attributes. This assumption, however, ignores important
correlations which occur in actual populations that might have a significant effect
on the validity of the model, especially when dealing with socioeconomic data.
Detailed information is available through the US Census and similar sources.
However, simple demographic data is often not sufficient. The data sets used by
each of the models contained additional information needed to provide a more
detailed picture. The Survey of Income and Program Participation (SIPP), which
is conducted by the US Census Bureau, was one choice used to construct a base
population (Survey of Income and Program Participation SIPP). SIPP includes
information on household income, taxes, and participation in government programs.
Data sets such as these can also be projected onto or merged with other data sets
to adjust for changes in the sample population. Other models used the Current
Population Survey (CPS), which is conducted monthly by the US Census to track
employment, occupation, earnings, and employee benefits (Current Population
Survey CPS). The Medical Expenditure Panel Survey (MEPS), conducted by the
agency for healthcare research and quality, provides data on household consumption
of healthcare, including information on cost, use of healthcare, and health insurance
coverage (Medical Expenditure Panel Survey MEPS). In addition to having a
representative population, one must ensure that the relationships between agents
are accurately described. In this case, that means an accurate relationship between
firms (employers) and households (employees). This data is rarely available from
the same source as the previously mentioned data. The CPS data, however, includes
information on occupation. This information could be used along with a survey of
firm size and industry, as well as geographic data, in order to help recreate a feasible
set of firms to employ the households.

Decisions can be modeled either deterministically or probabilistically. When
presented with a specific set of inputs, an agent using a deterministic decision model
will always make the same decision, whereas probabilistic choice models will assign
some probability to each possible choice. When given a history of agent decisions,
such rules can be estimated by using a number of techniques. Decision tree learning
determines a series of observations that can best recreate the choice results of the
observed data. Logistic models, such as the multinomial logit model, can be used to
assign probabilities to possible outcomes. The accuracy of such models is limited,
however, by the amount and variety of data on previous choices. In addition, such
models can break down when presented with conditions outside anything observed
in the training data.

With an accurate population and sensible agent behavior, validation begins by
first recreating a known set of conditions, before applying any policy changes. The
Ringel et al. paper goes on to discuss potential improvements to available data and
behavioral parameter estimates. These models, while primarily economic in nature,
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give detailed accounts and justifications for their choices in defining their agents.
These are choices that all researchers will face when attempting to build large-scale
models with incomplete population and choice data.

4.2 Healthcare Policy

In addition to economic considerations, healthcare policy decisions, can have a
direct or indirect impact on patient outcomes. When presented with a number of
policy options, it is important to identify who will be impacted and how they will be
affected. MIDAS, the Models of Infectious Disease Agent Study, is a collaborative
research initiative with funding through the National Institutes of Health to model
the spread of disease using agent-based models. Building on previous MIDAS
models, the paper by Lee et al. (2010) uses an agent-based model to analyze the
policy question of how to best prioritize, allocate, and ration vaccines during a
simulated flu pandemic.

Current recommendations by the Advisory Committee on Immunization Prac-
tices (ACIP) in the USA, as stated in the paper, suggest that pregnant women,
caregivers for children younger than 6 months, healthcare and emergency medical
personnel, everyone between the ages of 6 months and 24 years, and people between
the ages of 25 and 64 who have medical conditions associated with higher risk
of complications from influenza should be prioritized to receive flu shots. These
groups are listed either because they are at higher risk for complications with
influenza or because they are more likely to spread influenza if infected, particularly
to vulnerable populations. The paper seeks to address how strictly these guidelines
should be applied in prioritizing the distribution of vaccines and whether a particular
subgroup should be prioritized among the recommended groups.

The model itself is concerned with the Washington DC metropolitan area and has
a population of over seven million agents, whose demographic data is drawn from
the US Census Bureau’s Public Use Microdata files (PUM) (Public-Use Microdata
Samples PUMS). PUM files, in addition to including detailed demographic data,
track transportation usage and are well suited for modeling small geographic areas.
Agents interact with other agents within their household and with either schoolmates
or coworkers, depending on their age. In addition, each agent is assigned a generic
activity level, which varies with the day of the week. The transmission and mortality
rates were calculated from previous flu pandemics. A specified percentage of
infected agents require hospitalization and other medical treatments, which served
as part of the basis used to calculate the total cost of the pandemic.

A series of trials using the model compared scenarios including relaxing the
distribution of the vaccine to include some healthy adults between 25 and 64,
prioritizing different at-risk groups, and changing the bounds of the age recommen-
dations. The authors found that while prioritizing those what were more likely to
spread the disease did reduce the overall number of infected agents, the population



70 S. Barnes et al.

also had higher total morbidity, because more at-risk patients were vulnerable to
getting sick. The results as a whole support the use of the ACIP guidelines in
selecting who should be vaccinated.

4.3 Conclusion

Important policy issues will continue to arise as legislatures amend existing regula-
tions and prepare for emergency situations. It is important that detailed models be
constructed to help understand the far-reaching effects that proposed changes might
cause. Enacting policies such as the vaccine prioritization involves making trade-
offs between the total number of infected people and the outcomes of those most
vulnerable to influenza. Detailed modeling can help to illustrate the implications of
the trade-offs involved with policy changes.

S Open Opportunities for Research and Practice

ABM and simulation has been applied successfully to several applications of
healthcare operations management, including healthcare delivery, epidemiology,
economics, and policy. Building on the foundation established by system dynamics
and DES, ABM has provided new insight to these problems by modeling individuals
and the interactions between them. This perspective has facilitated analysis at both
the individual and system levels, which is not typically possible using other meth-
ods. The greatest value of ABMs is that they can be used as virtual environments
to evaluate policy alternatives, some of which would be infeasible or unethical to
experiment with in practice. This capability can help healthcare organizations make
better decisions, which can potentially lead to a higher quality of care for patients
and extensive cost savings.

As with the other modeling methodologies, the challenge in constructing ABMs
is first generating realistic dynamics for a particular scenario and then analyzing
those patterns to identify the best strategies for intervention. Determining the
appropriate level of detail for an agent-based model can be a difficult challenge.
Extremely detailed models require many parameters, and it is difficult to get
accurate values for these parameters from empirical data and the research literature.
Parameters are often set at reasonable values, and sensitivity analysis is performed
to address any shortcomings associated with poor selection, but this type of
analysis can become very time-consuming if model run times are large. Models
with few parameters mostly avoid this problem, but are sometimes challenged
due to their lack of detail and complexity. One solution to this issue is to use
hybrid models, which incorporate system dynamics and agent-based methods. In
a hybrid model, one might model a network of agents whose states are affected
by both their interaction with other agents and an internal differential equations
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model. These models can take advantage of the strengths of each methodology,
most importantly the lower computational demands of system dynamics and the
heterogeneity afforded by ABM. For all levels of fidelity, agent-based models can
incorporate and generate large quantities of data. As a consequence, statistical rigor,
efficient data analysis techniques, and visualization are all critical to producing
insightful results and communicating those findings to healthcare professionals.

Several models focused on only a particular hospital configuration or network
instance, which may limit the usefulness of a particular strategy. Certain trends
may persist over similar variations, but the strongest impact is likely to be
derived from models that suggest robust solutions that have implications for many
scenarios. Other models used parameterized configurations, which are more broadly
applicable, but may not correspond well to any particular situation. ABMs can also
operate on a variety of time scales, and it is important to choose an appropriate scale
that is relevant to the problem and compatible with model parameters.

Another challenge with ABMs is related to validation. The level of validation
required for a particular agent-based model is primarily driven by its ultimate
purpose. Models that are intended to produce accurate quantitative (i.e., predictive)
results may require extensive validation, whereas more qualitative (i.e., illustrative)
models have less stringent requirements. Validation is difficult for some applications
because they lack empirical data as a baseline for comparison. Therefore, it is
not always possible to know what simulation outcomes should look like. When
empirical data are available, there are several approaches for using them to validate
a model (Fagiolo et al. 2007). The best of these approaches primarily involves
incorporating empirical data, historical perspective, and subject matter expertise
in the selection of the best possible set of model assumptions, parameter settings,
and initial conditions. By combining these data sources, agent-based models are
more likely to use appropriate values for input parameters and generate reasonable
system responses. For any validation approach, it is always necessary to perform
sensitivity analyses to identify any parameters that cause nonproportional changes
in the system.

Empirical data is typically available for many applications within healthcare op-
erations, especially those related to patient information and resource management.
In addition, subject matter expertise is readily available, which should be leveraged
to develop models with an appropriate set of agent characteristics and behaviors.
However, validation becomes more difficult when the underlying dynamics are not
well understood or there is no historical reference, as is generally the case for
the transmission of antibiotic-resistant pathogens or the implementation of a novel
healthcare policy. For these cases, an agent-based model may have more value in
demonstrating relative trends or generating alternative outcomes for comparison,
and less value as a predictive model.

Moving forward, new and existing agent-based models should continue to build
on the most relevant achievements of other models, including those from other
fields that have taken advantage of the methodology. Making these models widely
available is a practice that can help to accelerate progress. This evolutionary process
is another advantage of ABM, as system dynamics and DES models are more
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difficult to augment with additional complexity. Each individual model may have
limitations, but as the research grows, many of those limitations can eventually
be eliminated, thereby increasing the acceptance of these methods by healthcare
organizations.
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